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Abstract— Customers change their preferences while getting

more familiar with services or being motivated to change their

buying habits. Different sources of motivation induce cus-

tomers to change their behavior: an advertisement, a leader in

a reference group, satisfaction from services usage and other

experiences, but usually those reasons are unknown. Never-

theless, people vary in susceptibility to suggestions and in-

novations, and also in preference structure change dynamics.

Historical information about the preference structure gives

additional information about uncertainty in forecasting activ-

ity. In this work the conjoint analysis method was used to find

customer preference structure and to improve a prediction ac-

curacy of telecommunication services usage. The results have

shown that prediction accuracy increases about by one per-

cent point, what results in a 20 percent increase after using

proposed algorithm modification.

Keywords— conjoint analysis, consumer behavior, decision

analysis, forecasting, marketing tools, multiple criteria analy-

sis, preference measurement.

1. Introduction

The goal is to forecast services usage without complete

knowledge and deep understanding of the domain, includ-

ing lack of knowledge about predictor variables and inter-

vention effects. Some of intervention effects [1] like cus-

tomer relationship management activities are usually known

but that information can be difficult to obtain. On the other

hand, other factors, such as: an advertisement, an influence

of a leader in a reference group, satisfaction from services

usage, and other experiences can change a customer be-

havior, but usually this information is unavailable or the

influence is unidentified. Taking into account this lack of

konowledge, we make an assumption that an analyst has

only substantial knowledge about business relationships and

constraints which affect the customer activity. His knowl-

edge must be good enough to identify which attributes de-

scribing users behavior differentiate them.

Usually, forecasting of time series, when only historical

time series are known, are solved by univariate time series

models which describe the behavior of a variable in terms

of its own past values. Mostly, the exponential smoothing

models (ESM) with or without seasonal effects are used [2].

In this work we consider user preference information to

improve the exponential smoothing forecasting algorithm.

Moreover, we make an assumption that data which were

used to create time series are those which can be used for

forecasting and for forecasting improvement.

In the summary of the progress made over the past quar-

ter century with respect to methods reducing a forecast

error [3] we can find seven well-established approaches

which had been shown to improve prediction accuracy. The

four of them: combing forecasts, Delphi, causal models,

and trend-damping help with time series data. Addition-

ally, other methods such as: segmentation, rule-based fore-

casting, damped seasonality, decomposing by causal forces

and a damped trend with analogous data, were mentioned

to be promising for those data. The author indicates also

relatively untested methods: prediction markets, a con-

joint analysis, diffusion models, and game theory. One

of the conclusions from the summary is that, in general,

the methods that have ignored theory, prior evidence, and

domain knowledge have had a poor record in forecasting.

That is why the general structure of the data should be

analyzed.

Let us consider two promising methods: segmentation and

decomposition by causal forces. The segmentation method

is presented as an advantageous one because forecasting

errors in different segments may offset one another. The

author stresses also problems that can occur, if segments are

based on small samples and noisy data, segment forecasts

might contain very large errors. However, three reported

comparative studies on segmentation that had been con-

ducted since 1975 brought good results. The causal forces

method also seems to be worth considering in the analy-

sis of complex series. Complex series are defined as those

in which causal forces derive series in opposite directions.

If components of a complex series can be forecast more

accurately than global series, it helps to decompose the

problem by causal forces.

We have combined those two methods with the conjoint

analysis to improve ESM models. It is known that fore-

casting in subgroups shouldn’t bring worse prediction ac-

curacy as long as values come from a stationary stochastic

process [2]. Furthermore, if time series is known to fol-

low a univariate autoregressive integrated moving-average

(ARIMA) model, a forecast made using disaggregated data

is, in terms of a mean square error (MSE), at least as good

as using aggregated data. However, analyzed stochastic

processes are not stationary and the disaggregation can de-

teriorate accuracy. On the other hand, a good subgroup

selection can also improve forecasting exactness [4].

As a consequence, the main idea is to perform forecasting

in subgroups defined dynamically by the customers’ pref-

erence information gained from the conjoint analysis.
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The proposed method has been verified on artificialy gen-

erated telecommunication services usage data. The best

conjoint analysis model was chosen from models definied

to identify telecommunication customers’ preferences, and

run on behavioral data [5]. The following values are fore-

casted: the number and duration of voice calls, the number

of short message service (SMS) usages, the number of mul-

timedia messaging service (MMS) usages, and the number

and amount of general packet radio service (GPRS) usages.

All the above mentioned values must be predicted within

dimensions defined further in table in Subsection 4.2. The

18 months’ history of the original telecommunication be-

havioral data – call data records (CDR) – are aggregated

monthly by attributes defined in Table 1.

Table 1

Attributes of call data

Attribute Levels

Voice

Service SMS

MMS

GPRS

Location Home

Roaming

To on-net

Net To off-net (mobile operators)

To fixed operators

To international operators

Tariff Tariff [1–120]

Day type Working days

Weekend or holiday

0 seconds

Duration class 15 seconds

60 seconds

240 seconds

Volume Real values

Count Integer values

In Section 2 the exponential smoothing models are intro-

duced. Next, in Section 3 the preference identification

method is described. In Section 4, a forecasting improve-

ment is proposed. Results are presented in Section 5 and

in Section 6 conclusions are drawn, and a plan for future

work is proposed.

2. Exponential Smoothing Models

An exponential smoothing is a pure time series technique.

This means that the technique is suitable when data have

only been collected for series that are going to be fore-

casted. The exponential smoothing can therefore be applied

when there are not enough variables measured to achieve

good causal time series models, or when the quality of data

is such that causal time series models give poor forecasts.

In comparison, more general multivariate ARIMA mod-

els allow to predict values of a dependent time series with

a linear combination of its own past values, past errors (also

called shocks or innovations), and current and past values

of other time series. Exponential smoothing takes the ap-

proach that recent observations should have relatively more

weight in forecasting than distance observations. “Smooth-

ing” implies predicting an observation by a weighted com-

bination of previous values and “exponential” smoothing

means that weights decrease exponentially as observations

get older. In exponential smoothing only the slowly chang-

ing level is being modeled, nevertheless, it can be extended

to different combinations of trend and seasonality:

– simple,

– double (Brown),

– linear (Holt) trend,

– damped-trend linear,

– no seasonality,

– additive seasonality,

– multiplicative seasonality.

Additionally, transformed versions of these models can be

defined:

– logarithmic,

– square root,

– logistic,

– Box-Cox.

Given a time series Yt : 1 ≤ t ≤ n, the underlying model as-

sumed by the smoothing models has the following (additive

seasonal) form:

Yt = µt + βtt + sp(t)+ εt , (1)

where:

µt − represents the time-varying mean term,

βt − represents the time-varying slope,

sp(t) − represents the time-varying seasonal contribution

for one of the p seasons,

εt − are disturbances.

Different smoothing models are presented in Table 2.

Table 2

Exponential smoothing models

Smoothing model Equation

Simple Yt = µt + εt

Double (Brown) Yt = µt + βtt + εt

Linear (Holt) Yt = µt + βtt + εt

Damped-trend linear Yt = µt + βtt + εt

Seasonal Yt = µt + sp(t)+ εt

Winters – additive Yt = µt + βtt + sp(t)+ εt

Winters – multiplicative Yt = (µt + βtt)sp(t)+ εt
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2.1. Smoothing State and Smoothing Equations

The smoothing process starts with an initial estimate of the

smoothing state, which is subsequently updated for each

observation using the smoothing equations. Depending on

the smoothing model, the smoothing state at time t will

consist of the following:

Lt − smoothed level that estimates µt ,

Tt − smoothed trend that estimates βt ,

St− j, j = 0, ..., p−1, are seasonal factors that estimate sp(t).

The smoothing equations determine how the smoothing

state changes as time progresses. Knowledge of the smooth-

ing state at time t − 1 and that of the time series value at

time t uniquely determine the smoothing state at time t.

The smoothing weights determine the contribution of the

previous smoothing state to the current smoothing state.

The smoothing equations for each smoothing model are

listed in Table 3.

Table 3

Equations for the smoothing models

Smoothing model
The error-correction form,

The k-step prediction equation

Simple Lt = Lt−1 + αεt

Ŷt(k) = Lt

Lt = Lt−1 + Tt−1 + αεt

Double (Brown) Tt = Tt−1 + α2εt

Ŷt(k) = Lt +((k−1)+ 1/α)Tt

Lt = Lt−1 + Tt−1 + αεt

Linear (Holt) Tt = Tt−1 + αγεt

Ŷt(k) = Lt + kTt

Lt = Lt−1 + φTt−1 + αεt

Damped-trend linear Tt = φTt−1 + αγεt

Ŷt(k) = Lt + ∑k
i=1 φ iTt

Lt = Lt−1 + αεt

Seasonal St = St−p + δ (1−α)εt

Ŷt(k) = Lt + St−p+k

Lt = Lt−1 + Tt−1 + αεt

Winters – additive Tt = Tt−1 + αγεt

St = St−p + δ (1−α)εt

Ŷt(k) = Lt + kTt + St−p+k

Lt = Lt−1 + Tt−1 + αεt/St−p

Winters – multiplicative Tt = Tt−1 + αγεt/St−p

St = St−p + δ (1−α)εt/Lt

Ŷt(k) = (Lt + kTt)St−p+k

In order to use the multiplicative version of Winters

method, the time series and all predictions must be strictly

positive. Additionally, coefficient α , δ , γ must fulfill sta-

bility conditions [6].

Almost all exponential smoothing models have ARIMA

equivalents presented in Table 4. ARIMA is more gen-

eral than ESM and allows to predict values of a dependent

time series with a linear combination of its own past values,

Table 4

ARIMA equivalent models

Smoothing model ARIMA equivalent

Simple ARIMA (0,1,1)

Double (Brown) ARIMA (0,2,2)

Linear (Holt) ARIMA (0,2,2)

Damped-trend linear ARIMA (1,1,2)

Seasonal ARIMA (0,1, p + 1)(0,1,0)p

Winters – additive ARIMA (0,1, p + 1)(0,1,0)p

Winters – multiplicative No equivalent

past errors (also called shocks or innovations), and current

and past values of other time series (predictor time series).

2.2. Prediction Errors

Predictions are made based on the last known smoothing

state. Predictions made at time t for k steps ahead are de-

noted Ŷt(k) and the associated prediction errors are denoted

ε(k) = Yt+k − Ŷt(k).
The one-step-ahead predictions refer to predictions made at

time t −1 for one time unit into the future, that is Ŷt−1(1),
and the one-step-ahead prediction errors are more simply

denoted εt = εt−1(1) = Yt − Ŷt−1(1). The one-step-ahead

prediction errors are also the model residuals, and the statis-

tic related to the one-step-ahead prediction errors is the

objective function used in smoothing weight optimization.

Table 5

The variance of the prediction errors

Smoothing model εt (k)− variance

Simple var(εt)[1+∑k−1
j=1 α2]

Double (Brown) var(εt)[1+∑k−1
j=1 (2α+( j−1)α2)2]

Linear (Holt) var(εt)[1+∑k−1
j=1 (α + jαγ)2]

Damped-trend linear var(εt)
[

1+∑k−1
j=1 (α+ αγφ(φ j−1)

(φ−1) )2
]

Seasonal var(εt)
[

1+∑k−1
j=1 ψ j

2
]

Winters – additive var(εt)
[

1+∑k−1
j=1 ψ j

2
]

Winters – multiplicative var(εt)
[

1+∑∞
i=0 ∑

p−1
j=1 (

ψ j+ipSt+k

St+k− j
)2

]

The variance of the prediction errors counted as presented

in Table 5 is used to calculate the confidence limits.

3. Conjoint Analysis for Preference

Identification

For preference identification, wchich are going to be used

for spliting customers into homogenous segments, we used

the conjoint analysis method running on behavioral data [5].
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The conjoint analysis process consists of:

– selection of utility factors,

– conjoint measure definition,

– conjoint model definition,

– questionnaire preparation,

– questionnaire data acquisition,

– statistical analysis,

– data interpretation.

For utility factors we get some attributes from the behav-

ioral data. The questionnaire preparation step is not re-

quired because the historical data are analyzed. Hence, the

questionnaire data acquisition step changes to the behav-

ioral data preparation one.

3.1. Selection of Utility Factors

Attributes differentiating the cost of services mostly were

chosen to be utility factors. Among them there are: service,

location, network, day types, and duration class attributes

with categories presented in Table 6. Original CDR were

transformed to determine chosen attributes. Next, the data

were aggregated and statistics of call frequencies for each

aggregation were calculated.

Table 6

Utility factors

Attribute Levels

Voice

Service SMS

MMS

GPRS

Location Home

Roaming

To on-net

Net To off-net (mobile operators)

To fixed operators

To international operators

Day type Working days

Weekend or holiday

0 seconds

Duration class 15 seconds

60 seconds

240 seconds

3.2. The Conjoint Measure Definition

The dependency between utility factors is defined by the

conjoint measure. It consists of intercept coefficient µ and

part-worth utilities associated with attributes. If some at-

tributes are correlated then the interaction between those

attributes are added to the conjoint measure. Interactions

between pairs usually suffice but sometimes interactions

of higher orders, for example, between three variables are

used. For presented telecommunication task, the conjoint

measure is defined by Eq. (2). In that example part worth

utilities are presented by α vectors of utilities for attribute

values, β vectors of utilities for all combinations of values

associated with two attributes and γ vector of utilities for

a combination of values taken from service, net, and day

type attributes. For the presented telecommunication task,

we used a measure consisting of linear terms and corre-

lation between all pairs of attributes extended by interac-

tions between three attributes. Finally, the conjoint measure

consists of factors presented in Table 7 and is defined as

follows:

y = µ
+ αservice + αlocation + αnet + αday type + αduration class

+ βservice∗location + βservice∗net + βservice∗duration class

+ βservice∗day type + βlocation∗net + βlocation∗duration class

+ βlocation∗day type + βnet∗day type + βnet∗duration class

+ γservice∗net∗day type

+ ε. (2)

Table 7

Conjoint measure factors

Attribute Levels

Service 4

Location 2

Net 4

Day type 2

Volume 4

Service*location 8

Service*net 16

Service*day type 8

Service*duration class 7

Location*net 8

Location*day type 4

Location*duration class 8

Net*day type 8

Net*duration class 16

Service*net*day type 32

Total 131

3.3. Conjoint Model Definition

The conjoint model is a statistical model which represents

dependencies between utility of a profile and its attributes

and is defined by Eq. (3). Now α coefficient represent util-

ities associated with all conjoint factors α , β and γ defined

earlier. Because all of attributes of conjoint measure are

categorical, dummy variables x created to represent no met-
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Fig. 1. Forecasing procedure.

ric information. One attribute with k levels was replaced

by k−1 binary attributes

y = αT x + ε. (3)

After adding dummy variables, regression techniques can

be used for part worth utilities identification. Dependent

variable y in the regression model represents the utility of

a profile. In the analyzed problem it was calculated as the

number of events, which means that it has binomial dis-

tribution. That problem cannot be solved simply by linear

regression as regression techniques require normal distribu-

tion of dependent variable. However, binomial distribution

can be simply transformed to the normal one by logarith-

mic function. In consequence, general linear model (GLM)

was defined as

ln(y) = αT x + ε. (4)

4. Forecasting Improvement

Forecasting improvement is done by data disaggregation

and the criteria of splitting the data are the main point

of this improvement. In fact, the data are split using in-

formation about customer preferences. This proposition is

supported by hypothesis which states, that customers who

have similar preferences behave similarly and the variance

of a service usage in a group is lower than in the whole pop-

ulation. In the presented method, preferences come from

a behavioral data and can be treated as aggregated rep-

resentation of the way in which customers use services.

As a consequence of this idea, analyses are carried out as

follows:

– at first, customer segmentation is done on preferences

to a service usage;

– next, forecasts are made in segments;

– finally, a forecast in the whole population is calcu-

lated as a sum of forecasts in subgroups.

In conduct analysis, forecasts using different disaggrega-

tion methods are compared on two levels: on the service

aggregation level and the combinations of service and tar-

iff aggregations. The process of forecasting using various

disaggregation methods is presented in Fig. 1. At first, the

CDR data are used to find coustomers part-worth utilities.

After that, customers are clustered into homogenous groups

using calculated utilities. Information about a customer

group is added to each record in the CDR. Then a cus-

tomer segment identifier can be used in data aggregation to

make forecasting in subgroups.
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4.1. Customer Segmentation on Preferences to Service

Usage

Consumer preferences were determined by running a con-

joint analysis procedure on behavioral data as it has been

shown in Section 3. Those preferences were computed on

12 months’ data. Next, clustering was done to split con-

sumers into homogenous groups.

There are two types of clustering: partition clustering and

hierarchical clustering. Partition clustering attempts to di-

rectly decompose data set into a set of disjoint clusters.

Hierarchical clustering, on the other hand, proceeds succes-

sively by either merging smaller clusters into larger ones,

or by splitting larger clusters. For a huge amount of data

hierarchical clustering is not practically applicable, thus we

used partition clustering implemented in statistic analytical

software (SAS) as a FASTCLUS procedure. In the used

partition clustering, the number of clusters has to be given

as an input to the procedure. The procedure was run many

times to make: 200, 500, 1000, 2000, 3000, 4000, 5000,

6000, 7000, 8000, 9000, 10000 groups clustering.

4.2. Forecasting

To check how preference clustering influences the forecast-

ing accuracy, we made comparisons of forecasting made in

aggregations presented in Table 8.

Table 8

Dimension intersections

Intersection Number of forecasts

Service 4

Service*net 16

Service*tariff 800

Service*net*tariff 3200

Service*cluster 4*clusters

Service*net*cluster 16*clusters

Service*tariff*cluster 800*clusters

Service*net*tariff*cluster 3200*clusters

The high-performance forecasting (HPF) procedure

from SAS was used for forecasting. This procedure

provides an automatic way to generate forecasts for each

time series.

The best model is automatically choosen from the expo-

nential smoothing models presented in Section 2. And the

mean absolute percent error (MAPE) good-of-fit statistic is

used to measure how models fit data:

MAPE =
100

n

n

∑
t=1

|
yt − ŷt

yt
|. (5)

The summation ignores observations, where yt = 0.

5. Analytical Results

Analitycal results are summarized in two subsections. The

first one concerns the conjoint analysis and the second one

the forecasting process.

5.1. The Conjoint Analysis

The conjoint analysis was performed on 12 months’ data.

Statistics R2 presented in Table 9 show that the model is

well fitted to the data. The average value of R2 is 95% and

the standard deviation is very low.

Table 9

Analysis of variance for the coujoint model

Statistic Avg Std

R2 0.95 0.11

ad j−R2 0.82 0.29

p-value 0.05 0.15

Table 10

Relative importance statistics in population [%]

Attribute/statistic Avg Std

Service 12.0 10.2

Location 2.2 5.8

Net 10.9 9.2

Day type 7.2 9.8

Duration class 13.3 17.6

Service*location 2.2 5.7

Service*net 10.1 9.3

Service*day type 5.2 5.4

Service*duration class 3.9 6.2

Location*net 1.6 4.5

Location*day type 0.9 2.9

Location*duration class 1.3 4.0

Net*day type 5.3 5.1

Net*duration class 13.3 8.8

Service*net*day type 5.8 7.4

Comparing standard deviations to average values of impor-

tances illustrated in Table 10, we find that customers have

different menners and different features of services are im-

portant for them. These statistics show, that spliting cus-

tomers into more homogenous grups is worth considering,

what is also shown in Subsection 5.2.

5.2. Forecasting Comparison

Prediction accuracy in clusters has been compared to fore-

casting made in data disaggregated by attributes available

a priori (Figs. 2–12): the tariff plan and the net includ-

ing intersections defined in Table 8. An optimal number

of clusters were found from figures presenting prediction

accuracy of statistics at the total level drawn in different

number of clusters. In three out of five time series, clus-

tering brougth good results and only prediction of GPRS
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Fig. 2. Prediction accuracy of the total duration of voice events

for different number of clusters verified on 15 month data.

Fig. 3. Prediction accuracy of the total number of voice events

for different number of clusters verified on 15 month data.

Fig. 4. Prediction accuracy of the total number of SMS events

for different number of clusters verified on 15 month data.

usages (Fig. 6) and duration of voice calls (Fig. 2) in clus-

ters brought worse results. Probably this is caused by the

conjoint analysis model not properly suited to GPRS data.

Prediction of the total number of voice calls is better with-

Fig. 5. Prediction accuracy of the total number of MMS events

for different number of clusters verified on 15 month data.

Fig. 6. Prediction accuracy of the total number of GPRS events

for different number of clusters verified on 15 month data.

Fig. 7. Prediction accuracy of the total number of voice events

(500 clusters).

out clustering (Figs. 7–10), however, when predictions of

the same value are compared at tariff aggregations, results
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Fig. 8. Prediction accuracy of the total duration of voice events

(500 clusters).

Fig. 9. Prediction accuracy of the total number of SMS events

(10000 clusters).

are much better what is shown in Fig. 12 and accordingly in

Fig. 11 for voice duration. An optimal number of clusters

for prediction statistics at the total level as well as a predic-

tion accuracy increase are summarized in Tables 11 and 12.

Table 11

Optimal number of clusters

Service
Optimal number

of clusters

Accuracy

increase [p.p.]

Voice – duration 500 1.5

Voice – count 500 0.7

SMS 10000 0.8

MMS 1000 2.0

GPRS 0 0

Fig. 10. Prediction accuracy of the total number of the MMS

events (1000 clusters).

Fig. 11. Prediction accuracy of the total duration of voice events

calculated at the tariff level (500 clusters).

From Fig. 13, which presents what kind of forecasting mod-

els were used, we can find that only logarithmic transforma-

tion is applied to telecommunication data and the number

of transformations decreases while the number of clusters

Table 12

Total service usage prediction

Service
Best data

aggregation

Accuracy change

after clustering

[p.p.]

Voice – duration Service*cluster 0.4

Voice – count Service*net*tariff −0.4

SMS Service*cluster 0.2

MMS Service*cluster 1.2

GPRS Service*net −1.6
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Fig. 12. Prediction accuracy of the total number of voice events

calculated at the tariff level (500 clusters).

Fig. 13. Statistics of forecasting models applied to the number

of voice events prediction.

increases. We can also observe that the number of models

called simple, increases as the number of clusters is going

up. It shows that forecasting in disaggregated data results

is simple and usually more accurate models.

6. Conclusions and Future Research

Analytical results have shown that clustering with the opti-

mal number of clusters, can increase model prediction ac-

curacy. However, good results can be achieved only when

the preference model used to identify customers’ prefer-

ences describes dependencies in data appropriately. The

used conjoint measure is not sufficiently suited to data and

does not describe GPRS usage properly. The week conjoint

measure causes a lack of the prediction accuracy increase

in the GPRS time series. On the other hand, poor predic-

tion made after clustering at the top level does not have

to cause poor prediction at the lower level. This feature

was shown on the number of voice call prediction exam-

ple, where predictions at the tariff level were much better

then at the service level.

In future work more sophisticated forecasting model should

be considered. It would be worth to knowing if the mul-

tivariate ARIMA models get better results then ESM with

proposed improvement. Probably customer preferences

could be incorporated into ARIMA models as intervention

effects and would also give positive results, what is going

to be verified in future work.
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