




Preface
In this volume of the 1/2013 Journal of Telecommunications and Information Technology
we have collected a set of thirteen papers presenting a broad range of topics related to
telecommunication networks. The topics cover subjects ranging from various applications
of telecommunications networks and recommendations as to the implementation of new ser-
vices and protocols, to analytical and simulation methods for modelling telecommunications
networks and systems.

This issue is opened by the article Wireless at the “Connected Games”: How the London
2012 Olympic and Paralympic Games will utilize the latest Wi-Fi Technology, the best paper
of the 51st FITCE Congress held in Poznań in 2012. Peter Leonhardt, the author of the
article, describes Wi-Fi deployment across the London 2012 Olympic Games venue – one
of the largest and most dense Wi-Fi deployment in the world. The article presents the
adopted strategy in the implementation of the Wi-Fi network, effective analysis of different
technologies in Wi-Fi networks and the Wi-Fi traffic patterns observed during the most
popular Olympic events.

The second article Connecting for Surgery: The Belgian Use Case on the Legal Aspects of
the Digital Operating Room, the authors, Niels Vandezande, Griet Verhenneman, and Jos
Dumortier, address the problem of protecting patients’ privacy and securing their health
information following the threats resulting directly from the implementation of telecommu-
nication technology in medicine. The introduction of the concept of the Internet of Things
has led to solutions termed as “digital operating room”, according to which different devices
will become interconnected and will create store and exchange patients’ data. The authors
of the article attempt to provide some answers to whether the currently used automation of
the flow and the storage environment of patient’s data violate the European framework on
data protection.

Practical dimensions of the implementation of the IP network in the datacentre infrastructure
of the company Capgemini are presented in Marco van der Pal’s article IPv6 Preparation and
Deployment in Datacenter Infrastructure – A Practical Approach. The author gives a detailed
description of particular stages in the implementation of the IPv6 protocol, pointing out that
the IPv6 is not solely a networking technology. The presented conclusions on the cooperation
between the Pv6 and the IPv4 networks, the ongoing evolution of standards for IPv6 and the
influence of the implementation of IPv6 on existing operating systems and software, may
help facilitate the process of migration towards IPv6 in many companies and organizations.



The present issue of the journal (JTIT ) also includes articles that focus on advances in analyt-
ical and simulation methods for modelling telecommunications systems. The first article in
this section of articles, entitled The Goals and Benefits of Network Modelling in a Commercial
Environment, attempts to define and classify the areas of implementation for modelling and
simulation tools. Edward Smith, the author of the article, describes a number of academic
solutions as well as commercial applications, juxtaposing their performance levels and pro-
viding a comparative evaluation. The evaluation of modelling tools is accompanied with an
important remark of the author that 85% of the results presented in literature cannot actually
be independently confirmed by other researchers due to the lack of precise description of
parameters for a given model application.

One of the modelling tools described by E. Smith, OPNET discrete event simulation tools,
is then used in the following article Reliable and High QoS Wireless Communications over
Harsh Environments to evaluate the efficiency of the proposed algorithm for improvement
of multicast transmission in wireless networks. The authors of the article, Josu Bilbao,
Aitor Calvo, Igor Armendariz, and Pedro Crespo, have managed to achieve a significant
improvement in the QoS parameters for multicast transmission through the use of inter-node
collaborative schema and Network Coding.

Simulation tool, i.e., ns2, has been also used by Veronica Palma and Anna Maria Vegni to
evaluate vehicular network performances in the dissemination of safety and emergency mes-
sages. The studies carried out by the authors have made it possible to assess throughput and
delays values for different traffic scenarios and for both Vehicle-to-Vehicle (V2V) communi-
cations and for Vehicle-to-Infrastructure (V2I) communications. The authors of the article
On the Optimal Design of a Broadcast Data Dissemination System over VANET Providing
V2V and V2I Communications “The Vision of Rome as a Smart City” proceed to consider
the results of their research study within the framework of recommendations for optimum
deployment of relay nodes in order to maximize network performance while keeping low the
economic requirements.

In the article Innovative Method of the Evaluation of Multicriterial Multicast Routing Algo-
rithms, simulation studies are also used for the evaluation of the effectiveness of multicriteria
multicast routing algorithms. The article proposes a new routing algorithm: Aggregated
MLARAC (Multi-dimensional LAgragian Relaxation based Aggregated Cost algorithm). To
evaluate its effectiveness, a comparative study of the effectiveness in constructing trees in
the function of the number of receivers for networks with different topologies and size has
been carried out. The authors of the article, Krzysztof Stachowiak and Piotr Zwierzykowski,
propose a new original method for the evaluation of multicriteria multicast routing algorithms
and demonstrate that the proposed Aggregated MLRAC algorithm is the most effective when
chosen for a small number of criteria.

An analytical approach to modelling of telecommunications systems is presented in the article
Recurrent Method for Blocking Probability Calculation in Switching Networks with Overflow
Links. The article proposes an analytical method for modelling multi-service switching net-
works with overflow links. The method worked out by the authors makes it possible to
quickly determine values of the internal and the external blocking probabilities. The results
obtained in the study clearly indicate a possibility of a significant reduction of the value
of internal blocking for all classes of streams of offered traffic following an application of
overflow links.

In the article Blind Estimation of Linear and Nonlinear Sparse Channels, Kristina Geor-
goulakis presents a Clustering Based Blind Channel Estimator for the so-called zero pad
channels. The proposed algorithm uses an unsupervised clustering technique for the es-
timation of data clusters. Clusters labeling is performed by a Hidden Markov Model of
the observation sequence appropriately modified to exploit channel sparsity. The algorithm
achieves a substantial complexity reduction compared to the fully evaluated technique. In
conjunction with a Parallel Trellis Viterbi Algorithm for data detection, the proposed algo-
rithm can lead to the reduced complexity without performance reduction.

Juliusz L. Kulikowski in his article Hidden Context Influence on Pattern Recognition con-
siders the influence of hidden additional information concerning the circumstances of input
data acquisition on the quality of decisions based on the data. An analogue to the intuition
influencing natural decision making is indicated in the article. The problem of contex-
tual information in decision making based on Bayes rule, on reference data sets in various
applications as well as of scene analysis by numerous examples is also illustrated.



The last three articles discuss the results obtained from processing of measurement data for
telecommunications systems. Jakub Sobczak in his article Traffic Analysis in the Network of
a Local Voice over Internet Protocol Operator presents the results of measurements obtained
in a network of one of the operators of the Voice over IP service. The study was aimed
at gathering information on distributions describing the intensity of calls and holding times
of connections that represent residential and business subscribers to the VoIP service. Thus
obtained statistical data, along with information on voice codecs used (determining demanded
throughput and bit rates) allowed the author to present his own conclusions regarding the
choice of method for dimensioning of VoIP networks.

The paper Diversity of Temporal and Territorial Social Penetration Rates of Information
Technology in Europe by Beata Ziewiec presents the diversity of social penetration rates
of information and communication technologies (ICT) among selected European countries
according to European statistics on diverse ICT indicators. The data considered cover the
2006–2010 time range and was obtained from the Eurostat portal. The following ICT in-
dicators were analyzed: percentage of households or corporation with broadband access to
the Internet (HHBAI), percentage of individuals who are regularly using the Internet (IRUI),
percentage of individuals who ordered goods or services over the Internet (IOGSI). These
indicators were analyzed, inter alia, in terms of delays or advances (in years) as compared
to the averages in EU.

In the last article entitled Performance and Limitations of VDSL2-based Next Generation
Access Networks, George Heliotis, Lowell-Panayotis Dimos, Ioannis Kordoulis and George
Agapiou present the results of feasible bit rates in VDSL2-based access networks. The
measurements involved 3 VDSL2 operational profiles for different scenarios that differed
in crosstalk values and impulse noise as the two principal sources of degradation in high-rate
transmission systems. The obtained results will be then used by the authors to improve the
quality of transmission in access networks.

Mariusz Głąbowski
Guest Editor
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Abstract—The London 2012 Olympic and Paraolympic

Games drew together tens of thousands of people in the form

of athletes, organisers, media, VIPs, public and many more

groups and individuals. With the growth in smart phones and

tablets coupled with the ever expanding volume and range of

content accessed via Aps and browsers, this huge volume of

people expected connectivity from their mobile devices during

their time on the Olympic sites. It was BT’s role in the games

as the official communications services partner to deliver

Wi-Fi connectivity across the venues, covering the range of

users from the public, athletes, organisers and ticket scan-

ners. This paper examines this state of the art Wi-Fi solution.

Keywords—high density Wi-Fi, Olympics, paralympics, Wi-Fi,

wireless.

1. Introduction

The London 2012 Olympic Games was coined the “Con-

nected Games”, as never before there were so many sys-

tems, user groups and individuals associated with the

Olympics demanding network connectivity to each other

and the wider world. British Telecom (BT) as the official

communications services partner to the London 2012 rolled

out a national network to support the games, overlaid with

different services for different requirements. Wi-Fi was just

one such service, but a service which was very high profile

in terms of being visible to how well it was performing due

to the personal connectivity it provides, as well as being an

ever growing area due to the increasing numbers of smart

phones, tablets and the ever expanding content and services

available online.

The paper examines the London 2012 Wi-Fi, looking at the

requirements and the nature of the deployment including

High Density Wi-Fi, and then examines its operation and

how it performed.

2. The Requirements

The Wi-Fi requirements for the London 2012 Olympics

were demanding and unique. The solution had got to be

on a national level, providing a centralised Wi-Fi deploy-

ment to both sporting and non-sporting venues, 27 in total.

The solution had to be able to scale up and scale down

fast, as venues were built, used for a test event, or the real

event, and then taken away, in some cases over a matter of

days. The solution had to be secure, and centrally managed,

monitored and operated from the London 2012 Technical

Operations Centre. The Wi-Fi radio frequencies also had to

be carefully planned with the London Organising Commit-

tee of the Olympic and Paralympic Games (LOCOG), to

make sure different systems did not interfere with one an-

other. This also included games systems such as for fencing

and taekwondo which had wireless transmitters operating in

Fig. 1. Olympic sporting venues networked together.
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Fig. 2. Wi-Fi services rolled out across the Olympic Park.

the Wi-Fi spectrum range built into the competitors cloth-

ing to relay hits back to the scoring system.

The solution also had to be reliable and resilient. All

the venues were dual homed to BT’s resilient points of

presence dedicated for the games, and the wireless traffic

once taken into the wired network via the access points on

the venue where sent over this extensive backhaul network

which linked all the venues together. Figure 1 shows just

the sporting venues which were linked together, providing

the backbone for the wireless network. The solution also

had to cater for multiple user groups which are outlined in

the below section.

3. User Groups

Public. The public increasingly wanted and expected Wi-Fi

to be available for their general use to get to the internet, to

had the ability to quickly upload photos and get to social

media sites such as Facebook and twitter to share their

experiences at the games.

LOCOG. LOCOG required a Wi-Fi service within the ad-

min areas of venues, both sporting and non-sporting for

general use. This service was also be purchased for use by

the press, or other associated groups or individuals.

Machines (ticketing). A Wi-Fi service was required for

the mobile ticket scanners which were operated by ticket

master at the entrance areas.

Athletes. As part of the general facilities for athletes,

a good Wi-Fi service was required to be available for them

both within sporting venues and the Olympic Village.

Mobile Data Offload. Samsung had partnered with the

Olympic organisers and had produced an Olympic Family

range of mobile phones which were used by organisers and

VIPs on the park and in venues. These OFMS (Olympic

Family Mobile Service) phones required data offload via

Wi-Fi when in designated areas.

4. Wi-Fi Deployment Across the

Olympic Park

The different user groups required different Wi-Fi set-ups

depending on physical location and logical configuration.

Broadly speaking, the Wi-Fi was split into “front of house”

services and “back of house” services. Front of house ser-

vices were in areas where the public would be to watch the

games or were in transit, so these Wi-Fi services would in-

clude public, OFMS, and ticket master. The back of house

services were mainly for use in areas the public would not

be, but athletes, organiser and press would, these Wi-Fi

services included LOCOG, OFMS and athlete’s Wi-Fi.

The coverage areas across the venues were clearly depen-

dent on where the user groups would require, or desire

access to Wi-Fi, and therefore different areas had different

wireless services rolled out. This applied to all venues, both

on and off the park. The diagram below shows the main

coverage areas specifically for the park so as to provide

an overview of how the services were laid out in differing

logical patterns, but all were sharing the same centralised

physical infrastructure.

The most significant deployment in terms of differences

in physical and logical configuration was the public Wi-Fi

located in the seating bowls of the venues. This was High

Density Wi-Fi, and will be explained in more detail in the

following section.
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5. High Density Wi-Fi

High Density Wi-Fi is a form of Wi-Fi deployment which is

designed to provide good Wi-Fi coverage to groups of users

in a densely packed group, for example, seating next to one

another in a sports stadium. Standard Wi-Fi deployments

will fail to provide good service in such environments once

there are significant numbers of Wi-Fi clients, as the ac-

cess points and their associated radio channels will become

congested by the volume of connections. Simply adding in

more conventional access points into the environment will

not necessarily make things better, as the radio footprint of

additional access points will overlap with others and can in

turn cause even more congestion.

The principle of High Density Wi-Fi (HD Wi-Fi) is that

it is engineered to create lots of small radio footprints so

as to be able to cater for pockets of clients in localised

areas of the stadium. This means the radio traffic between

the client and access point can be kept to lower volume and

power, thus to avoiding the access point becoming swamped

by too many clients and minimising radio interference from

surrounding access points and their associated client traffic.

Figure 3 below illustrates the way HD Wi-Fi is designed to

cover seats in a stadium seating bowl.

Fig. 3. High Density Wi-Fi in the stadium.

There are four areas of physical and logical configuration

detail which gives HD Wi-Fi access points their smaller

radio footprint:

Antenna. A directional antenna is used to focus the radio

waves from the access point onto a specific area, in a similar

way the lens of a torch is used to focus light. For the 2012

deployment, the Cisco 3502P access point combined with

the Cisco AIR-ANT25137NP-R grayling antenna was used.

This can be seen in Fig. 4.

Power. The power of the access point is reduced to a level

where it can adequately cover its designated area, but not

much further. This helps to avoid its signal over spilling

into other access point’s coverage areas.

Fig. 4. Cisco 3502P AP with grayling antenna.

Minimum Supported Data Rate. The further away the

client, the less strong the signal, thus the lower the data

rate which can be achieved by the client to the access point.

Therefore the minimum supported data rate of the access

point is raised to prevent clients which are further away,

outside of the access points catchment area connecting.

Coverage Threshold. The minimum coverage threshold is

reduced to make it more stringent, only allowing clients

with a good Receive Signal Strength Indicator to connect

to the access point. This helps keep clients local to the

access point.

The small radio footprints means the access points must

be designed and deployed carefully so as to avoid black

spots but also not overlap too much with each other. In

total, 176 HD Wi-Fi access points have been deployed in

the seating bowl of the olympic stadium. When mount-

ing access points within the infrastructure of a venue, it is

necessary to work with the features of the venue so as to

find the best mounting positions. In the case of the hockey

stadium, there is no roof or over-hanging gantry, so the

access points were mounted underneath the seats pointing

upwards. A photo showing an access point in this deploy-

ment is shown below in Fig. 5.

Once the access points have been positioned physically, and

the antennas angled to cover the desired areas of seating

or other high density area, then the solution is optimised

via testing and then tuning of the configuration parameters

above.

One of the challenges with the public Wi-Fi in the seating

bowl is how to test it, to accurately simulate a crowd of

people for testing. The short answer is there is no pre-

cisely accurate way to simulate a crowd of people, due to

the random nature of user behaviours and different indi-

vidual’s technology. So BT organised test events to create

a controlled crowd of users, who could then be monitored

and their experiences fed back for further optimisation. Re-

hearsals in the stadium also were taken advantage of for the

testing and monitoring of the performance of the solution.

Once the install and optimisation is completed, it is then
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Fig. 5. Access point with external antenna directed upwards

under the seats in the hockey venue.

necessary to police and monitor the radio spectrum in the

Wi-Fi space for sources of interference which could disrupt

the service.

6. Policing of the Wi-Fi Spectrum

As Wi-Fi uses unlicensed radio spectrum in the 2.4 GHz

and 5 GHz ranges, it is subject to all kinds of interference.

This can come in the forms of other Wi-Fi access points, as

well as many other non-Wi-Fi forms such as wireless cam-

eras, Bluetooth devices, and also anything that can transmit

radio waves as a side effect of their main job such as mi-

crowave ovens.

In a distributed Wi-Fi network the scale and breadth of the

Olympic Games, it is impossible to prevent all the sources

of interference. However, it is important to pick up on

the service affecting sources of interference, identify them

quickly, and also have the political measures and planning

in place to deal with them.

A good example of interference was during the Wi-Fi op-

timisation of the hockey stadium, it was noticed that the

Wi-Fi access was being intermittently knocked out. Upon

investigation the source of the interference was tracked

down to a crane operating nearby. The crane had a wire-

less camera on its boom which relayed pictures using the

2.4 GHz spectrum to the a TV screen in the drivers cab.

Every time the crane was operated, the signal was so pow-

erful it knocked out the ability of the Wi-Fi in the hockey

stadium to operate. In this example, once the source was

identified, it was not a problem as the crane would only be

there before games time. But it does show the importance

of being able to pin down sources of disruption so as to be

able to understand and highlight the cause, and asses and

mitigate any impact it may have on service.

Early on in planning for the Olympics, it was necessary

to work with LOCOG to understand what measures were

being taken to regulate within the Olympic venues the radio

spectrums, so as to be able to plan the successful deploy-

ment of Wi-Fi. With the large numbers of press, TV and

broadcasting bodies descending on the park just before the

games, there was huge scope for transmission equipment to

disrupt the Wi-Fi services. Equipment of this kind there-

fore had to be approved by LOCOG for use, and plans on

how to deal with sources of disruption formulated.

The BT Wi-Fi solution was monitored centrally from Lon-

don 2012’s Technical Operations Centre by BT, so any

sources of disruption could be picked up pro-actively.

A team on the ground with mobile spectrum analysers could

then be dispatched to the location of the problem, and the

exact cause could then be pinned down. How to deal with

the cause depends on what it was, but the important thing

was finding it so as to be able to rule out other technical

problems for the service disruption.

7. Results – the Wi-Fi in Operation

The 2012 Wi-Fi performed well across all services dur-

ing the games. The LOCOG service was used during the

years and months running up to games, mainly from the

organising offices for the general day to day build and

preparation during the games, predictably the other ser-

vices overtook the LOCOG Wi-Fi as most popular, with

the public BT Wi-Fi being the most utilised, followed by

the athletes Wi-Fi. The ticket master Wi-Fi was built for

consistent support for the mobile ticket scanners, which it

provided throughout the games.

The pattern of utilisation is clearly shown below in Fig. 6,

with the athletes Wi-Fi client counts during the games, with

the number of clients ramping up over the preceding days

of the games, peaking during the middle, and then tailing

off to the end. This pattern was reflected across all the

services apart from ticket master which was consistent with

the number of scanners throughout.

Fig. 6. Client count for the athlete’s Wi-Fi service.

Out of the 2.4 GHz and the 5 GHz Wi-Fi spectrum, the

2.4 GHz was most heavily used. This is because the ma-

jority of handheld Wi-Fi devices only support 2.4 GHz,

such as the iPhone. As a result, in areas of dense utilisa-

tion, the 2.4 GHz had slower speeds, where are the 5 GHz
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devices (such as iPads and the Samsung OFMS phones)

had better performance as there was less congestion in

the air.

The HD Wi-Fi performed as designed in the seating bowls

of the venues it was installed, creating smaller Wi-Fi foot-

prints, being able to deal with dense crowds better than

conventional Wi-Fi.

The traffic patterns during popular events showed an inter-

esting trend. It was originally thought that during popular

events, upload traffic out the venue where the event was be-

ing held would be the most predominant traffic on the 2012

Wi-Fi solution, with people uploading pictures, messages

and videos of the event to the internet. In reality however,

the predominant traffic trend during a popular event such as

the 100 meter final was in the download direction. When

the download traffic was drilled into, it was seen to be des-

tined for other venues with people in, but not the venue

where the popular event was being held. So in the case of

the 100 meter final, the traffic spike was in the basketball

and handball arenas. Figure 7 shows the traffic spike into

the basketball arena when the 100 meter final was being

run in the stadium.

Fig. 7. Wi-Fi download spike into the basketball arena during

the 100 meter final.

The reason for this is that spectators in the other venues

were streaming the live footage and results of the popular

event to their mobile devices, taking a short break from

watching the event they had tickets to, to not miss out on

the big events happening nearby.

8. Conclusions

The extensive use of Wi-Fi at the London 2012 Olympics

by multiple user groups shows that as would be expected,

the demand for wireless communications is strong. This

is driven by the growth in smart phones and tablets, and

the ever growing availability of content, and interactive

social media. It is therefore expected that this demand for

wireless connectivity and bandwidth will continue to grow

and be demanded at other such events which draw people

together.

In order for a Wi-Fi deployment on this scale and with such

diversity to be successfully deployed, including HD Wi-Fi,

the strategy should follow the below sequence:

Design. This includes site surveys to identify the best po-

sitions for access points, and the backhaul infrastructure.

Build & Deployment. The backhaul infrastructure should

be built first, and then the access points should be commis-

sioned last.

Optimisation & Testing. This is an especially critical

phase for HD Wi-Fi. During optimisation the parameters

outlined in section V are tuned so as create the optimum

Wi-Fi cell sizes, with the best physical locations and angles

of the antennas tweaked and adjusted as necessary. Con-

tinual testing is required to make sure and confirm what

effects the changes are having in the overall performance

of the Wi-Fi. Test events should be conducted to see how

the Wi-Fi performs in realistic crowded situations.

Policing and Monitoring. After optimisation and testing

has settled on the set-up of the Wi-Fi solution, then it needs

to be policed. This means the radio spectrum needs to be

monitored for sources of interference to the Wi-Fi, and if

appropriate, acted upon. What is acted upon depends on

what has been agreed with the organisers (LOCOG in the

case of London 2012), but the main thing is being able to

pin down any radio interference issues to their cause, so

appropriate action if required is an option.

In areas congested with Wi-Fi clients, devices which op-

erated within the 5 GHz channels performed better. This

is due to less congestion, as less device types operate on

5 GHz frequencies, and there are more channels available

in this spectrum range. As time passes however, it is ex-

pected more devices will support 5 GHz, so this advantage

they have at the moment will diminish with the growth in

5 GHz devices.

Wi-Fi traffic patterns observed during the most popular

Olympic events reveal that the most noticeable trend was

downloads to the venues where people were present, but the

popular event was not taking place. This was due to people

streaming live video of the event taking place elsewhere

to their mobile devices. This is probably a phenomenon

unique to the Olympics, or other such multi venue sporting

events.

Conventional Wi-Fi using a normal omnidirectional an-

tenna does not operate effectively in areas with dense num-

bers of clients such as the stadium seating bowl. High Den-

sity Wi-Fi provides a better service by providing smaller but

more frequent wireless cell sizes thus cutting back on the

volume of clients associated to an AP, keeping the traffic

local and minimising congestion.
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Abstract—Telecommunications technology is making its way

into operating rooms by new developments in e-health. How-

ever, conflicts arise with existing legal principles regarding

data protection. This paper deals with key elements of the in-

teractions between data protection and evolution in e-health.

The scope will be the digital operating room, where differ-

ent health services and activities converge through networked

technology, raising a number of privacy-related issues. For

instance, the patient’s health records and tools for recording

surgical procedures could be integrated within the same plat-

form, potentially leading to sensitive personal data linkage.

Also the possible duration and reason of storage of surgical

recordings, is a matter that remains largely unresolved in cur-

rent practice. First, this paper will analyze the data exchanges

of the digital operating room. As these will include personal

patient data, it must be assessed whether and how the Euro-

pean framework on data protection can apply. Second, the

regulatory regime of the manufacturers of the devices of the

digital operating room will be analyzed. Can the current legal

framework relating to e-health provide for suitable regulation

for such devices? Drawing from experience gained in research

projects, this paper aims to provide practical answers to often

theoretical questions.

Keywords—data protection, e-health, privacy, telecommunica-

tions.

1. Introduction

The nature of the Internet has undergone a number of dras-

tic changes in the last few years. One of the most notable of

such changes is the rise of what is referred to as the Inter-

net of Things. This phenomenon can be described as being

the pervasive and ubiquitous interconnecting of all kinds of

everyday objects or rather: “things” that can interact with

each other and cooperate to achieve common goals [1].

Relying on the use of new communication technologies

including radio-frequency identification (RFID) and near-

field communication (NFC) the Internet of Things aims to

support data exchanges in the global supply chain, facili-

tating several aspects of daily life [2]. On a global scale,

the Internet of Things could help track the movement of

the many goods that are being transported every day, po-

tentially supporting the identification of counterfeit goods.

On a more personal level, a smart refrigerator could detect

when it is running out of milk and add this item to the

groceries list. This growing number of interconnections

between ever more devices will of course result in further

growth of the number of services that is already provided

online. Also, the amounts of data exchanged in networked

environments can be expected to increase exponentially.

Also in the field of healthcare, different kinds of services

are gradually moving towards networked environments. In

a first wave of e-health solutions, paper records were dig-

italized into electronic health records that could be shared

between healthcare providers. A next step is to use the In-

ternet as a medium for the delivery of healthcare services.

As diagnostic services in the fields of pathology and radi-

ology, for instance, are already widely delivered over the

Internet, this step is very much unfolding right now. This

use of the Internet for telemedicine purposes is only ex-

pected to grow, with trials already taking place in fields

like nursing, pharmacy and even surgery.

The delivery of such telemedicine services requires the

tools and devices that are equipped for use in a highly

networked environment in which many services are pro-

vided over a distance. Especially in the field of telesurgery,

this evolution requires an update to the regular equipment

found in the current layout of operating rooms. In what

can be regarded as a digital operating room, several types

of services such as the provision of health data and the mon-

itoring of vital statistics and different components such as

cameras, wires and surgical tools will have to be integrated

into a single device that is equipped to handle the data flow

with which it will interact.

This convergence of different e-health services, relating to

the use, transfers and storage of data can, however, also

raise questions with regards to the protection of such data.

Especially when the patient’s health data is involved, it will

have to be assessed what measures need to be taken to pro-

tect the patient’s privacy. This paper aims to address the

specific privacy issues that arise in the context of a digital

operating room from a legal point of view. First, it will

have to be addressed whether the current legal framework

regarding data protection can be applied to the technologi-

cal developments of the digital operating room. This anal-

ysis will shed further light on how the services expected

from future e-health developments can be affected by this

legal framework. In secondary order, this paper will ad-

dress the regulatory regime applicable to the manufacturers

of the devices of the digital operating room. More specifi-
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cally, it will be analyzed whether these manufacturers can

be subjected to the stricter regulations that generally apply

to medical devices.

2. Applicability of the Data Protection

Framework

The data exchanges envisioned within the digital operating

room will be performed in a sensitive environment. The

health records of patients will be handled, a number of

persons will execute divergent tasks and a high degree of

trust is bestowed onto the proper functioning of the devices

that enable the use, exchange and storage of all data gen-

erated in the performance of the activities of the digital

operating room. The collusion of these different factors

raises a number of legal questions with particular regard

to the protection of the patient’s personal data. Therefore,

it will first have to be assessed whether the current legal

framework regarding data protection can be applied to the

activities of the digital operating room.

Within the European Union, the legal framework relat-

ing to the protection of personal data relies on Directive

95/46/EC, also known as the Data Protection Directive [3]

and the national implementations thereof by the Member

States. This directive applies to the processing of personal

data, whereby personal data needs to be understood as be-

ing any information relating to an identified or identifiable

natural person. Important for the determination whether

a piece of information constitutes personal data, is there-

fore whether this information can identify a natural person

or at least make him identifiable. A person will gener-

ally be considered to be identified when his identity can be

confirmed immediately so that he can be singled out from

a group. This is the case with, for instance, public sector

identification numbers, such as the identification number of

a national identity card, which are supposed to be uniquely

assigned to one citizen only. As a result, every one of such

identification numbers will directly and solely identify one

citizen.

The concept of identifiability, however, may raise more

discussion. According to the Data Protection Directive,

a person is identifiable when he “can be identified, directly

or indirectly, in particular by reference to an identification

number or to one or more factors specific to his physical,

physiological, mental, economic, cultural or social iden-

tity”. In this case, the citizen will not be identified imme-

diately, but a number of elements, or a combination thereof,

may lead to the indirect identification of the citizen. In such

case, he will be considered to be identifiable [4]. As this

broad definition encompasses an enormous amount of dif-

ferent elements and factors of information, it is clear that

there is only a limited amount of information that could not

be considered as personal data.

When information relates to a citizen, but cannot in any

possible way be traced back or linked to that citizen, this

information is considered to be anonymous [5]. It should

be noted, however, that there is only a very limited amount

of data that is truly anonymous. Even when certain infor-

mation has been depersonalized or encoded, it could still

contain information that could be traced back to the citizen,

thus making the citizen identifiable and therefore making

the information personal data.

In the context of the digital operating room, this could have

implications for the recordings made during surgeries. In,

for instance, an endoscopic procedure, the recorded images

will mainly show a patient’s abdominal and pelvic cavity.

It is clear that these images alone will in most cases not be

able to lead to a direct identification of the patient, unless

the images show a specific disease or deviation that is so

rare and recognizable that it leads to a specific patient. In

that sense, the images recorded are generally not able to

directly identify a patient. However, they could still make

a patient identifiable, if they can be linked to other infor-

mation that could lead to the effective identification of the

patient. For instance, if the recorded images are stored or

in one way or the other linked to the patient’s electronic

health record, they could be traced back to a specific pa-

tient. Also if the filename of the recorded images or the

metadata stored in it makes any referral to information that

could identify the patient, the recorded images will be con-

sidered as personal data under the European Union legal

framework regarding data protection.

It can therefore be found that caution should be paid to

the broad scope of application of the current legal frame-

work on data protection. Even when particular data does

not seem to identify a specific patient, the accompany-

ing metadata and the way in which the data is handled,

could still make the patient identifiable. Such would lead

to the conclusion that personal data is processed in the dig-

ital operating room and that therefore the Data Protection

Directive will be applicable to such data flows.

3. Recording, Storage and Later Use

of Data

One of the main aspects of future e-health developments

is that the use of pervasive and ubiquitous network infras-

tructures in the digital operating room will lead to a sub-

stantial growth in the amount of data that is generated dur-

ing surgery. Such data will then also become more easily

subjected to storage thereof in centralized servers. When

stored, data could potentially be used at a later stage, for

a variety of purposes. For instance, laparoscopic images

recorded during surgery could potentially serve educational

purposes. Alternatively, such images could also be stored in

the patient’s electronic health record. Vital statistics of the

patient during the course of a surgery could also be added

to that same electronic health record to provide a more

complete account of how the procedure went.

These aspects, however, all hold considerable concerns un-

der the applicability of the legal framework on data pro-

tection. In the following, it will be analyzed how the ap-
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plicability of the Data Protection Directive influences the

recording, storage and later use of personal data in the con-

text of the digital operating room.

3.1. Recording Data

With regards to the recording of data including vital statis-

tics and surgical images during surgical procedures, the

first question to be answered is whether the patient’s spe-

cific consent is needed to this end. Specific consent for

the recording of data during a surgical procedure could be

found unnecessary because it is assumed to be part of the

surgery itself, to which the patient already consented. Such

idea of “one consent fits all” should of course be treated

with care as consent principally needs to be specific [6].

The patient can therefore not be assumed to have given his

consent to the recording unless he was already clearly in-

formed on this when giving his consent to the procedure

and if the recording would fit within the scope of the pur-

pose of the procedure itself.

This strict interpretation of consent, however, does not ac-

commodate the importance of research in advancing med-

ical practice. Medical research – including personal data

processing – can benefit public health by identifying pat-

terns of diseases and finding new treatments [7]. To fa-

cilitate such later research, it could be argued to have the

patient provide a broad consent aimed at providing a le-

gal ground for future research. But as such future research

may not yet be designed or performed for months or years

to come [8], it becomes difficult to provide the specific in-

formation required by the patient in order to provide his

informed consent. Indeed, the broader and more general

the information given to the patient, the less informed his

consent will be, thus no longer satisfying this requirement

in personal data processing [9]. As a result, broad con-

sent, despite its importance for the medical and scientific

community, can be considered as problematic from a legal

point of view.

Specifically asking consent for surgical recordings could

also be found unnecessary if the patient is considered to

be unrecognizable on the recordings made by, for instance,

an endoscopic camera. However, as indicated before, there

are other ways in which such information could make the

patient identifiable, such as when the recording’s meta-

data could be linked to the patient’s unique health record.

Such would still qualify the recordings as personal data,

thus requiring consent or another justification ground be-

fore being allowed to be processed. It should therefore be

stressed that consent is in principle required for the record-

ing of data during any surgical procedure and that such

consent cannot just be assumed from the patient’s gen-

eral consent to the surgical procedure in itself. As gen-

uinely anonymous data is extremely rare, it would be ad-

visable to seek specific consent for the recording of surgical

procedures.

This means that the patient needs to be informed on the

purposes of such processing, the duration of the storage

thereof, etc. Given the benefits of an integrated approach,

the patient’s consent to the recording could be given at

the same time as his consent to the surgical procedure in

general, but needs to be clearly differentiated thereof.

3.2. Storage of Data

In past times, operating rooms could be considered as iso-

lated islands, where during a surgical procedure nothing

could get in or leave. The use of networked equipment in

the digital operating room will provide a direct and constant

connection to the outside network, thus providing opportu-

nity to send and receive information in realtime. One pos-

sibility that can be envisioned here is the direct recording

of surgical images and the storage thereof on the hospital’s

network. Such storage is a practice already found in hos-

pitals today [10] and should therefore be addressed from

a legal point of view.

First, this practice raises questions with regards to the du-

ration of the storage of what can be considered as being

the patient’s personal data. As can be found in the legal

provisions of the data protection directive, personal data

collected for processing cannot be stored longer than nec-

essary for achieving the purposes for which they were col-

lected. This means that personal data storage needs to have

a clearly defined end-point, after which the data needs to

be deleted. Apart from the specific purposes of the pro-

cessing, the end-point of health data storage will also be

determined by other factors. For instance, Belgian law re-

quires patients’ files to be stored for thirty years since the

last contact between the healthcare professional and pa-

tient [11].

An important factor in the usefulness of such data storage

is the advancement of the medical state of the art. As sur-

gical practices and procedures are continuously improving,

it would not make sense to use a particular recording of

a procedure for a long period of time, as it will eventually

show outdated practices and procedures. It would therefore

seem advisable to predetermine a specific duration for the

storage of recorded surgical procedures.

On another note, the storage of what can be regarded as

personal data also requires the implementation of specific

measures aimed at safeguarding the security and confiden-

tiality of such data. Security can generally be understood

to include a number of aspects [12]. Integrity, for instance,

ensures that processed information remains accurate and

that no unauthorized modifications are made. Also, avail-

ability ensures that the data is readily accessible and us-

able. Additionally, one can refer to data origin authenti-

cation, which guarantees the origins of the data and non-

repudiation, which ensures that actions committed cannot

be denied by their performers [13].

The general obligation to ensure personal data security re-

quires the data controller to ensure an appropriate level

of security taking into account the current technical state

of the art, the cost of implementing such measures, the

nature of the personal data to be protected and potential

risks. As the digital operating room includes the process-

ing of health data, the appropriate level of security should
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be considered to be high. While the current non-digital OR

also includes the processing of health data, it is precisely

the advanced degree of interconnection between different

devices in and outside of the OR that makes the Digital

OR a more risk-bearing environment. Patient records are

no longer physically transported from a secured archive to

the OR when required, but can be consulted electronically

at all times from anywhere in the hospital. Also the higher

data flow resulting from the convergence and interconnec-

tion of equipment that is currently still used “offline” will

augment the risk potential, for instance in terms of data

breaches.

The Data Protection Directive calls for technical measures

of security, which includes the physical protection of the

personal data by ensuring that non-authorized people can-

not get access to this data [5]. This is, however, an impor-

tant problem in hospital settings, as most areas are open

for public access and mobile devices are often not properly

stored. Physical data security would therefore in this con-

text also require a change in attitude of the actors involved.

Therefore, more purely technical measures are also to be

considered, such as protecting the devices and applications

by encryption and passwords. Such would ensure that unau-

thorized people cannot get access to the personal data, even

if they would get physical access to the devices containing

or being able to access such data. More organizational

measures include raising staff awareness and responsibility

with regards to data security. As an obligation of means,

the data controller is bound to deliver his best efforts rather

than a specific result and must therefore demonstrate that

he delivered the effort that another diligent controller would

have delivered under the same circumstances.

Confidentiality requires the data controller to limit the ac-

cess and processing competencies of the actors under his

authority [5]. This duality requires the personal data to be

off limits for unauthorized persons, but also holds that au-

thorized persons cannot be given unrestricted access. In

general, access to the personal data must be restricted to

what the properly authorized persons need to know for

performing their respective duties. For access provision,

a regular authentication procedure can be followed [14].

This includes registration of the authorized persons, after

which they can present their identification. Such identifi-

cation can be made by information known only to the user

such as passwords or by tokens only held by the user such

as an identification card. Following the authentication ver-

ifying that the claimed identity is real the person will be

authorized and granted access. Such authorization could

be leveled, ensuring that a particular user is only granted

access for as much as his role demands. Actors executing

higher demanding roles will be given higher levels of ac-

cess rights. Categorizing the patient’s personal data can be

useful in developing a modular access matrix. Logging and

tracing mechanisms can be used to verify whether appro-

priate access levels were given and whether only properly

authorized users accessed the data corresponding to their

level of demand.

Additionally, with regards to education, employees should

be instructed on their applicable organizational security

policies and the importance thereof [5]. Given the partic-

ular status of healthcare work, employees should not only

be instructed on general data protection requirements, but

also on requirements stemming from their status as health

professionals. One requirement is that health data must be

obtained at the patient and can only be processed under

the responsibility of health professionals, unless otherwise

consented to. Also, given the importance of the networked

infrastructure of the digital operating room, it is impor-

tant to ensure that these networks are adequately secured

in order to guarantee the security and integrity of the data

transferred over them.

3.3. Later Use of Data

One of the main reasons to store data is to preserve the

possibility of using such data at a later stage. According

to the Data Protection Directive, personal data can only be

used for the specific purposes for which it was collected. As

a result, personal data collected for a specific and justified

purpose cannot be used at a later stage for purposes that

are irreconcilable with the purposes for which the data was

first collected.

To judge whether the original and subsequent purposes of

the data processing are reconcilable, all relevant factors

need to be taken into account, in the first place the data

subject’s reasonable expectations. The difference between

original use and later secondary use needs to be stressed

in the context of the digital operating room as well. If,

for instance, a surgical procedure is recorded for a specific

purpose, then later use of those images will have to be rec-

onciled with the original purposes for which the procedure

was recorded. If such secondary use cannot be reconciled

with the original purposes, the secondary use will have to

be treated as a new processing, thus requiring the fulfill-

ment of all data protection requirements such as consent,

purpose statement, etc.

Further processing of data for historical, statistic or scien-

tific purposes is principally not considered to be irrecon-

cilable and will therefore be allowed, be it under specific

conditions. To make this matter more concrete, the Belgian

use case will be presented as an example of how the further

processing of personal data can be regulated. Note, how-

ever, that this regulation may differ across the European

Union. The reason for this is that there are no harmonizing

legal instruments on this matter, apart from the Clinical

Trials Directive [20].

In the Belgian use case, the Royal Decree of 13 February

2001, executing the Belgian Data Protection Act, deals with

the concept of further processing for historical, statistic or

scientific purposes [15]. In general, Article 3 of the Royal

Decree prefers that anonymous data is used. As such data

cannot be linked back to a specific data subject, it is by

definition no personal data and therefore can be processed

further. If anonymous data cannot suffice to satisfy the

purposes of the processing, Article 4 of the Royal Decree

14



Connecting for Surgery: The Belgian Use Case on the Legal Aspects of the Digital Operating Room

calls for the use of encoded data. This is data that can

be linked to a specific data subject, but only by means

of a code. Only when also encoded data does not satisfy

the purposes of the processing, Article 5 allows the use of

non-encoded personal data.

Note that there are three scenarios imaginable [16]. If per-

sonal data is primarily collected for historical, scientific or

statistic purposes as original purposes of the processing,

the use of this data for these historical, statistic or scien-

tific purposes is no secondary use and therefore all sorts

of specific national regulations relating to the issue of fur-

ther processing such as the Belgian Royal Decree will not

apply. If the data is collected for other purposes and used

in secondary order for historical, scientific or statistic pur-

poses that are reconcilable with the original purposes, the

Royal Decree will also not apply as there is not incompat-

ibility between the original purpose and the purpose of the

secondary use for historical, statistic or scientific purposes.

The Royal Decree only applies when data is collected for

specific purposes and later used secondarily for historical,

scientific or statistic purposes that are not reconcilable with

the primary purposes.

4. Device Manufacturer Regulations

Apart from addressing the main concerns resulting from

the application of the principles of the Data Protection Di-

rective to the developments of the digital operating room,

this paper also aims to look at this matter from the per-

spective of the manufacturer of the devices that make up

such digital operating rooms. In the following, it will be

analyzed to what regulatory regime such devices and their

manufacturers are subjected.

While general healthcare regulations are mostly aimed at

establishing the rights and responsibilities of patients, med-

ical professionals and medical institutions such as hospitals,

one should not forget about the legal position of the manu-

facturers of the many products that enable or facilitate the

provision of healthcare, including the devices and applica-

tions that will play a role in the digital operating room. The

reason why these product manufacturers are typically not

included in general healthcare regulations is that they nor-

mally do not directly engage in contracts with the patient.

Medical professionals or institutions engage with prod-

uct manufacturers through contracts spanning from regular

sales of goods contracts to elaborate service contracts that

are mostly governed by standard contract law. Direct con-

tact between patients and product manufacturer is generally

only found in certain cases of the manufacturer’s liability

for faulty products.

However, certain sectors apply specific rules to manufac-

turers that aim to bring products on the market in that

sector. Especially in the healthcare sector, one can un-

derstand the need to preserve certain standards of quality.

Surgical scalpels and hypodermic needles need to be fully

sterile, monitoring and diagnostic equipment needs to be

reliable, etc.

At the level of the European Union, a number of direc-

tives provide the basic legal framework that needs to en-

sure a high level of quality of medical devices in order to

guarantee the protection of human health and safety. Such

directives provide basic lists of requirements that need to

be met before medical devices can be put on the market.

When devices are marketed, they must also bear the CE

mark as a proof of certification, although self-certification

is possible in certain cases. Devices are divided over four

categories (I, IIa, IIb and III) according to the risks their

use poses to the patients. The criteria used for such classi-

fication take into account the invasiveness of the device, the

intended duration of its use, whether the device is active or

passive, etc. [17].

While such requirements listed do provide a basic idea of

what one should be able to expect from a compliant medi-

cal device, there are virtually no technical details included.

For instance, it is stated that devices delivered in a ster-

ile state must be manufactured and sterilized using an ap-

propriate and valid method, yet apart from a reference to

standards developed by standardization bodies such as the

International Organization for Standardization (ISO) it is

left open to interpretation by the Member States to fur-

ther define such method. As a result, Member States need

to incorporate and further develop these requirements in

their national legal system. A Competent Authority report-

ing to the Minister of Health will be formed in all Mem-

ber States to monitor the adoption and application of these

principles.

In Belgium, the Federal Agency for Medicines and Health

Products (FAMHP) evaluates, approves, follows and con-

trols the requests for clinical trials for medicines and

health products. This agency follows medical devices and

medicines from their R&D phase to their introduction on

the market and performs inspections to ensure the quality

of these devices and medicines. Every product manufac-

turer aiming to bring a medical device or medicine to the

Belgian market will therefore have to apply to the FAMHP.

To this end, medical devices are defined as any instrument,

equipment, material or other article used on its own or

jointly, including software required for it to function cor-

rectly, which is intended by the manufacturer to be used on

humans for the purposes of diagnostic, prevention, control,

treating or diminishing an illness, an injury or a handicap,

of studying, replacing or modifying part of the anatomy

or a physiological process and of controlling conception

and whose principal intended action in or on the human

body is not obtained by pharmacological or immunological

means or by metabolism but whose function can be assisted

in such a way [18]. This includes accessories specifically

intended by its manufacturer to be used with a device to

enable the use of that device in line with the instructions

of the manufacturer of the device.

Given this broad definition, taken literally from the Euro-

pean Union directive, the scope of the regulatory compe-

tence of the FAMHP spans from the simplest of tools such

as tongue depressors to much more complex diagnostic and
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monitoring devices and computer systems. The devices en-

visioned in the digital operating room and their accessories

may therefore also have to comply with the existing regu-

lations applied by the FAMHP.

Taken that a digital operating room could be defined as in-

cluding the development of technologies for central external

monitoring equipment and the network infrastructure that

enables image distribution and collaboration, it will have

to be assessed whether such can fall under the scope of the

FAMHP. Here, Article 7 of the Royal Decree of 18 March

1999 refers to system manufacturers as “all natural or legal

persons reassembling devices with a CE marking, depend-

ing on their destination and the limitations of use granted

by their manufacturers, in order to launch them as a system

or a kit”. Such systems are subject to a mere notification

and do not need to go through the whole certification pro-

cedure. However, if the system contains components that

do not carry the CE mark or if they are used in a manner

incompatible with their originally intended use, the system

is considered as a separate medical device, thus subject

to the standard procedure. As the digital operating room

would integrate different medical devices into a central hub,

such hub could be considered as a system. The envisioned

network infrastructure for image distribution and collabo-

ration will also be integrated in this hub and will be used

in collaboration with medical devices, thus becoming part

of the medical system. As the central hub in itself will not

directly come into contact with the patient, it could be seen

as a “Class I medical device”.

Looking at the Belgian use case, one will have to refer to

the Act concerning Experiments on the Human Person [19].

While this act is the Belgian implementation of the so-

called Clinical Trials Directive [20], the Belgian legislator

has chosen to expand the scope of the directive from “clin-

ical trials, including multi-centre trials, on human subjects

involving medicinal products” towards every type of exper-

iment involving human subjects with the goal to expand

knowledge on medical practices. As a result, every test,

study or research involving human subjects that is aimed at

expanding knowledge on the practices of health professions

will be subjected to the scope of this act. Given this broad

definition, one will have to assess whether trials concern-

ing the digital operating room hub or other applications

would constitute an experiment under the scope of the Act

concerning Experiments on the Human Person.

While tests should be understood as referring to medicinal

products, studies and research also apply to non-medicinal

trials. However, nor the act, nor the preparatory works

provide a clear definition of these trials. The act does,

however, refer to medical devices [19]. Like trials involv-

ing medicinal products, studies and research focusing on

medical devices should receive a positive advice from an

ethical committee and from the Minister of Health. More

concretely, it could be argued that one should follow the

procedure stated in the Royal Decree on medical devices,

which leads to notification to the FAMHP, as discussed

before.

Two other conditions that need to be fulfilled for the appli-

cation of the Act concerning Experiments on the Human

Person include the goal to expand knowledge on medi-

cal practices and the involvement of human subjects. If

the experiment is aimed at advancing the state of the art

in medical practice, then the condition of knowledge ex-

pansion will be fulfilled. The condition of human involve-

ment is fulfilled as soon as the experiment physically in-

volves a born and living human subject. The mere pro-

cessing of his personal health data, for instance, will not

lead to the application of this act. When the Act concern-

ing Experiments on the Human Person applies, the human

subject participating in the study or research will have to

grant his written prior informed consent [19]. He also en-

joys specific protection, such as that that experiment needs

to abide by the proportionality principle that risks and

benefits need to be weighed off against each other, etc.

Further responsibilities and liabilities are imposed on the

promoter.

5. Practical Consequences

While the previous sections discuss the more theoretical

aspects of this matter, the question remains what this means

in practice. How are professionals in the telecommunica-

tions sector affected by the advent of telesurgery prac-

tices? Which dangers need to be heeded when engaging

toward the implementation of a Digital OR solution?

This section will summarily consider the practical im-

plications of the evolutions discussed here. First, it is

reminded that device manufacturers must comply with

European and national legislation in order to deliver med-

ical devices. Second, data protection concerns must be

taken into account. Third, potential liability issues need to

be minded.

5.1. Device Regulations

The manufacturers of the devices, tools and applications of

the Digital OR must assess whether their product can con-

stitute a medical device according to existing legislation in

this field. As this legislation is not very much harmonized

at the level of the European Union, it must be ensured that

both the scarce European legislation in this field – for in-

stance concerning the requirement to bear the CE mark –

and the applicable national legislation of the Member States

are complied with. In most cases, this will entail a sub-

mission to the competent national agencies concerned with

monitoring medical devices and medicines. Only when

the applicable rules and procedures are complied with and

authorization – where required – is obtained, the medical

devices can be offered to customers in the healthcare sector.

5.2. Data Protection

As noted before, the devices of the Digital OR are becom-

ing more interconnected, meaning that devices that used to
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perform their tasks isolated from other devices are increas-

ingly becoming part of a network of data exchanges. Even

a simple heart rate monitor could be modified to record

its readings – or anomalies in particular – and store them

on the centralized hospital network. The result of this is

that the data flows in the Digital OR are very likely - or

even certain - to involve personal data processing opera-

tions. These data flows and the subsequent use of that data

must therefore comply with the requirements of European

and national data protection legislation.

More concretely, this means that it is important to deter-

mine who will serve as the data controller to that personal

data processing operation, as such data controller will hold

the final responsibility over the processing. This data con-

troller will have to determine the purposes of the process-

ing, the duration of storage, ensure that no data excessive

to the purposes is processed, etc. Another pivotal element

to a fair and lawful processing of personal data is that of

the legitimate justification ground. While specific justifi-

cation grounds do exist for use in a medical context – for

instance in case of medical urgency – the patient’s consent

will undoubtedly serve as the most important justification

ground. Health data is considered to be sensitive personal

data and the processing thereof must therefore comply with

stricter regulations. At European level, for instance, it is

stipulated that consent for the processing of sensitive per-

sonal data must be explicit. National implementations of

this provision, however, may differ. In Belgium, for in-

stance, written consent is required [3]. Another duty of

the data controller is to ensure that the patient’s rights

as a data subject are respected and that proper notifica-

tion is made to the competent national Data Protection

Authority.

The data controller is defined as the party to the process-

ing that decides the means and purposes of that processing.

Within the context of the Digital OR, this will generally be

the surgeon, or even the hospital. While recent evolutions

make it difficult to apply static concepts such as that of data

controller to complex data processing operations, it is clear

that this role belongs to a medical professional and princi-

pally not to the manufacturers of medical devices. However,

the fact that the hospital and the health professionals princi-

pally share the burden of the task of data controller does not

mean that other parties, such as the device manufacturers

do not need to mind data protection rules. If these manu-

facturers become involved in performing the processing on

behalf of another party, they could still be considered as

processors. If, for instance, a medical device assists in the

processing of personal data, its service provider could be

viewed as a processor if his device only serves as a means

for the processing. And if the device requires additional

data to be processed, it could even be viewed to determine

the purposes of the processing as well, thus leading to its

service provider becoming a (joint) controller [4]. Device

manufacturers are therefore advised to clearly define their

role within the personal data processing operations their

devices will become involved in.

5.3. Liability

The manufacturers of the devices of the Digital OR will

also have to mind potential liabilities for their products.

Under general contract law, these manufacturers are bound

to a duty of conform delivery, meaning that their prod-

ucts need to be without visible or hidden flaws and that

they must live up to the expectations of the product agreed

upon. Especially in a medical context, devices will need to

demonstrate a high degree of reliability.

Outside of the strict contractual framework, product man-

ufacturers can also be held liable for damages caused by

their faulty products. This product liability can be consid-

ered as an objective liability, as it does not require a fault

on the manufacturer’s behalf. The party suffering damages

will only have to prove that those damages were caused by

a fault in the product. Given the extra-contractual nature

of this liability, it serves as a means for patient to direct

a claim for compensation for damages sustained directly to

the product manufacturers, as they will generally not have

entered into a contractual bond with this party.

By converging different services into fewer devices, the

Digital OR is a much more complex environment. Device

manufacturers will need to adapt to these complexities and

ensure that their products are compliant to the standards

expected in the medical sector.

6. Conclusion

Technological developments such as the Internet of Things

will soon make their way into hospitals worldwide. In what

can be referred to as the digital operating room, different

devices will become interconnected and will create, store

and exchange data on a larger scale than has ever been

possible before. Such data flows can, however, also pose

concerns with regards to the patient’s privacy. To this end,

this paper has first analyzed the applicability of the cur-

rent legal framework on data protection to the data flows

that can be found in such digital operating room. Here,

the focus was put on the concept of identifiability. As

the Data Protection Directive requires the data subject to

the identified or to be reasonably identifiable in order for

data to be considered as personal data, it is precisely this

concept of identifiability that can determine the true scope

of the notion of personal data. Indeed, in this context it

was found that data that is often considered not to iden-

tify a patient and thus to be anonymous can still be used

to lead to the identification of a particular patient, when

coupled with other data such as metadata or when linked

to the patient’s health record. The applicability of the Data

Protection Directive should therefore always be assumed,

given the broad spectrum of its applicability. In particular,

this paper focused on the recording, storage and later use

of data in the digital operating room. Here, it was found

that such data recording principally requires additional spe-

cific consent from the patient. Also the storage is bound
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to particular requirements, such as that of limited storage

duration and the adoption of specific security and confi-

dentiality measures. When data is stored for future use, it

needs to be ensured that such secondary use can be rec-

onciled with the primary purposes for which the data was

collected. Finally, with regards to the status of the manu-

facturers of the devices of the digital operating room, it was

found that such devices can fall under the specific status of

medical equipment, which means that they may have to

comply with a number of specific requirements following

from the sensitive nature of such equipment.
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Abstract—This article describes the experiences with the ini-

tiative to introduce IPv6 into Capgemini’s datacenter environ-

ment, and to be more specific, the part of the project known

as Phase 1: the preparation before actually doing so. Phase 1

comprises of training, testing and research of the IPv6 pro-

tocol and its features with the purpose to better understand

the consequences of the introduction of IPv6 in a datacenter

environment. It was a specific choice to not deploy IPv6 in

a production environment, and to build a dedicated test envi-

ronment first (Proof of Concept). This test environment would

accommodate most basic features of IPv6 to safely prepare us

for the actual deployment. The technical results of the IPv6

experience were documented in a structured way, useable for

future reference. Test results were also used as input to de-

velop Capgemini best practices for IPv6 deployment.

Keywords—best practices, defining showcases, deployment con-

clusions, guidelines for deployment, setting up a test environ-

ment.

1. Introduction

Two years ago some network engineers of Capgemini In-

frastructure Outsourcing Services in the Netherlands (IOS-

NL) put their heads together to challenge themselves with

the implementation of IPv6. They wondered what it would

take to implement IPv6 in their IT infrastructure and de-

cided to create a business case. Their main goal was – of

course – to address the technical aspects of IPv6.

When thinking of the implementation of IPv6 one would

primarily consider it as being a technical challenge. It prob-

ably is addressing functionalities. However there seem to

be many more obstacles on the road, and these are consid-

ered as important as the technical.

IP connectivity in the Capgemini IOS-NL datacenter in-

frastructure is solely based on IP version 4 (IPv4). IPv4

has been de facto standard for internet communications all

over the world for tens of years. IP address space is lim-

ited however, and we have reached its boundaries. IPv6 was

developed to overcome the IPv4 address space limitations

and other shortcomings. Capgemini IOS-NL initiated

a project “Introduction IPv6” to investigate IPv6 and to

learn about it.

The project will encompass many phases until the goal –

datacenter and customer networks fully IPv6 – will be

reached. Phase 1 was intended as a learning phase to

familiarize ourselves with the numerous aspects of the pro-

tocol itself, as well as to experience the consequences of

the introduction of IPv6 within our existing datacenter in-

frastructure. This first phase is also called the Proof of

Concept (PoC) Introduction IPv6. Another reason was that

this would show us the best approach to safely implement

the protocol in a production environment. In Phase 2 we

will thus introduce IPv6 in a part of the datacenter net-

work (the edge) “for real”. The experience of Phase 1

gives guidelines to several aspects of the implementation

of IPv6, among which:

– IPv6 address planning,

– IPv6 assessment of existing infrastructure,

– best practices,

– security,

– IPv4 and IPv6 coexistence,

– migration paths.

2. IPv6: Phase 1

2.1. Background

IPv6 was introduced to overcome the limitations of IPv4:

insufficient address space, lack of integrated security fea-

tures, complex NAT constructions and more.

However, IPv4 and IPv6 are not compatible and can’t talk to

each other directly. Although the protocols resemble each

other at first sight, their philosophy differs. Even more

complex is that IPv4 and IPv6 will be running simultane-

ously and parallel to one another for years. These and other

reasons have lead to the initiative to carefully explore the

ins-and-outs of the IPv6 protocol in a separate environment,

before even attempting to bring IPv6 into production.

2.2. Aim

The Proof of Concept aims to fulfil a number of major

goals:

– to gain hands-on experience with implementing IPv6

in a data center environment,

– to gain the knowledge and confidence to be able to

build a IPv6 enabled data center,
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– to build a representative IPv6 test environment for

further development, testing, knowledge transfers and
training,

– to develop a new consulting service to customers,

known as “IPv6 Audit”, to assess the client’s infras-

tructure for its readiness to adopt IPv6.

2.3. Starting Points

The starting points for the Proof of Concept Introduction

IPv6 are:

• The introduction of IPv6 should be a collaboration

between different Capgemini business units and dis-

ciplines:

– IOS, Capgemini Infrastructure Outsourcing Ser-

vices; the owner of the Capgemini datacenter

infrastructure;

– ITS, Capgemini Infrastructure Transformation

Services, providing consultancy to clients;

– APPS, Capgemini Application Services;

provider of complex software applications like

Oracle and SAP.

• To be able to examine all features and functionali-

ties of the IPv6 protocol the project is (technically)

multidisciplinary. The following solution teams are

involved:

– networking

– Unix/Linux,

– Microsoft,

– applications,

– consultancy.

• The technical aspects of IPv6 are investigated within

a separate test (PoC) environment. The only allowed

shared component is remote access to the PoC envi-

ronment. This ensures that all testing does not in any

way affect the customer’s production environment.

• Most of the used hardware in the test environment

consists of surplus devices, thus available on short

notice and resulting in low costs.

• The software used for the demo environment is either

for testing or evaluation purposes or is open source.

• The IPv6 test environment is physically placed in

a dedicated and easily accessible test room, and will

remain available until further notice. This means that

modifications to the test environment can be made

without using formal procedures.

• The test environment is primarily virtualized to min-

imize the physical set of hardware.

• The showcases in the test environment have been de-

fined as those that represent the majority of real life

situations, but is not intended to cover all possible

situations.

3. Goals for the Proof of Concept

3.1. What We Want to Achieve

The primary goal of the PoC Introduction IPv6 is to gain

knowledge, expertise and experience of the IPv6 protocol

and its features:

• Basic knowledge can be achieved by theoretical study

and through training. The members of the IPv6

project team have had a generic 5 day IPv6 train-

ing.

• Expertise can be achieved by combining theory and

practice, and testing in e.g. workshops.

• Experience can be achieved only by taking theory

into practice, and by trying or running into uncom-

mon situations as well. Troubleshooting is an essen-

tial part of gaining experience.

In order to gain experience with a complex concept like

IPv6 one of the goals was building a dedicated test envi-

ronment, specifically aimed at working with IPv6 in all its

(technical) aspects.

To be able to continuously learn about IPv6 and its fea-

tures several showcases have been defined. These show-

cases reflect real-life infrastructure environments, and for

these a test environment was built.

Currently we are working on Phase 2 of the project: de-

ploying IPv6 in the edge environment of the Capgemini

IOS datacenter infrastructure. As a preparation secondary

goals have been defined as follows:

– developing a service to assess an infrastructure for

readiness to implement IPv6,

– develop a deployment plan to roll out IPv6 in

Capgemini IOS datacenter infrastructure.

The outcome of the Phase 2 will be a recommendation for

deployment of IPv6 in Capgemini’s datacenter infrastruc-

ture in a variety of possible solutions.

3.2. Setting up a Typical IPv6 Environment

To be able to test with IPv6 in a safe manner a separate test

environment was built. The idea of having this dedicated

test environment is also that it will be used for additional

testing (e.g. new features), and for workshops and training

purposes. To be able to test the relevance of IPv6 in a typ-

ical IT infrastructure, the following key areas have been

defined:

– datacenter infrastructure,

– WAN connectivity,

– Internet connectivity,

– office infrastructure,

– IPv6 security.
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Each of these areas consists of one or more of the following

systems and functionalities that all together cover the most

relevant scenarios:

– server systems,

– routers and switches,

– firewalls and general security,

– operating systems,

– client systems,

– Web services and applications,

– Internet connectivity,

– DNS,

– DHCP,

– IPAM,

– IPv4-to-IPv6 and coexistence.

Different scenarios have been defined to represent real life

situations. These scenarios have been defined in showcases,

which all together discuss most of the relevant key areas

of IPv6, according to the needs of the implementation in

Capgemini’s datacenter infrastructure.

3.3. Showcases

Before we set up a test environment we first identified the

key functionalities of IPv6 to investigate. These topics are

considered to cover most relevant aspects of real life sce-

narios. The identified topics were bundled to address as

many topics as possible in a single showcase.

These showcases demonstrate the capabilities of IPv6 and

its basic functionality. The IPv6 showcases will teach us

the similarities and differences with its predecessor IPv4.

The showcases have been defined to represent the majority

of functions we’re using in the Capgemini datacenters, as

well as those that we expect to see in client environments.

An example of a defined showcase is to hosting an IPv6

enabled website in a Demilitarized Zone (DMZ).

One of the first services we expect to be requested by clients

is to host an IPv6 enabled website. In our showcase we sim-

ulate both the home user who will surf to an IPv6 enabled

website as the service provider hosting the IPv6 enabled

website. In a variation on this environment we also try

to simulate a corporate environment where the client is an

office user instead of a home user. Corporate environments

usually contain proxy servers, so we include that as well.

The following functionality will be implemented (Fig. 1):

– an IPv6 enabled home user with an IPv6 capable

browser,

– DNS functionality to point the client to the website,

– IPv6 Internet connectivity for both the client and the

web server,

– routing, subnetting and firewalling functionality for

IPv6 at the datacenter side,

– a (simulated) WAN connection with IPv6 capability

to connect the corporate client to the datacenter,

– an IPv6 enabled web server,

– an IPv6 enabled proxy server.

Fig. 1. Showcase example of Capgemini datacenter.

The expected results of this showcase are:

• Demonstrate that a home user can browse using IPv6

to a website hosted in Capgemini datacenter environ-

ment.

• Demonstrate this by either using a website which

shows which IP address the connection is coming

from, or by showing log files. In the alternative case

where a proxy server is involved, show the logging

of the proxy server as well.

One of the advantages of this approach is that multi-

ple combinations of IPv4 and IPv6 functionality can be

tested within one showcase. We accomplished this by pre-

provisioning a set of VLANs within every area (Remote

office, DMZ, production VLANs, etc.) according to the

following VLAN plan.
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Table 1

VLAN overview

VLAN types Global IPv6 Address

1 IPv4 only

2 IPv4 + IPv6 ULA

3 IPv4 + IPv6 Global Manual

4 IPv4 + IPv6 ULA + IPv6 Global SLAAC

5 IPv6 ULA

6 IPv6 Global SLAAC + DHCPv6

7 IPv6 ULA + IPv6 Global DHCPv6

When testing a specific scenario it is easy to look at the

same from a slightly different perspective by just moving

the (VM) system to another VLAN. This will give extra

meaning to the way IPv4 and IPv6 coexist in e.g. a dual-

stack environment (Table 1).

3.4. Documenting Knowledge and Experiences

Since the primary goal of the project was to gain knowl-

edge and experience with IPv6 and its features, it was of

high importance to document as much as possible. This

doesn’t mean however to rewrite existing documentation

from vendors. Every showcase was built upon vendor doc-

umentation for a specific subtopic of the entire showcase.

The intention of our documentation was in bringing it all

together. That would result in the following:

Design Principles. When proposing and building a (client)

solution it is advised to follow design principles. These

will make sure that the solution fits in a broader range of

Capgemini concepts and adaptations, and will thus increase

a successful delivery.

Best Practices. Every showcase would give specific results

in specific situations: these were gathered to form a set of

best practices, substantiated with the reason why to use it

in that situation.

Do’s and don’ts. When deviating from best practices it is

of major importance to know what another solution would

lead to. The do’s and don’ts gives handles in these situa-

tions.

The documentation principle was summarized in the fol-

lowing statement If it isn’t documented, it didn’t happen!

To make sure all testing in the several showcases was doc-

umented in a uniform way, a test protocol was used. This

protocol guides you through a series of steps to document

the following:

• To document feature testing in a unified and consis-

tent way.

• To guide the test owner through the deployment

of every feature the following must be documented
per test:

– which feature is tested,

– what are the test requirements,

– explain starting position,

– explain expected results,

– describe test results with, e.g., screenshots, con-

figurations, etc.,

– describe unexpected behaviour,

– describe adjustments (if any),

– what are the advantages/disadvantages of the

solution,

– conclusion (in terms of usability, manageability,

scalability, future proof, difficulty, etc.).

• To be able to use the test results in future deploy-

ments and/or to recreate the test for future use.

• As input for a Capgemini blueprint for IPv6 in the

datacenter

• As input for the development of in-house trainings.

To make sure all documentation was gathered and easily

accessible a Wiki was set up. The Wiki contains all project

documentation, technical details about the test environment,

test results, best practices, etc.

3.5. Knowledge Transfer to Capgemini Staff

The IPv6 protocol is not solely a networking technology,

hence the reason to put together a project team with mem-

bers from different technology areas. However, specific

IPv6 knowledge can be relevant in one team only, or in

multiple teams with a different main point.

The idea is to gather specific IPv6 knowledge for all tech-

nology areas, with generic theoretical knowledge for ev-

eryone, and more specific knowledge for individual teams

or groups of people. The result would be a set of IPv6

technology training modules, of which some are manda-

tory for some technology team, and other modules would

be optional.

The knowledge and experience gained in the project and in

future projects will be used to develop a training program

specifically aimed at the target audience. Theory and prac-

tice will be combined with use of the test environment to

visualize the different topics.

In this way theory and practice will accumulate to maxi-

mize the learning effect. Individuals interested to gain more

expertise on the subject are eligible to use the existing test

environment. One of the conditions would be that any new

experiences would be documented and shared.

4. Conclusions

The experience and the lessons learned in the proof of con-

cept have lead to the following major conclusions:

IPv6 is a very complex protocol. It differs from IPv4 in

many areas, most important its philosophy on the use of IP

addressing functionalities. Another important aspect is the

compatibility issues that arise when IPv6 wants to com-

municate to IPv4 and vice versa. All possible solutions to
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overcome this issue have their technical limitations and/or

are limited on, e.g., scalability or manageability.

IPv6 is evolving. New technologies are being developed,

from which many address the compatibility issues between

IPv4 and IPv6, primarily aiming at migrating towards IPv6.

Also standards have changed in the last decade, which

means that different implementations for same functionality

coexist, possibly resulting in different behaviour.

IPv6 addressing is very much different from that in

IPv4. Therefore IP Address Management (IPAM) and DNS

are most important, not only in a normal datacenter or office

environment, but moreover in, e.g., Cloud environments,

where provisioning and control are key.

While working on IPv6 even more IPv6 topics will show

to be interesting. It is advised to investigate these other

topics as well, or at least examine them for relevancy. Be-

sides of that, and as stated: IPv6 is evolving, so it may be

relevant to keep an eye on other new (migration) technolo-

gies as well.

IPv6 is gaining popularity in the internet community.

There may be other arguments that will require speeding

up deployment of IPv6 in the Capgemini datacenter envi-

ronment. A phased approach will give insight in deploying

IPv6 in a real-life environment, and will pave the way for

gradually deploying IPv6 across the entire datacenter in-

frastructure. This approach gives the time to learn and

gain experience, even before they are sorely needed.

The project Introduction IPv6 was an infrastruc-

ture project only, mainly focusing on network, systems

and OSs. This enabled us to investigate some of the IPv6

topics, but some have not had the attention they need. It

is suspected that many applications and scripts have IPv4

hard-coded in the source code. It is thus to be expected

that most or all of these applications will not work in an

IPv6-only environment. If it is possible to work around

these incompatibilities or whether the source code needs

an update is unknown. It is highly advised to cooperate

with the applications team to further investigate the possi-

bilities with applications like these.

If a client requests to deploy IPv6 in the network infras-

tructure, one needs to know the possibilities and support

of IPv6 in the current infrastructure systems and appli-

cations. Is IPv6 supported at all, and if so, which features

do work, and which don’t? Also make sure these features

work in conjunction with one another, and be sure to ex-

amine the subtle distinctions of a vendor stating that their

implementation supports IPv6. What are the demands on

the current infrastructure design? What is the expertise of

the IT staff? What home-made applications are used? And

also what would it need to migrate towards IPv6? Expert

consultants are needed to address these questions. It is

therefore advised to investigate the possibilities to develop

new services that can address these client demands: an IPv6

Audit to assess the network infrastructure and related ser-

vices, and IPv6 Migration Services to accompany a client

to successfully deploy IPv6 in the network infrastructure.

Because of the complexity and philosophy of IPv6 it is

highly recommended to already start with setting up

a training program to technical staff. Make sure that

the training is fit for the attending people, e.g., a Windows

admin does not require IPv6 knowledge on OSPF. A prop-

erly set up program will make sure that IPv6 philosophy

is already in the mind of people and that the complexity

will not be underestimated when running into IPv6 in real-

life. Another aspect is that non-technical staff should be

made aware of IPv6. Think of increased complexity and

management efforts, the migration process and correspond-

ing timeline, IPv6 support in (new) hardware and software,

procurement, etc.

The PoC “Introduction IPv6” gave us a peek only at the

possibilities of IPv6 and its features.

This peek was enough to experience some very basic func-

tions of IPv6, and gave us enough ideas about complexity

and possible issues. However this was only the first phase

of a complete project with many phases to reach the ul-

timate goal of having a datacenter and customer networks

full IPv6 deployed.

Finally, do not underestimate the efforts to be taken to

deploy IPv6. For a good understanding of the possible

obstacles on the road, read the paper of some engineers

of Google who are migrating their enterprise network to-

wards IPv6 [1].
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Abstract—Modelling is a technique that can be used in the

development and sizing of networks. It involves building

a mathematical representation of a physical system and is

often computer based, allowing system behaviour to be in-

vestigated based on the variation of key parameters. This pa-

per will describe some applicable tools for network modelling

and consider a range of applications. Whilst modelling and

simulation tools are used extensively to design and size ICT

solutions, each tool tends to be targeted at a specific range of

applications and a specific user community. It is shown that

different tools expect different levels of expertise from their

user communities. The benefits of using such tools are de-

scribed, as are some of their limitations. Modelling and sim-

ulation provide a cheaper and faster approach to trying new

ideas than building prototypes or test networks. They pro-

vide a valuable guide to designing networks and can predict

operational outcomes.

Keywords—emulation, modelling, performance, service quality,

simulation.

1. Introduction

This paper will look at modelling as a technique for use

in the development and sizing of networks. It will exam-

ine what the basic objectives and goals of modelling are,

how the approach delivers benefits and identify the broad

principles behind modelling. This will be illustrated using

specific applications.

An investigation of the broad applications of modelling in

communications systems is given and a description of ap-

plicable tools for network modelling provided. A range of

applications for these tools will then be considered. This

will be followed by some general observations and conclu-

sions about the use of these techniques.

Mathematical modelling has a long history; one example

of a mathematical representation of a physical system is

the use of the techniques developed the Marāgha School

to evaluate geocentric models of the Solar System and

their later use by Copernicus to develop the heliocentric

model [1]. It is applied in a number of circumstances such

as modelling: complex systems based around differential

equations [2], financial systems [3] and weather systems [4].

The role of computer model can be summed up as depend-

ing on: “thousands and thousands of repetitive calculations

based on explicit and deterministic rules. Just what a com-

puter is good at” [4].

Within the networking field, network simulation can be per-

formed either by mathematically evaluating the interaction

between the network entities or capturing and playing back

data gathered from a production network. This allows the

behaviour of the network to be monitored as network pa-

rameters are varied in a controlled manner [5].

2. Applications of Modelling

This section of the paper will consider three examples of

where modelling has been successfully applied to problems

associated with ICT propositions, these are:

• Workforce Management applications for contact cen-

tre implementations,

• modelling for investment decisions in network ser-

vice propositions,

• support of Service Level Agreement (SLA) manage-

ment in Information and Communications Technol-

ogy (ICT) proposals.

2.1. Workforce Management

Workforce Management packages are specialist simulation

tools used to forecast future workload and plan staffing

schedules. More general process modelling tools such as

SIMPROCESS [6], used to model business process re-

engineering projects, have also been used to model the

principal activities of a contact centre. Using raw data (call

volumes, service times, routing data, schedules and finan-

cial data) collected from live systems to build the models,

they were able to characterise each customer contact by

what the customer wants. What if scenarios were mod-

elled for example; to identify the impact of variation of

staffing levels on call abandonment rate. It was found that

quite small variations in input conditions can have a signif-

icant effect. The benefits of the approach are that it gives:

a deeper systems understanding, a view of the impact of

variations in inputs and it allows bottlenecks to be identi-

fied making process improvement possible.

Workforce Management uses data captured from a contact

centre’s Management Information applications, to model

overall performance and hence ensure that sufficient agents
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are provided to handle the projected customer calling pat-

terns. The goal is to provide best quality of service, using

optimal staffing at the lowest cost. Historical data is ob-

tained from the ACD System (Automatic Call Distribution)

and real time information from sources such as CTI (Com-

puter Telephony Integration) and diallers [7], [8].

Workforce management packages are usually used by large

organisations, but less so by smaller organisations [9]. It

is argued that [10] the demand for computer simulation

analysis is driven by increasing traffic complexity and the

move to skills based routing; the change in operations due

to mergers and acquisition activity, business volatility, out-

sourcing and multiple channels and cheaper, faster desk

based computing, combined with specialised contact cen-

tre applications.

The key driver for investing in this type of capability is that

personnel account for 60 to 70% of a contact centre’s costs

and effective management of this resource is consequently

a priority [11].

2.2. Modelling Investment Decisions

Models have been developed to forecast the profitability

of network services, based on the underlying infrastructure

and the subscriber population and by linking this to net-

work performance and customer satisfaction [12]. Service

quality is expected to be driven by network QoS, network

availability and customer care, all of which can be modelled

and used to identify the gap between perceived performance

and the customer’s expectations. Service profitability was

found to be dependent on: price, the customer’s subjective

view of performance, the number of customers willing to

re-purchase the service and the new customers the service

provider can attract.

Customer satisfaction is a major driver of a customer’s in-

tention to repurchase which is a Baynesian decision pro-

cess. It is subjective, whereas quality is an objectively

measurable attribute specified as the sum of service quality

and perceived quality. Customer satisfaction is modelled

through the interaction of perceived utility and expectation

and is a perception function. The profitability of a service

is given by revenue generating potential after costs and ser-

vice penalties have been subtracted.

It is observed that that network upgrades are normally car-

ried out based on past experience and rule of thumb and

that there is a gap between network planners and business

analysts, who have a very coarse understanding of how im-

proved network performance leads to future revenue gen-

eration [12]. The model relates infrastructure to profit as

a function of performance, customer behaviour and mar-

ket dynamics. Rather than maximising service quality, it

is more important to ensure that the service quality meets

customer expectations.

2.3. Modelling Service Characteristics

Most broadband implementations have no scope for re-

routing in the network for consumer broadband access

lines and therefore physical intervention is often required

to fix faults [13]. Such faults are often fixed by mov-

ing the customer from one port to another, however some

DSLAMs (DSL Access Multiplexers) are located at un-

manned sites due to equipment and operational costs. These

require a visit to fix, creating an issue of man power avail-

ability, which may be offset by optimising operative travel-

ling time.

An algorithm has been developed to identify optimum trav-

elling time, thereby reducing operational costs [13]. This

ranks the relationship between decision alternatives and set-

ting performance thresholds for several operational param-

eters. Resolution priority may be given to some high pri-

ority clients. Inputs into the algorithm are: the customer

category (related to the value of the aggregate business

from that customer), prospective penalties, service critical-

ity, type of service and any existing service complaints.

Prospective penalties are seen to increase with increas-

ing Quality of Service requirement, bit rate, service type

(i.e., VoIP is more sensitive than IPTV which is more sen-

sitive than the Internet). In addition the algorithm makes

use of key cost drivers: material cost (which includes op-

erative travelling time), human cost, penalty payments, lost

revenue and bad publicity.

The results of the algorithm may be viewed by a number

of service restoration options: faults that have exceeded

the critical threshold, locations where there are clusters of

faults, locations where specific services are clustered, lo-

cations with more affected services, locations with more

unavailable services affected by a customer complaint.

The possibility of routing around link failures and com-

mencing re-configuration before a fault occurs, thus pre-

venting packet loss, has been considered [14]. An approach

based around machine learning from historical activity and

correlation with real time events is used. Network failures

have a clustering property which is used in the analysis, as

was confirmed by looking at a tier one ISP for 8 weeks. It

is possible to associate the failure of other links with that of

a single link failure, using historical data to formulate the

rules for prediction. However this identifies the symptoms

and not root causes of failure.

Frequent failures and therefore clusters that fail within

a short time of one another can be identified. It is possible

to monitor alarms and use a decision engine to trigger the

network reconfiguration process, which initiates changes

to routing metrics which force the network to re-converge

away from the projected failure. The level of confidence

and therefore applicability of rules changes with time and

consequently it is possible to disable a rule when the as-

sociated level of confidence drops below a threshold value.

The approach can be validated using NS 2 modelling.

3. Tools For Network Modelling

Network modelling tools can operate at a number of levels,

one example of a tool for modelling networks at the physical

level, to aid the sales process is British Telecom’s (BT)
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SPEED tool, which is designed to both improve the speed at

which customer data network quotes can be delivered and to

reduce the level of expertise required to provide them [15].

It incorporates best practice design principles and makes

use of a catalogue of the up to date product and service

offerings with their current tariff and discount structures.

One of its major differentiators is the sophistication of the

business logic, its associated data and the expertise that is

modelled internally.

The tool captures requirements in the form of site location

information, which is plotted onto a GUI (Graphic User

Interface) derived map, allowing traffic flows, CPE (Cus-

tomer Premise Equipment), link aggregations, PoP (Point

of Presence) locations, backup arrangements, service re-

quirements and contract details to be incorporated into the

model’s driving parameters. The appropriate routers are

identified down to sub component level and appropriate

pricing generated. Not only does the package deliver pric-

ing and design material, it also generates appropriate bid

governance documentation.

SPEED has been a key component of BT’s arsenal of sales

tools and has been seen as a considerable success in short-

ening the sales process, reducing the need for specialist

staff and standardising solutions. Although typically used

for networks of a few hundred sites, it can handle networks

containing several thousand nodes.

A number of authors have looked at the accuracy of sophis-

ticated modelling tools, when compared with actual model

operation [16]–[20]. Simulations may be defined as any

action that mimics reality [16] and computer based models

execute a set of rules to mimic a system. The major in-

dependent variable which drives most models is time and

this is underpinned with other variables known as depen-

dent variables that are functions of time. It is the nature of

these variables as discrete or continuous, which define the

two major forms of model.

The dependent variables, associated with a continuous

model, are known as state variables which are expressed in

the form of differential equations that ideally can be solved

by analytical means, but often have to be evaluated using

simulation techniques. Discrete event simulation models

are based on a system containing objects or entities, with

the state of the system being defined by in terms of the

numeric values associated with those entities. The simula-

tion is then often formulated in terms of an overall process,

comprising a number of activities, which are triggered by

specific events. Typical modelling entities of such simula-

tion tools are shown in Fig. 1.

One application of modelling tools is the validation of

network designs and the validation of network configura-

tions. One tool aimed at providing the ability to simulate

network designs in order to optimise capacity and perfor-

mance, could emulate up to 2000 routers and 1500 subnets

and constructed the network model from router configura-

tion files adding traffic analysis and device utilisation mod-

elling to the network configuration and routing functions

through additional software. Traffic data could be input

from RMON (Remote Network Monitoring) probes, router

accounting, MIB (Management Information Base) informa-

tion and Netflow.

Fig. 1. Typical modelling entities and parameters.

GNS 3 is a graphical network simulator, distributed under

a GNU license, which can run under Windows or Linux,

can emulate various Cisco devices running a native IOS

(Internetwork Operating System) version and is made of

three components:

– the Cisco IOS emulator, which will execute a native

IOS binary image,

– a user friendly text based layer,

– a graphical environment, which allows model net-

works to be built.

The capabilities of the tool are limited by the power of

the PC that runs the emulator, but sizeable networks can

be built of 20 to 30 routers, allowing the tool to be used

extensively for training purposes and for preparation for

certification exams. Networks can be built that can transmit

a thousand packets per second, which is much less powerful

than a modern router that could transmit up to a thousand

times more. The current version of the tool will accom-

modate a wide range of routers, but not the whole Cisco

range and does not appear to support the very latest mod-

els. Once the network has been built and set running, it

takes 100% of the PC CPU.

The graphical tool allows the user to select a router or fire-

wall and to configure that device with the desired interface

cards. Links between devices can then be created, using the

graphical user interface, to allow a network topology to be

built. The user interface into the simulator is provided us-

ing a TN3270 emulator, with all commands available on the

IOS image being used, being available to the user. There

are a number of options available to allow the emulation of

user traffic and packet capture from the emulated network

can be achieved using Wireshark software.
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One tool widely used for modelling both networks and pro-

tocols is the open source NS 2 package [20]. This is a dis-

crete event simulator that provides functionality for per-

forming: protocol design, traffic studies and protocol com-

parison. Tools like this overcome the scale limitations and

cost of the test laboratory and can provide a more in-depth

understanding than traditional analysis can. This package

has a simulation core supported by visualisation tools, traf-

fic and topology generators and a trace analysis capability.

These are underpinned by a capability to support a wide

variety of traffic models, applications, protocols, routing

techniques, queuing mechanisms and physical media.

Models are constructed using a series of steps that start

with creating the event scheduler, building the network,

computing the routes, creating the traffic (inserting errors

if required and tracing. Traffic can be created using traces

taken from a real network.

Other widely deployed modelling tools are the commer-

cially available COMNET III and OPNET modelling tools.

These are discrete event simulators and are widely de-

scribed in the literature [16]–[21]. Such tools typically pro-

vide a graphical user interface for building network models

and setting up the model parameters and can model the op-

eration of a network and its protocols and the scheduling

of applications on end systems. A model typically tries

to incorporate several characteristics of a design problem

and when an optimal solution is obtained, the values of the

decision variables can be used to evaluate design choices.

Whilst both COMNET III and OPNET offer very sophisti-

cated modelling tools, these are predominantly used by core

network designers and researchers, who specialise in net-

work modelling. Those designing customer networks rarely

possess traffic projections that are sufficiently accurate to

warrant the deployment of these sophisticated modelling

tools, indeed many networks are designed based on either

the bandwidths deployed on the networks they are expected

to replace or on the customer’s best estimate of the traffic

levels to be carried.

4. Applications of these Tools

A survey of the recent literature suggests that much of

the work with modelling tools is focussed in the area

of radio networks, particularly Mobile Ad Hoc Networks

(MANETs). However, the technique is being applied to

a number of other significant areas such as:

– the modelling of the impact of Intrusion Detection

and Distributed Denial of Service attacks,

– modelling of video transmission across Wireless

LAN infrastructures,

– simulating QoS models and traffic congestion scenar-

ios,

– evaluating the packet loss probability in voice over

IP networks,

– examining traffic bandwidth constraints in networks

which deploy DiffServ Traffic Engineering tech-

niques (DS-TE).

Modelling tools are not only used for design and research

purposes, they can also be effective teaching tools, allow-

ing the student to carry out hands-on experiments, without

recourse to the costly provision of extensive teaching net-

works. This allows essential networking concepts to be

taught to students.

It is sometimes desirable to model the impact that adding

a new application to an existing network has on that net-

work. This requires the network planner to identify the

individual transactions that make up the interactions be-

tween the user and the new applications and superimpose

these on a model of the existing network.

The network model is typically constructed by:

• Using packaged software to build a model of the

switches and routers deployed in the target network

or a simplified representation of that network.

• Loading appropriate live device configurations onto

that model.

• Setting the utilisation of that network based on peak

and average link utilisation figures extracted from

the live network. This information may be loaded

from files prepared using standard SNMP polling

packages.

Fig. 2. Transaction profiling.

The transaction profile of the new application is normally

captured from a test network using LAN capture software

such as Sniffer or Wireshark LAN data capture software on

a suitable portable device. Once captured, this information

is fed in to another specialist application to provide a set of

transaction representations that may be fed into the network

modelling tool.

This coupled with estimates of overall transaction volumes,

including numbers of simultaneous users, allows the net-

work manager to see the impact of the new application on

overall network performance.
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BT Algorithmica is a division within BT that is concerned

with network modelling and optimisation. This team can

develop a set of algorithms to provide an exact fit to any

network problem under investigation. They have modelled

performance of BT’s 21st Century UK network and the

global MPLS (Multiprotocol Label Switching) platform.

The tool set is based on three components delivered by

OPNET, which form layer zero of the modelling capability,

to this Algorithmica adds a layer of sophisticated software

libraries, scenarios and a SDK (Systems Developers Kit).

The scenario bank can be used to generate the network

model. The tool is being used in for example: the cell

planning of WiMAX networks, 21CN infrastructure mod-

elling and the designs for Next Generation Access.

Fig. 3. Overview of the BT Algorithmica Suite.

Network simulations are built using:

– a network model built from existing router configu-

rations,

– traffic based on MIB data collected using an industry

standard SNMP MIB poller,

– a transport layer built from the inventory and topol-

ogy of BT’s underlying SDH and wavelength layer

core networks in Europe.

Where overseas networks have been modelled, this can look

at choices such as: whether infrastructure should be self-

built or bought in from a third party, what technology and

suppliers should be used, tariffing decisions and PoP loca-

tion.

Increasingly network customers are seeking network per-

formance guarantees and hence modelling of this is a con-

cern for network providers. It has been demonstrated that

queuing delays for such traffic systems can be evaluated [22]

by assessing a G/M/1 queue with a Pareto based input.

The analytical average queuing delay of the self-similar

traffic can be compared to the delay from a simulated

model, to obtain a useful model for delay prediction [23].

In this case the self-similar model was generated by loading

a packet rate and packet size derived from trace data into

the OPNET modelling tool to generate traces for compari-

son with the live data.

The OPNET package provides traffic simulation tools that

simplify traffic analysis. These have been used in a num-

ber of studies of self-similar traffic, for example to simulate

a priority based queuing system for DSCP (Differentiated

Services Code Point) based QoS models [24] or to generate

traffic traces which mimic live traffic [25]. These studies

suggest that in moderate and high utilisation models, pro-

visioning based on traditional methods may be over opti-

mistic and may result in under estimating network resources

like buffers and CPU capacity when trying to provide QoS

guarantees (i.e., queuing delays, buffer overflow probabili-

ties and packet loss rates) to the corresponding class traffic.

They further show that the timescale for observation does

not change the behaviour of the traffic pattern, whilst mul-

tiplexing makes peaks worse and uncontrolled heavy peaks

cause traffic loss and jitter [25].

On some occasions the behaviour of protocols, which have

not been implemented in commonly available network de-

vices needs to be tested. One field where this is common

is in the simulation of protocols associated with MANETs

where protocols can more readily be emulated using a net-

work simulation tool than they can be created with a routing

device. In these cases the implementation of routing pro-

tocols, in radio networks where the network nodes them-

selves are capable of moving relative to each other, can be

emulated [26].

5. Observations and Conclusions

This paper has looked at modelling as a technique for use

in the development and sizing of networks. It has examined

the basic objectives and the broad principles of modelling,

illustrating how the approach delivers benefits by reference

to specific applications.

The tools described cover a number of academic studies and

direct commercial applications. It is arguable that the most

widely deployed commercial tools are work force man-

agement and other contact centre dimensioning software,

which looks at how the available work force, expected voice

traffic arrival patterns and call patterns affect contact cen-

tre performance. These facilities whilst set up initially by

network specialists are often run by the business managers

responsible for running the contact centre.

Tools such as SPEED are frequently run by large numbers

of sales engineers, who have significant network design ex-

pertise, but little in the way of formal modelling skills.

These tools isolate the designer from the complexities of

the core network and instead focus on providing a costed

network based on a VPN (Virtual Private Network) core,

which is treat essentially as a black box with fixed per-

formance characteristics. Application dimensioning tools

tend to be used by a smaller number of specialists, who

have more modelling knowledge and are more interested in

the characteristics of the client VPN, than they are the core

network. Such capabilities are usually used to model the
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impact of a new application on the existing network or to

track down application performance issues.

Large scale discrete network simulation tools tend to be

used widely as a research capability or, by some network

providers in a commercial environment, as detailed design

tools. Such tools are both powerful and versatile but tend

to require support from small teams of design staff with

more specialist modelling knowledge.

Whilst network simulation tools provide a powerful means

of analysing system performance ahead of design or to

compare alternatives, they do have their limitations [27].

Errors in simulations or improper data analysis can pro-

duce misleading results. In some cases different packages

produce different results; hence it is important that prac-

titioners and researchers document which parameters and

which modelling tool are used, in order that others can

replicate their results. It is important to validate simulation

models against the real world. It has been suggested that

85% of test results in the published literature cannot be

repeated by other authors, because key parameters of the

model used are not reported.

Further issues pointed out [27] were:

– the statistical significance of the results collected,

– results should only be collected when the model has

reached steady state,

– the simulation assumptions should always be clearly

documented,

– the appropriate selection of traffic flows,

– where a given factor is varied, a sensitivity analysis

should be performed.

In a more commercial context: a number of communica-

tions equipment providers produce models for sizing their

more complex offerings. These can come with limited ex-

planation of how they determine dimensioning and are quite

capable of delivering results, which have unwelcome cost

implications, impact on project delivery or are counter intu-

itive. Further the engineer has limited information on either

the track record or accuracy of such models, as a predictor

of real behaviour. This can pose a problem to the designer,

who may end up having to explain the results delivered by

such models, without having the detail needed to provide

the justification required by an unhappy customer.

In the final analysis modelling provides a cheaper and faster

approach to trying new ideas than building prototypes of

test networks. It provides a valuable guide and can predict

other outcomes; it does however have its limitations.
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Abstract—One of the most challenging research fields in

which research community has taken a very active role is fo-

cused on trying to bring the features of wireless networks into

line with the traditional wired solutions. Given the noisy and

lossy nature of the wireless medium, it is more difficult to

provide a comparable Quality of Service (QoS) and Reliabil-

ity over wireless networks. This lack of reliability avoids the

use of wireless solution in scenarios under harsh environment

and mission-critical applications. In this paper we propose

an inter-node collaborative schema with the aim of improving

the achievable QoS level for multicast streaming, through the

use of Network Coding and the algebra it is based on. We

also present an implementation of the described algorithm on

the OPNET discrete event simulation tool. Experimental re-

sults highlighting the performance achieved by the proposed

algorithm and its improved efficiency as compared to other

solutions are described.

Keywords—cooperative wireless networks, multicasting manage-

ment techniques, next-generation networks, opportunistic wire-

less, quality and performance evaluation, QoS, reliability and

performance modelling, reliability of networks, wireless and mo-

bile networks.

1. Introduction

During the last decade, the research field related with im-

provements on the QoS (Quality of Service) of commu-

nications infrastructures for both in-home, in-building and

WAN networks has been a very active topic ([1]–[3] and [4]

describe good surveys on it). The research community has

produced a large number of protocols and mechanisms en-

abling the use of networks with shared resources to provide

time-sensitive services and distribute applications requiring

a high QoS [3], [5]–[7].

Wireless communications have been introduced for applica-

tions such as web browsing or other services with low QoS

requirements. In fact, the lower layers of the OSI model [8]

for wireless environments do not offer a link quality com-

parable to that of wired networks, and they require the use

of large buffers to compensate the effects of packet loss [9].

One of the most challenging research fields for the Future

Internet therefore focuses on providing the same QoS level

for a wireless link as for a wired link, facilitating the de-

ployment of high-demand services in wireless networks,

despite their noisy and lossy nature.

A new research branch emerges from new innovative In-

formation Theory field based on network coding that has

recently appeared, known as the “Modern Theory of Com-

munication” [10], [11]. Our paper proposes a solution de-

rived from the algebraic principles of network coding [12],

and describes a basic implementation of the algorithm on

a discrete event simulation platform. We propose a col-

laborative and opportunistic coding framework for this

purpose.

This paper describes a collaborative algorithm between

wireless nodes and an innovative queue management sys-

tem that provides an increase in the quality of service and

reliability of wireless networks as compared to already ex-

isting solutions. The broadcast nature of wireless networks

makes this algorithm particularly effective, and consider-

ably reduces the reliability difference with respect to wired

solutions. This research paper describes an example of

multicast streaming (e.g., for applications such as SVC,

Scalable Video Coding) in a noisy and time-variable en-

vironment. The proposed algorithm increases both QoS

and stability with regard to temporal variations in the en-

vironment, typical of the wireless nature of the links.

The rest of the paper is organized as follows. In the follow-

ing paragraph (Section 2) the main fundamental algebraic

principles are described, over which the algorithm proposed

in this paper is based on. Afterwards, in Section 3 we de-

scribe the algorithm and in Section 4 we analyze the dif-

ferent configuration parameters that have been designed for

it. In Section 5 the design and algorithms of the different

nodes integrating the proposed protocol are described so

that the complete communication network is defined. In

the same section, the details of the used simulation envi-

ronment and the generation of the harsh environment are

analyzed.

Section 6 describes the experimentation process and the

results of the performance measurement, highlighting the

achieved milestones. Afterwards, Section 7 shows the com-

parison of the achieved performance among the proposed

new algorithm versus the classical solutions for the mul-

ticast transmission over harsh environments. Finally, we

describe the conclusions of the obtained results and future

research lines are glimpsed.

2. Algebraic Fundamentals

2.1. Transmitted Information (vs) Sent Packets

(Information Representation)

Lets consider an acyclic directed graph G = (V,E) with

unit capacity edges, a source node s ∈ S, and a multicast
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transmission to a set of receiver nodes T ⊆ V . R. L. Li

et al. [13] and Koetter and Médard [12] proved that multi-

cast capacity is achievable if linear network coding is used

in a directed graph network, whereas using routing schemas

it is generally impossible to guarantee that multicast capac-

ity can be achieved and finding the best possible routing

schema is computationally NP-hard.

The proposed algorithm is based on the linear combina-

tion of information units (as an abstract representation of

packets) [14], [15]. Each “original” packet (ingress to the

combining node) is considered to be an independent vari-

able in a system of equations [13]. This being the case, the

packets can be transmitted “systematically”, so that they

are not combined with other packets, and only the original

variable is sent. However, an interesting alternative is to

send equations with these variables − in other words, lin-

ear combinations of the original incoming packets − to the

networked nodes [16], [17]. As it is a linear system, it can

be represented as a matrix of equations, whose elements

are the original packets and the coefficients used to gener-

ate the linear combinations among them. Each combined

packet can be represented as [18], [19]:

Plc = α ·Pin1
+ β ·Pin2

, (1)

where α,β ∈ Fq≡28 .

Being Pin1
and Pin2

the original incoming packets to be

redistributed, α and β the coefficients from a Galois finite

field Fq with a field size of (q = 2
8), so that the finite field

is defined as F
28 , and Plc the outgoing packet as a result of

linear combination of incoming packets. It must be taken

into account that Plc will be in general the concatenation

of several symbols (bytes) obtained multiplying incoming

symbols by random coefficients.

The complete representation of each system is therefore

determined by the extended matrix, made up of the equation

coefficients and the payload of the packets, whose bytes

would be the free terms of each equation. By basic algebra,

if a node obtains sufficient equations to complete the rank

of the matrix, it has sufficient information to decode the

whole system of equations, and consequently the original

packets (information).

2.2. Galois Fields

Galois fields are the basis for coding and collaboration

algorithms. Galois fields are sets of finite numbers with

operations such as the sum and the product, and linearity

properties. Galois fields are frequently used in areas such as

cryptography and coding theory, and they have been imple-

mented in the field of network coding since its creation [20].

The finite fields habitually used are of size 28 [21], which

is very useful in computing as each element can be repre-

sented in exactly one byte.

2.3. Galois Matrices

Galois matrices are matrices whose elements belong to

a Galois field. In this research work, we will use Galois

matrices to perform linear operations over packets. The

proposed network coding algorithm takes the original pack-

ets as variables in a system of equations, which can be

represented by a matrix. This means that this system can

be solved if a sufficient number of equations are available.

As linear operations can be performed on the matrices,

a Gauss-Jordan reduction can be applied to them and their

rank can be calculated by receiver nodes. Moreover, the

matrix can be even further reduced, and it can be deter-

mined which variables can be solved, even if the whole

rank is not available. The number of these variables is

referred to as “solvable”, and it determines the level of

information decoded by a node.

2.4. Transmission Matrix

Generalizing the outgoing linearly combined packet gen-

eration statement, we have already mentioned that we can

consider that the transmission is defined by a system of

equations, also known as the “Transmission Matrix”. Let’s

consider Pini
as the i-th original packet, we can consider

a bucket of K original packets, being K the “Generation

Size”, the following linear system equation defines the gen-

eration of the linearly combined outgoing packets Plci
:













Plc1

Plc2

Plc3

...

PlcK












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




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


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. . .
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











.

(2)

The K-by-K matrix of ξ j(ei) elements corresponds to the

coefficients randomly chosen in Fq, where ξ j(ei) represents

the random coefficient multiplying the symbol Pin j
incom-

ing from the (ei) artificial edge to s node [10], [18]. The

generalized expression for Eq. (1) is therefore:

Plci
=

K

∑
j=1

ξ j(ei) ·Pin j
. (3)

The Transmission Matrix is therefore compounded of the

linear combinations generated by multiplying the incoming

packet information bytes and the random coefficients in the

defined Galois finite field of Fq. It will be necessary to send

K packets Plci
, being {i = 1, . . . ,K} and K the generation

size, to send the whole original information.

3. Principles of the Algorithm

3.1. Algorithm’s Basic Operation

Given that the algorithm is located at OSI-Layer 2, also

known as Link Layer, everything proceeding from the

higher layer is considered to be encapsulated in a Layer-2

payload. As we have mentioned, each “original” packet is

associated with a variable in a system of equations. This

association is made by the transmitter node. As the total in-

formation to be transmitted will be potentially greater than
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the size of this system of equations, we propose that sev-

eral systems of equations may co-exist throughout the trans-

mission, not necessarily at the same time. Each of them

must be identified with respect to the others. To designate

each system of equations, we will call each one a different

“generation”, being K the generation size or number of

equations of the linear system. When performing opera-

tions such as adding or multiplying “variables” (packets),

these operations are performed directly on the packet pay-

load, taking each of the bytes as elements of the Galois

field of size 2
8.

3.2. Packet Format

In order to provide the basic functionalities of the algo-

rithm, a specific packet format has been defined (Fig. 1).

The fields of the proposed packet format are:

Generation ID. A unique identifier of the system of equa-

tions (also known as generation). It is defined by the orig-

inal transmitter of the packets.

Generation Size. The size of the system of equations (num-

ber of independent variables, or original packets involved

in each generation). We have previously defined K as the

number of equations in the linear system or the generation

size.

Remaining. Number of remaining equations to be trans-

mitted by the original transmitter. The receivers thus know

the remaining amount of equations to be transmitted for

the generation to be completed. Being Plci
the i-th current

packet, remaining field will be equal to K−i, being K the

generation size.

Type. The type of packet transmitted. In the present ver-

sion of the algorithm there are two types of packet:

• None: packet transmitted by the original transmit-

ter. These are combinations of original packets, not

recombination of them.

• Collaboration: collaboration packets sent by inter-

mediate network nodes. These are recombination of

the packets received by the node.

3.3. Source Coding Mechanism

One of the most simple mechanisms for obtaining greater

reliability in the wireless link is the use of coding in the

source node, also known as source coding. The possibility

of linearly combining the packets provides a very straight-

forward mechanism for this coding. The idea consists of

the source node sending a system of equations containing

the information corresponding to the whole original packet

generation. The system of equations transmitted by the

source may be composed of the minimum number of equa-

tions or may be over-determined. This over-determined

linear system takes into account added packets with redun-

dant information, so that it generates a system of equation

Fig. 1. Proposed packet format description.

of size ψ , being ψ > K. This system can be expressed by

means of a matrix, and its structure affects the quality of

reception by the nodes.

3.4. Inter-Node Network Coding Collaboration Schema

The “Remaining” field of the packet informs the nodes of

how many more packets of the current generation will be

sent by the transmitter. This packet field can be used as

the trigger for the collaboration mechanism. To make use

of the broadcast characteristics of the wireless medium, af-

ter a minimum threshold for the remaining field has been

exceeded, the receiver nodes in turn transmit one or more

collaboration packets, linearly combining those they have

received from the generation in progress. As the infor-

mation is multicast, one packet can provide information to

several nodes at the same time. This collaborative concept

is the basis of the network coding [17], [21], and although

more sophisticated mechanisms may be designed, even this

simple version provides added reliability to the network.

In Fig. 2, a simple example of the collaborative schema

is depicted. On the upper side, it can be observed that

the transmitter broadcasts 2 packets (P1 and P2). Both

P1 and P2 are the result of linearly combining 2 “origi-

nal” information packets (x and y), so that P1 = x+2y and

P2 = 2x+ y. Therefore, the coefficients to generate P1 have

been ξ1(e1) = 1, ξ2(e1) = 2 and ξ1(e2) = 2, ξ2(e2) = 1 to

generate P2. However, due to the harsh environment (inter-

ference created by the jammer node) and the lossy wireless

medium, R2 and R4 lose one packet each node. R2 node

lost packet P2, whereas node R4 lost packet P1. Nodes R1

and R3 received the whole information transmitted by the

transmitter (P1 and P2), therefore they can collaborate with

the rest of the network to complete the information distri-

bution to the remaining nodes. In the proposed algorithm,

nodes that completed the whole information reception will

be able to collaborate, in case they are configured to do

so, in the redistribution of the information that some nodes

have missed.

In the example shown in Fig. 2, as the packet that nodes

R2 and R4 miss is a different one, transmitter would need

to retransmit 2 packets in classical transmission schema.

However, in the proposed algorithm, nodes that have re-

ceived the whole information can collaborate with linear
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Fig. 2. Collaborative schema. Transmitter sends original packets

(upper side) and some packets are lost due to harsh environment.

Complete reception with collaborative schema (lower side)

combinations of received packets. Hence, as can be ob-

served in the lower side of Fig. 2, node R3 acts as a collab-

orative node and sends a packet (P3) generated as a linear

combination of the packets it has received (P1 and P2), for

example: P3 = P1 + P2, it therefore generates P3 = 3x + 3y.

This single packet helps nodes R2 and R4 to complete the

whole original information reception after just 1 packet col-

laboration.

4. Algorithm Configuration Parameters

It can be observed that the proposed algorithm described up

to now has a variety of configurable parameters, some of

them vital for improving its performance, and also resulting

in improved QoS and reliability.

4.1. Source Coding Structure

The source coding mechanism provided by the algorithm

is defined as the linear combination of packets of the same

generation, and can be fully represented by the matrix

known in advance as the “transmission matrix”.

Basic (fundamental) transmission matrix: by elementary

algebra, even on a perfect scenario with no packet loss,

the minimum matrix to be transmitted must have at least

as many equations as variables, and it must also have the

maximum matrix rank (equal to the generation size). These

are the minimum conditions required for the information to

be decoded by the receiver node(s).

We now introduce the concept of “Coding Density”, which

is the number of different coefficients other than zero of

each of the source-generated equations (Fig. 3). It can vary

from density 1 (systematic coding) to a density equal to

the size of the system of equations (dense coding). In other

words, the coding density represents the number of original

packets that have been combined to generate an outgoing

packet. To ensure that the transmission matrix rank will

always be the maximum, the main diagonal elements are

always other than zero.

Fig. 3. Coding density options for the transmission matrix.

If the transmission matrix is created using systematic cod-

ing, the variables can be solved as soon as they are re-

ceived, which can be an advantage on some time-sensitive

scenarios. By the other side, increasing the coding density

improves the probability of a single packet being able to

help in the reconstruction of the original information when

several nodes have lost different packets.

4.2. Redundancy Blocks

All the packets exceeding the minimum equation system

size (rank of the system of equations or generation size)

are considered as redundancy packets. A variable number

of redundancy blocks can be configured. Each of these

blocks can be configured in size and structure, in a similar

way to the basic transmission matrix (Fig. 4).

Fig. 4. Redundancy schema options.
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Systematic redundancy: this is equivalent to repeating

a limited number of packets, as only the main diagonal of

a redundancy block is filled. This gives us a single non-zero

coefficient in each redundant equation.

Random redundancy: the matrix is filled with variable

density, in the same way as the basic matrix, starting by

filling the main diagonal. In this case the density defines

the number of non-zero coefficients of a given equation.

Bresenham redundancy: this is based on Bresenham’s

line-drawing algorithm. In this way we obtain the minimum

number of non-zero coefficients in each equation, but all

the variables are present in the redundancy block.

4.3. Collaboration

All the receiver nodes can be configured to send collabo-

ration messages to help the rest of the receivers. The main

parameters are:

• Collaboration threshold: this determines the value

that needs to be reached by the remaining field for

a node to decide to send its collaboration message

(see packet format in Fig. 1).

• The number of collaboration messages sent by each

node can be configured, from zero (only transmitter

node is able to send packets) to an arbitrary number.

5. Simulation Environment

In the following paragraph we describe the simulation envi-

ronment implemented to analyze the behaviour of the pro-

posed algorithm, and we study in detail the differences in

the QoS achieved by the different mechanisms in study.

5.1. Simulation Tool

A discrete event simulator (OPNET) has been chosen for

implementing the proposed algorithm and for testing its

performance. This is an event driven network simulator,

widely used in the industry and academia to analyze the

performance of a diverse range of communication networks.

5.2. Wireless Environment Simulation

OPNET has a specific high performance software package

to simulate wireless networks and the effects of the wire-

less broadcast nature. It is based on the implementation

of a series of stages (pipelines) which model each step of

a wireless transmission/reception, from the antenna gains

in transmission and reception, transmission and propaga-

tion delays, as well as wireless medium effects. For the

purposes of this paper we have simplified the pipeline cas-

cade, maintaining the pipelines that are the most critical

(Fig. 5) for correctly representing a real environment.

Fig. 5. Wireless pipeline stages.

5.3. Simulated Losses

Packet losses have been simulated in the OPNET environ-

ment by means of interfering nodes, also known as jammer

nodes. These jammer nodes have been designed to gen-

erate noise packets with configurable duration, power and

temporal distribution for the noise packet inter-arrival. The

implementation of these customized jammer nodes is es-

sential to define a controlled harsh environment.

5.4. Algorithm Design for Simulated Nodes

Three types of nodes have been implemented in the afore-

mentioned discrete event simulation tool:

• Bridge/transmitter node: this is the only node with

two interfaces: a wired Ethernet interface and a ra-

dio interface for the wireless link. This bridge node

takes the Ethernet frames that come from an stan-

dard Ethernet source, encapsulates them into packets

with the previously described format and groups them

into generations (systems of equations composed of

set of packets whose number is defined by the gen-

eration size), running the described algorithm. This

node is in charge of source coding mechanism, and

therefore the transmission of the transmission ma-

trix. Algorithm 1 describes the pseudo-code of the

bridge/transmitter node’s process.

Algorithm 1: Bridge/Transmitter node process pseudo-code

1: Insert packet into buffer.

2: if (# linearly indep. packets in buffer ≥ Gen. Size)

then

3: Create transmission matrix.

4: for i = 0 to transmission matrix rows do

5: Send packet or equation

6: end for

7: end if

• Receiver node: all the receiver nodes are potential

destinations for the multicast streaming. They attempt

to solve the systems of equations, and, if they are

thus configured, to send collaboration packets. These
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nodes are therefore able to combine packets. Algo-

rithm 2 describes the pseudo-code of the receiver

node’s process.

Algorithm 2: Receiver node process pseudo-code

1: Receive packet from RF interface.

2: Read packet coefficients.

3: Insert coefficients into reception Matrix (Φ)
4: if (Rank of Matrix Φ has been increased) then

5: insert packet into reception buffer

6: if (Rank of received matrix == max. rank) then

7: information received

8: if (collaboration not sent) then

9: for i = 1 to collaboration messages do

10: send random collaboration packet

11: end for

12: set status as ’collaboration sent’

13: end if

14: end if

15: else

16: delete packet

17: end if

• Sniffer node: to view the functioning of the algo-

rithm, a simple sniffer node has been implemented,

which prints the data of all the packets in the wire-

less medium into a file. This node provides very

valuable information of the protocol performance for

an off-line analysis.

6. Algorithm Performance Measurement

A test-bed scenario has been used for comparative mea-

surements and performance analysis of different algorithms.

Some of the previously described parameters have been var-

ied, taking the degree of information received as the result.

As the algorithm is geared to a multicast streaming, the av-

erage of the information received has been measured at all

the receiver nodes, or, equivalently, the perceived loss rate

has been calculated taking into account the average results

over all the receiver nodes.

6.1. Generation Size Variation

The size of the transmitted system of equations has been

varied. The transmission matrix is constructed using a basic

dense coding matrix and a redundancy block of the same

size, also dense. 2 ·N packets are thus transmitted, where

N = K is the generation size and where the coefficients of

all the packets are a value other than zero.

It is observed (in Table 1) that the reception quality, and

consequently the reliability of the network as a whole, is

improved as the generation size is increased. This is due to

the fact that there is a greater mathematical probability of

receiving any 32 packets from 64 than any 2 from 4. How-

ever, the computational complexity (see the execution time

required) of solving the coefficient matrices on decoding

is of the type θ (n3), being n the size of the transmission

matrix (see the increasing required execution time as an in-

direct indicator of the computation complexity in Table 1).

Table 1

Traffic loss rate variation with the generation size

Generation size 2 4 8 16 32

Traffic loss rate [%] 1.79 1.08 0.47 0.15 0.05

Execution time [s] 16.3 17.9 22.4 38.7 119

This effect, together with a larger generation size, involves

transmission of more coefficients, and a greater header over-

head in each packet means a compromise value must be

found. In the following simulations, the generation size of

K = 8 is taken as the compromise value.

6.2. Coding Density Variation

In order to analyze the effect of the coding density varia-

tion, a total number of 2 ·N (where N = K) packets are sent

again, but varying the density of their equations, i.e., the

number of non-zero coefficients they have, in both the ba-

sic transmission matrix block and the redundancy block

appended to it. It should be observed that the case of

a redundancy with density 1 is identical to repeating each

packet twice.

Table 2

Traffic loss rate variation with coding density

Coding density 1 2 3 4

Traffic loss rate [%] 2.30 0.76 0.44 0.44

Coding density 5 6 7 8

Traffic loss rate [%] 0.47 0.49 0.48 0.47

From a density greater than 2, the variations are mainly

due to statistical variance. It can be seen that repeating

packets is less efficient than sending dense coding, as with

dense coding any 8 packets are valid, but when packets

are repeated at least one of the two copies of each packet

is required. The dense coding will be taken as standard,

as apart from being one of the most efficient options it is

the most simple schema to be implemented as no special

precautions need to be taken to generate the maximum rank

matrix.

6.3. Redundancy Type Variation

To compare the different methods of sending redundancy

appended after the transmission matrix, different simula-

tions have been made, sending from 2 to 6 redundancy

packets using different methods to generate the redundancy

block.

A larger redundancy size clearly implies a higher quality

level at receiver nodes. It is interesting to observe its vari-

ation according to the type of redundancy in each case. In

all cases, dense redundancy is more effective. This is an

effect of the broadcast nature of the wireless medium. If
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Table 3

Traffic loss rate variation with different redundancy type

Type Systematic Density 2 Bresenham Dense

Redundancy
7.86 7.04 6.20 6.26

size ×2 [%]

Redundancy
6.06 4.61 3.98 2.87

size ×4 [%]

Redundancy
4.17 2.77 3.13 1.00

size ×6 [%]

the packets are combined, they can potentially help more

receiver nodes and the QoS of the network considerably

improves. Medium density and Bresenham solutions yield

intermediate results.

7. Comparison with Existing Algorithms

After having tested the behaviour of the proposed algorithm

in a variety of configurations, the configuration considered

optimum has been selected for comparison with classical

schemas in order to improve the QoS of a wireless network.

To make a fair comparison, both the classical solution and

the new algorithm should generate the same average use of

the wireless medium. The comparative scenario contem-

plates the following alternatives:

• Traditional/classical solution: sending standard

packets, without confirmation. The medium is used

once for each packet transmitted.

• Repetition of packets: two copies of each packet

are sent, without any coding or collaboration of any

type. The medium is used twice for each transmitted

packet.

• Source coding: dense source coding, with dense re-

dundancy and generation size equal to 8, is used. The

medium is therefore used 16 times for each 8 packets.

• Collaborative algorithm: each “relay” node in Fig. 6

sends two collaboration packets with a dense redun-

dancy (coding density 8). In total, the medium is

used 8 + 4 (dense redund.) + 2 (collab.) + 2 (col-

lab.) = 16 times per each 8 packets.

Fig. 6. Benchmark scenario with (moving) interfering nodes.

7.1. Temporal QoS Variation

An interfering node (see Fig. 6) is brought up to the net-

work, which worsens the average quality of reception inter-

fering packets sent by the bridge/transmitter or relay nodes.

The interfering or jammer node travels a distance of 50 me-

ters in the 60 seconds the simulation lasts. The reception

quality of the Rx3 node worsens considerably. This also

entaile worsening the average network behaviour, and con-

sequently its reliability as can be observed in Fig. 7.

Fig. 7. Traffic Loss Ratio measurement (average among all

nodes).

The traditional solution represents the result of a gross

use of the wireless link, and thus has the worst quality

of all. Repeating the packets notably increases this qual-

ity, but even higher quality (lower traffic loss rate ratio) is

yielded by Galois finite field coefficient-based source cod-

ing. The mathematical bases for this improvement have

already been presented, and they are clearly shown in this

example. Among all the solutions, inter-node collaboration

shows the best performance, as it is based on the network

coding principle: one single help packet can serve to in-

crease the information received at all nodes at the same

time. The network QoS achieved with the proposed schema

remains more stable than in the other cases, on the same

scenario.

7.2. Interference Power Variation

The second comparison scenario proposed consists of

maintaining the protocol configuration stable throughout

each simulation run, varying the power of the interference

nodes between each run. However, the PER (Packet Error

Rate) value is represented on the horizontal axis, given that

it is a more objective measurement than the gross quality

of the wireless link. The environment thus becomes in-

creasingly harsher. For fairer comparison, single repetition

of packets (solution b in Fig. 8) is used, together with the

protocol configuration that appears to achieve the best re-

sults (solution d), as both generate the same use of the

wireless medium.
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Fig. 8. Traffic loss ratio with raw packet error rate (average

among all nodes).

Again, the result of combining the coding and collaboration

among nodes using network coding mechanisms achieves

clearly better performance than automatic packet repetition.

This proofs that the proposed algorithm provides higher

network reliability and reaches higher QoS and stable link

behavior compared to classical solutions.

8. Conclusions and Future Lines

of Work

We have analysed the theoretical bases of network coding

and Galois arithmetic-based source coding. We proposed

a simulation environment with a simple coding and inter-

node collaboration algorithm to improve the network per-

formance under harsh environments. We have tested the

influence of several algorithm’s main parameters, selecting

the solution that optimizes the performance and network

overall behavior.

Using the OPNET network simulator and its wireless sim-

ulation package, we have designed and implemented the

proposed algorithm with a series of solutions and con-

figurable parameters in order to increase the network re-

liability, demonstrating that the combination of the cod-

ing and collaboration mechanisms is the algorithm provid-

ing the most stable reliability, regardless of how harsh the

medium is.

The presented algorithm increases the QoS and improves

its immunity to changes or variations in the network. How-

ever, the collaboration mechanism is somewhat basic. We

are currently working on more sophisticated mechanisms,

based on adaptivity of the nodes collaborating in the net-

work. The aim of all this work is to fully optimise the

wireless link’s efficiency, seeking the best possible QoS

with the same bandwidth use.
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Abstract—In different this paper we present the perfor-

mance evaluation study of a simple broadcast data dissemi-

nation technique in new emerging Vehicular Ad hoc Networks

(VANETs). Differently from the traditional Mobile Ad hoc

NETworks (MANETs), VANETs require particular routing

protocols, due to the high dynamism of the network topol-

ogy, and to different traffic and mobility patterns. For safety

and emergency message applications, broadcast data dissem-

ination is an important key factor in VANETs. However, the

design of optimal deployment of relay nodes in different net-

work scenarios allows to enhance system performance. At

this aim, this work analyzes vehicular network performances

in terms of throughput and delays, for different traffic scenar-

ios, exploiting both inter-vehicular communications, as well as

the availability of fixed network infrastructure.

Keywords—broadcast protocol, IEEE 802.11, V2V, V2I, Vehic-

ular Ad hoc Networks.

1. Introduction

Vehicular Ad hoc NETworks (VANETs) are a particular

class of Mobile Ad hoc NETworks (MANETs), where mo-

bile nodes are vehicles moving at different speeds and form-

ing dynamic topology network scenarios [1]. VANETs

provide data communications among nearby vehicles via

Vehicle-to-Vehicle (V2V) protocol, in the support of Inter-

net access (e.g., web browsing, instant messaging, online

gaming, data sharing, etc.), as well as a large variety of

safety applications (e.g., assisted braking, controlled safety

distance, warning message delivery, etc.).

However, due to the variable nature of such networks,

mainly due to dynamic vehicle speed and different mobility

and traffic scenarios (e.g., urban, rural and highway), con-

nectivity is time-varying and may cause intermittent and

delayed packet delivery. Moreover, in totally-disconnected

scenarios (i.e., in highways during nightly hours), data de-

livery has to rely on available network infrastructure (also

called Road Side Units) or, in the case of no availability,

on satellite connectivity links [1], [2].

Leveraging previous aspects, it is evident that connectiv-

ity issues still represent an open issue in vehicular net-

works [3]. Ongoing efforts are aimed at enabling inter-

vehicle communications supported by existing network in-

frastructure, in order to provide seamless connectivity and

efficient data propagation even in sparse-traffic scenarios.

Intelligent Vehicular Ad hoc Networking (InVANET) has

defined a smart novel way of using vehicular connectivity

by integrating on multiple wireless technologies, such as 3G

cellular systems, IEEE 802.11p, and IEEE 802.16e, for ef-

fective Vehicle-to-Infrastructure (V2I) communications [4].

Also, V2V and V2I communication technology has been

developed as part of the Vehicle Infrastructure Integration

initiative [5], which considers the network infrastructure as

composed by several Road Side Units (RSUs), equipped

with a 5.9 GHz Dedicated Short Range Communication

(DSRC) transceiver (i.e., for communications between ve-

hicles and RSUs), and a GPRS interface (i.e., to forward

messages to the backbone networks).

In such heterogeneous network environments, protocols for

data dissemination and delivery still represent a challenge.

It is then evident that the decision on connectivity switching

among different “short-lived” links1 (i.e., V2V, and V2I)

should be taken by each vehicle based on main vehicular

parameters (i.e., speed, traffic, mobility, type of service,

and so on). As an alternative, hybrid vehicular communi-

cation protocols (i.e., V2X) represent a viable solution to

opportunistically exploit the nature of the vehicular network

(i.e., traffic and mobility pattern, availability of fixed relay

nodes, etc.) [6], [7].

In this paper, we provide a performance evaluation of a sim-

ple broadcast protocol for packet dissemination in VANETs,

for different traffic and mobility patterns, ranging from

highways with sparse traffic to a very congested traffic en-

vironment, where both V2V and V2I connectivity are pro-

vided. The main aim is addressed to evaluate the feasibility

analysis of a vehicular network in a real highway scenario,

considering a portion of highway in Rome (Italy). An effec-

1 In VANETs, the availability of connectivity links is affected by mo-

bility and clusters formation. V2V and V2I links occur in unpredictable

fashion, resulting as intermittent and short-lived. Opportunistic links are

exploited for packet transmissions.
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tive deployment of RSUs has been also investigated in or-

der to enhance performance especially in low traffic density

scenarios. Considerations on optimal RSUs deployment in

the vehicular network are taken in order to maintain accept-

able network performance, while limiting implementation

costs.

This paper is organized as follows. In Section 2 we investi-

gate previous related works on data dissemination protocols

in VANETs. Section 3 introduces important issues related

to broadcast routing for different scenarios, ranging from

a sparse-traffic scenario, with lack of connectivity, to a fully

congested scenario. Considering the most simple broad-

cast approach for data delivery in VANETs, in Section 4

we assess extensive simulation results for different traffic,

mobility, and communication modes. Finally, conclusions

are drawn in Section 5.

2. Related Work

In the last years, several data dissemination techniques suit-

able for VANETs have been proposed. Routing algorithms

are based on particular vehicular communication protocols

(i.e. V2V, V2I and hybrid) and analyze how messages are

propagating in VANETs (i.e., message propagation distance

and end-to-end delivery delay). The main issue related

to a vehicular network is that it lacks of connectivity due

to quick disconnections, variable mobility of vehicles and

rapidly changing network topology. VANETs suffer from

a reliable data delivery specially in sparse-traffic, and to-

tally disconnected scenarios, where vehicle density is very

low, and null, respectively [8]. In these scenarios, there is

a direct relationship between the amount of packets, which

can be successfully received by a vehicle, and the traffic

patterns and vehicle speed.

Data dissemination represents a challenge specially in

commercial applications (e.g., Internet access, video-on-

demand, advertising dissemination, etc.). In entertainment

applications, where data flows are larger w.r.t safety ap-

plications, message dissemination should be efficient in

order to reconstruct a whole data flow from a limited

number of received messages. At this aim, the potential-

ity of network coding protocols for data dissemination has

been largely exploited [9]–[12]. This approach can provide

a rapid sharing of real-time messages, particularly suitable

for comfort applications. As an instance, the use of Foun-

tain codes has been demonstrated to provide efficient and

reliable vehicular communications even in high dynamic

networks [11], [12]. In [10] the authors propose VANET-

CODE, a content distribution scheme assuming the content

as divided into smaller blocks, which are linearly encoded

by vehicles.

The use of hybrid communication protocols has been con-

sidered by Cataldi et al. in [12]. The proposed scheme

is I2V2V, where vehicles can communicate both with net-

work infrastructure (i.e. I2V) and other neighboring vehi-

cles (i.e. V2V), providing a cooperating approach between

vehicles, since messages are delivered from the infrastruc-

ture to a set of relay vehicles, and then directly to the

destination vehicles. This method improves the speed of

data delivery in an end-to-end connection, also due to the

use of rateless codes providing data reconstruction in a fast

way with low overhead.

The use of multi-hop protocols has been exploited in many

works for the analysis of message propagation in VANETs,

and for a variety of communication modes (i.e., V2V, V2I

and V2X). In [13], Resta et al. deal with multi-hop V2V

emergency message dissemination through a probabilistic

approach. The authors derive lower bounds on the probabil-

ity that a vehicle correctly receives a message within a fixed

time interval. Similarly, Jiang et al. [14] introduce an ef-

ficient alarm message broadcast routing protocol, and esti-

mate the receipt probability of alarm messages sent to ve-

hicles. Finally, the use of a vehicular grid together with an

infrastructure has been largely discussed [15], [16], where

benefits of using the opportunistic infrastructure placed on

the roads are analyzed.

In this paper we focus on a traditional broadcast proto-

col in order to assess the feasibility analysis of a vehicular

network, and validate network performance in real traffic

scenarios. In this study, the vehicular environment is as-

sumed to allow vehicles to communicate both in V2V and

V2I modes.

3. Data Dissemination in VANET

Routing in VANETs is an emerging issue due to high mobil-

ity of nodes and the dynamic network topology. A VANET

is characterized by very short-lived links and then lacks

of knowledge about neighborhoods (i.e., vehicular den-

sity can change in different areas of the same network).

Due to typical features of VANETs, traditional routing pro-

tocols designed for MANETs cannot always be suitable.

In general, broadcast techniques are frequently used in

VANETs for data sharing, traffic, weather and emergency

applications. However, different traffic regimes2 can have

impact on data dissemination performances, as summarized

as follows [8]:

– Sparse traffic condition (i.e., low vehicular density

[veh./km]),

– Dense traffic condition (i.e., medium vehicular den-

sity [veh./km]),

– Congested traffic condition (i.e., high vehicular den-

sity [veh./km]).

The first scenario, which is very troublesome for conven-

tional routing protocols, considers a limited number of ve-

hicles on the road [8]. It is very typical of night hours,

where the traffic density is very low and data dissemina-

tion from a source (i.e., a vehicle attempting to broadcast

messages) to other relay vehicles is difficult to occur, due

2 Notice that the traffic density varies heavily depending on the specific

road, the time of day, etc. [17]
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to the out of the transmission range of the source from the

receiver node. Moreover, there might be no cars within

the transmission range of the source in the opposite lane

either. Under such circumstances, routing and broadcast

techniques become a challenging task.

In the second scenario i.e., dense traffic regime, the vehicu-

lar density is not uniform in all the vehicular grid (i.e., some

vehicles can have a low number of neighbors, while other

nodes are moving in a high vehicular density area). The

nodes inside the networks do not experience the same topol-

ogy knowledge. In this case, some vehicles will have to ap-

ply a broadcast suppression algorithm3, while some others

will have to store-carry-and-forward the message in order

to preserve the network connectivity.

The third case represents a congested scenario, that is when

the vehicular traffic density is above a certain threshold

(i.e., > 70 veh./km). Several consecutive cars will share the

same wireless medium leading to an excessive number of

the same safety message, and then there will be a strong in-

crease of packet collisions and medium contentions among

vehicles attempting to communicate. This problem is also

referred to as broadcast storm problem, which occurs when

the traffic density is above a certain value (e.g., when ve-

hicles are in congested traffic scenarios, like during a rush

hour).

In order to alleviate this problem, several solutions have

been proposed [18], [19], mainly based on decisions for

packet (re)-transmission i.e., when and how a safety mes-

sage should be (repeated) delivered. As a solution, selective

broadcast or multicast strategies seem more applicable than

either unicast routing or flooding, for the requirement of

limitation of broadcast storm problem. Indeed, broadcast-

ing to selected vehicles provides a high overhead without

increasing the success rate substantially. Several solutions

have been made to introduce intelligence to the basic broad-

cast concept and make it more selective and, thus, more

efficient in its resource usage.

In this paper we consider a broadcast data dissemination

technique for all three different traffic regimes, assuming

vehicles are moving in a real highway scenario. Exten-

sive simulation results will highlight the design of a ve-

hicular network, providing effective network performance,

expressed in terms of throughput and packet delay.

4. Simulation Results

In this section we describe our simulation scenario, where

vehicles can communicate via V2V, as well as V2I, for dif-

ferent traffic conditions. The aim of the following tests is to

analyze how the increase of vehicles as well as the presence

of RSUs in the same area, can affect the network perfor-

mance, in terms of throughput and delay. In fact, if there

is a large gap between two vehicles4, a packet could be lost

3 A broadcast suppression algorithm is used for limiting the number of

copies of a message, which can be rebroadcast several times.
4 The inter-vehicle distance is higher than the source transmission range

(i.e., typically > 125 m, depending on the technology.)

or discarded. At this aim, the number of received packets

can be increased by exploiting the presence of fixed nodes

(i.e., RSUs), which are able of relaying packets inside the

vehicular network and then, enlarging the coverage area.

We remind that RSUs may generally be either stand-alone

devices that communicate only with vehicles via wireless

communication, or may be interconnected via a backbone

network, or via a mesh network of RSUs [17]. Figure 1

depict the schematic of the use of RSUs to extend the net-

work coverage. In Fig. 1(a) a source vehicle attempts to

transmit a packet forward along the route. Packet loss oc-

curs due to a large inter-vehicular gap w.r.t the source trans-

mission range, and no RSU can act as relay node toward

a destination vehicle. In Fig. 1(b) the source vehicle trans-

mits a packet to a RSU acting as relay node. The packet is

received by the destination vehicle, due to the presence of

a RSU along the route, which extends the source vehicle’s

transmission range.

Fig. 1. Schematic of the use of RSUs in a vehicular network to

avoid packet losses: (a) packet loss, (b) effective reception.

The network model has been simulated using ns2 [20], and

the mobility traces have been generated by SUMO tool [21].

In particular, the used mobility trace is based on a existing

highway map from the city of Rome (Italy). Figure 2 de-

picts the portion of a very well known highway in Rome,

called GRA (Grande Raccordo Anulare)5, which has been

used for our simulations.

Different environment configurations have been simulated,

varying the mobility traffic level (i.e., from sparse to dense

5 Literally, “Great Ring Junction” that is a toll-free, ring-shaped orbital

motorway, encircling the city of Rome.
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Fig. 2. Map of a portion of GRA highway in Rome (Italy).

traffic scenarios), and the presence of network infrastruc-

ture (i.e., RSUs positioned near the routes). Two sets of

simulations have been performed, such as:

• V2V-oriented, which is aimed to evaluate V2V com-

munications only, and no RSU is considered;

• V2I-oriented, which is aimed to evaluate not only

V2V, but also V2I communications, due to the in-

creasing number of RSUs.

In both cases, the following three scenarios, depicting real

vehicular traffic, have been simulated:

• Smooth-flowing – sparse – traffic scenario, where

traffic is assumed to be disconnected, as typical of

night hours. In particular, we simulate 90 vehicles

driving at variable speed, as typical of highway en-

vironments.

• Dense traffic scenario, i.e. the inter-vehicle distance

is almost small, but connectivity is not always guar-

anteed. Basically, we simulate a high number of ve-

hicles up to 180.

• Rush hours scenario, i.e. with high vehicular density

(i.e., 300 vehicles moving inside the vehicular area),

as typical of rush traffic hours.

Figure 3 depicts the three simulated traffic conditions. We

assume that each vehicle is equipped with IEEE 802.11n

transceivers, allowing to act as a mobile relay node, and

a GPS receiver, allowing information on vehicle’s local-

ization. More in detail, in our simulations we consider

the design specifications of RSUs and the on-board equip-

ment for V2I and V2V communications, according to

Savari Networks [22]. We consider the Savari MobiWAVE

On Board Equipment (OBE), which is mounted on-board

and is comprised of the main devices for safety applica-

tions (e.g., the Vehicle Awareness Device, the Automotive

Safety Device, and more others), and the StreetWAVE RSU

that is a fixed wireless gateway that can be mounted on

Fig. 3. The three typical simulated traffic conditions inside the

vehicular network. (a) Case 1: smooth-flowing traffic scenario,

(b) Case 2: dense traffic scenario, and (c) Case 3: congested traffic

scenario.

Fig. 4. Savari devices for RSU and on-board unit, [22]. (a) Savari

MobiWAVE OBE, and (b) StreetWAVE RSU.

a road side traffic pole, working according to ITS applica-

tions. Figure 4 (a) and (b) depict the Savari MobiWAVE

OBE, and the StreetWAVE RSU, respectively [22].
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All vehicles are equipped with the Savari MobiWAVE

OBE, featuring of a IEEE 802.11p network interface card,

a highly accurate GPS receiver and a 5.9 GHz DSRC radio.

Packets are generated with a constant generation rate, and

are transmitted according to a fixed data rate.

On the RSUs’ deployment in the vehicular network, four

configurations have been considered. In the first case, no

RSUs have been included in the scenario; in the second

configuration, a dense deployment of RSUs has been in-

troduced (i.e., with a non-uniform RSUs gap), while in the

third and fourth cases, RSUs are separated respectively at

1 and 2 km each other. In Table 1, we summarize the main

parameters used for all the scenarios.

Table 1

Simulation parameters setup

Parameter Value

Network Simulator NS2

Traffic Simulator SUMO

Number of vehicles [90,300]

Vehicular area 14 km2

Simulation time 300 s

Vehicle and RSU MAC IEEE 802.11p

RSU range [1000,2000] m

Data Transmission Flow UDP

Transmission range 300 m

Data rate 6 Mbit/s

Propagation model Free Space

The simulation results have been compared in all the scenar-

ios, in terms of network performance through the following

metrics:

– Throughput, as the total amount of data transmitted

from the source to destinations in a unit period of

time,

– End-to-end delay, as the total latency experienced by

a packet routed from a source vehicle to a destination

node inside the network.

Fig. 5. Comparison of average throughput experienced by ve-

hicles communicating via V2V only, in different traffic scenarios

(i.e., sparse, dense and congested).

Fig. 6. Comparison of average delay experienced by vehi-

cles communicating via V2V only, in different traffic scenarios,

(i.e., sparse, dense and congested).

Fig. 7. Throughput [kbit/s] vs. simulation time in different sce-

narios, i.e., (a) Smooth-flowing traffic scenario, (b) dense traffic

scenario, and (c) congested traffic scenario. Notice an increase

of performance in all the configurations, mainly due to a higher

vehicular traffic density.
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In Fig. 5 and Fig. 6, throughput and delay are evaluated

in different traffic scenarios, for the case of V2V-oriented

simulations. We notice how, on one side, throughput per-

formance increases for higher number of vehicles available

to communicate each others and in the other side, the aver-

age delay increases due to collisions and congestions. This

aspect shows also the influence of market penetration of

smart vehicles enabling for inter-vehicle communications.

The most interesting results are when connectivity

is supported both by V2V and V2I communications

(i.e., V2I-oriented). This represents the most expected sce-

nario configuration for future envision of smart cities,

where mobility and communications in vehicular environ-

ments are supported by vehicles as well as existing network

infrastructure. In Fig. 7(a), we show the throughput per-

formance for different values of the number of RSUs; in-

creasing the number of RSUs provides an increasing trend

of throughput, reaching up to 60 kbit/s. However, also con-

sidering RSU at 1 km of distance each other has a positive

impact on throughput. On the other hand, performances get

worse when the distance among RSUs increases, as shows

the throughput trend for RSUs at 2 km.

Fig. 8. Variable RSUs deployment in different scenarios.

(a) Dense RSUs deployment in the center and near the ramps

of the GRA, while low RSU density in highway, (b) 13 RSUs

in a dense configuration, deployed at 1 km each other, and

(c) 9 RSUs in a sparse configuration, deployed at 2 km each

other.

In Fig. 7(b), network performance are evaluated in terms

of throughput for the dense traffic case. In this case, the

density of vehicles is increased; this leads to an improve-

ment of performances, and all the curves are converging

towards the same value. Notice how performances increase

for a dense deployment of RSUs in the vehicular network;

this also implies that throughput is stable at 350 kbit/s.

A variation of performances can be seen at the beginning

of the simulation when the vehicles are starting to move be-

fore they create dense traffic scenario. Finally, in Fig. 7(c),

the obtained throughput when considering a congested net-

work is illustrated. Also for this scenario, an increasing

trend of the throughput is obtained when RSUs are at 1 km

of distance each other. Notice how performances increase

in all the configuration; this can impact on the number of

rebroadcast packets, causing network congestions.

The network performances have also been evaluated in

terms of end-to-end delay. The end-to-end delay represents

an important issue when dealing with vehicular communi-

cation systems (e.g., a safety message should be received

in a very short time). In this paper, the end-to-end delay

is evaluated considering the inter-RSU distance inside the

network. In fact, the propagation delay should decrease as

the distance of RSUs decreases. For the performance anal-

ysis only the smooth-flowing case is taken into account,

and the reason lies since for dense or congested traffic

scenario there is no lost of connectivity. The end-to-end

delay has been evaluated according to previous configura-

tions, i.e., RSUs in a dense deployment (i.e., at < 1 km

inter-RSU distance), RSUs laying at 1 km each other, and

RSUs laying at 2 km each other. Figure 8 depicts the dif-

ferent scenarios with varying RSUs deployment.

Figure 9 depicts the comparison of end-to-end delays6 for

the three different configurations of RSUs’ deployment, in

the case of smooth-flowing traffic since this represents the

most challenging scenario for packet transmission delay.

It is possible to note that, as expected, small increases of

delay occur as the inter-RSU distance increases.

Fig. 9. Packet delay [µs] for a given vehicle vs. simulation time,

for different RSUs deployments in the vehicular network. Large

gaps between RSUs affect packet delivery delay.

6 The end-to-end delay is for a reference vehicle only, chosen randomly

among all the vehicles in the network. In this particular case, the packet

delay exists for t ≥ 220 s.
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Table 2

Performance and cost comparison among different RSUs’ deployment configurations within the portion of GRA in Rome

Max Throughput in:
Cost

Number of RSUs Smooth-flowing traffic scenario Dense traffic scenario Congested traffic scenario
[kUSD]

[kbit/s] [kbit/s] [Mbit/s]

0 30 30 1.5 0

18 60 490 1.8 180

13 57 400 1.7 130

9 44 360 1.6 90

Finally, we provide some considerations on the optimal

configuration to adopt for the deployment of RSUs, in or-

der to maximize network performance, while keeping low

the economic requirements. By considering the installation

costs of Savari MobiWAVE OBE, and StreetWAVE RSU,

(i.e., 4 and 10 kUSD, respectively), the following Table 2

compares the different configurations of RSUs (i.e., from

the absence of RSUs up to 13 RSUs that is the maximum

number of RSUs assumed in our simulations). Considering

the maximum achievable throughput and the costs, we can

conclude that the optimal configuration is for 13 RSUs. In-

deed, the differences of maximum achievable throughput in

different scenarios are comparable (i.e., only 3 kbit/s low in

the smooth-flowing traffic scenario, and around 100 kbit/s

in other scenarios). On the other hand, with this configu-

ration we obtain a cost saving of 50 kUSD. This demon-

strates that the deployment of a large number of RSUs does

not necessary provide a significant enhancement in network

performance, but also can have a negative impact on the

energy consumption.

5. Conclusion

In this paper, a performance evaluation of broadcast rout-

ing protocol in a VANET has been analyzed and discussed,

also taking into account the deployment of RSUs inside

the vehicular network. The performance analysis has been

evaluated in a most realistic scenario (i.e., a selected por-

tion of GRA in Rome) shown that for increasing vehicular

densities we obtain high values of throughput.

By including several RSUs along the vehicular network,

the end-to-end packet delay – evaluated for a given vehi-

cle – decreases and at the same time, the network through-

put shows a better trend. On the other side, an extended

number of RSUs has a negative impact on energy and

costs consumption in the VANET. A trade-off among an

increased throughput and decreased end-to-end delay, and

an increased energy/cost consumption is necessary to de-

sign an effective vehicular network.
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Abstract—Theoretical considerations of the multicast Qual-

ity of Service (QoS) routing have been a rapidly develop-

ing and dynamic research area for years. Several algorithms

derived from different approaches have been proposed, while

the pool of valid solutions to the problem is steadily grow-

ing. When new solutions are compared with their predeces-

sors, as much information as possible about their character-

istics and differences is needed. Both the graph theory and

the optimization theory provide robust and objective means

of comparing not only algorithms, but also the results they

produce. However, any possible extension to the compari-

son methods is vital and can bring interesting new infor-

mation that would eventually lead to innovative conclusions.

This article presents a method, derived from practice and ex-

perience, that simulates the drainage of resources accumu-

lated by consecutive communication allocations. The nature

of this comparison is an extension to the classical measure-

ment of the success ratio and this creates a context of the

continuous measure of a success rather than a simple bi-

nary value. In this article such a method with regard to al-

gorithms optimizing multicast problems for more than two

criteria is used for the first time and leads to an interesting

conclusion about the influence of the number of the criteria on

the result.

Keywords—evaluation, graph algorithms, multicast, QoS, re-

source drainage, routing.

1. Introduction

The concept of QoS is the foundation of the process of

network convergence. A multitude of services can be pro-

vided over the network with the use of a single medium

because their requirements are often disjoint. For example,

data transfer services may easily coexist with the narrow-

band real time traffic as the former mainly require large

bandwidth, whereas the latter are mostly satisfied with just

stable delay guarantees.

One of the more popular techniques in modern networks is

the multicast transmission. It enables simultaneous com-

munication of a group of users which, when properly

implemented, may offer great resource savings as com-

pared to the basic point-to-point communication based ap-

proach. The real time multicast transmission of multime-

dia content is a widely-used traffic type, which is a chal-

lenging research subject as there is a great demand for

it in the rapidly developing area of multimedia telecom-

munications.

The model considered in the article is the Constrained

Minimal Steiner Tree Problem (CMSTP), [1], [2] that in-

volves connecting a single source with multiple destinations

in such way that one of the multiple metrics of the struc-

ture is minimal, under the restriction that the others do not

violate respective constraints. Therefore, when comparing

different algorithms, one has to examine the costs of the

multicast tree found in a given graph for given input pa-

rameters. The evaluation of the result is a non-trivial task.

The metric which is to be minimized should obviously be

the lowest, but the constrained metrics may be of greater

or lesser importance depending on assumed goals. For

example, from the user point of view, any result that sat-

isfies the constraints will be acceptable. It may even be

advantageous if the resulting constrained metrics are sig-

nificantly lower than the proposed constraints. This may,

however, lead to an excessive resources drainage which is

harmful for the service provider.

From the provider’s point of view, the higher the con-

strained metrics, the better (provided that the constraints

are not violated) as it allows providers to save their valu-

able resources. In this article, the provider’s point of view

is taken, and so the resources savings process is marked

as the main goal. In order to achieve this, an unorthodox

comparison technique is to be used. Instead of measuring

trees metrics, a special resource drainage scenario has been

simulated. In the article, the multicriterial algorithms are

compared in this way, and the results of different numbers

of criteria are then compared to show how the properties of

a given algorithm change with the number of the metrics

to be considered.

The article starts with an overview of the available algo-

rithm evaluation techniques and places the one presented

by the authors in Section 2. Section 3 introduces a math-

ematical model used for a description of the algorithms’

input and output, which also constitutes the definition

of the considered CMSTP problem. In Section 4, the

algorithms that have been compared are characterized

briefly and the rationale behind the selection of these par-

ticular algorithms as the representatives is also provided.

Sections 5 and 6 present the experiment description and

the presentation and discussion of the obtained results, re-

spectively. Finally, Section 7 concludes the article.
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2. Means of Algorithm Comparison

2.1. Evaluation Criteria

The classical purpose of the graph optimization is to find

paths, trees or other sub-graphs of the lowest cost. This

requirement naturally leads to the cost of the resulting

structure as the comparison criterion. In the case of prob-

lems with a reasonable complexity, we usually consider

algorithms that guarantee finding an optimal solution and,

therefore, the running time complexity is the key to evalu-

ate the algorithms’ quality [3], [4]. This kind of compari-

son is one of the fundamental concepts of the optimization

theory.

If an N P problem is considered, such as the CMSTP [1],

then optimal solutions are in general non-reachable by any

dependable means and thus the computational complexity,

while still important, is no longer the only determinant fac-

tor. The desired solutions are imminently suboptimal, but

the goal is to reach the ones that are possibly closest to

the optimum. In order to deal with the algorithm evalua-

tion within limited knowledge, relative values such as the

differences between the quality metrics of the results are

used. Such an approach is very popular in practice and

is presented in [5], among others. What is more, feasi-

ble solutions to such problems may not be always readily

available and, therefore, often the success rate [3], [6] or

the deviation of the actual value from the constraint [3],

[7], [8] are to be additionally considered.

As an extension to the aforementioned typical ways of

evaluating graph algorithms, another approach is presented

in [9]. It simulates the depletion of graph resources un-

der an infinite load of multicast connection requests. The

objective is to set up multicast trees for randomly selected

node groups one after another, increasing the cost of the

occupied edges after each allocation. If a cost of any edge

grows beyond a certain limit reflecting the complete deple-

tion of its throughput, the edge is removed from the graph.

This is performed until the graph connectivity is broken,

after which point the graph is no longer considered valid.

The result of the simulation is the number of the trees that

were allowed to be set up by the algorithm before the graph

became disconnected. Ref. [9] presents the methodology

for the optimizations of two criteria only.

One of the advantages this approach gives is the relevance

to the real life situations in which dynamical structures

are considered and the resources management is important

throughout a long period of time. The approach also al-

lows improvement to the success rate measurement. In the

case in which two algorithms lead to feasible solutions, the

classical approach will judge them equally efficient. How-

ever, in our approach further allocations are requested so

that we can measure and compare continuous measures of

the success instead of a binary value.

As an innovation, in this article multiple criteria are con-

sidered and the dependency of the results on the num-

ber of the considered criteria are presented in the relevant

section.

2.2. Problem Properties

There is a number of important parameters of the experi-

ments that describe the problems solved by the evaluated

algorithms.

A very important factor is the size of test topologies. Run-

ning times directly depend on this parameter, but it may

also impact the algorithm procedures indirectly, which is

only visible when results for an increasing number of net-

work nodes are presented.

In addition, statistical and topological properties of graphs

should be taken into account as there exist a lot of means

of obtaining random topologies [10]–[14] and each of

them is better suited to reflect different real life net-

works [15], [16].

This article considers the constrained problems, therefore

there is one more important aspect to the graph problems,

which is picking constraints so that they are well suited for

the comparison. If the constraints are too strict, not many

results will be found, if any, and therefore their statistical

quality is going to be low unless great amount of computa-

tional effort is put into obtaining a sensibly large sample of

valid results. On the other hand, if the constraints are too

loose, many of the algorithms obtain feasible results early,

without any need to perform stronger optimizations, which

makes it harder to expose their unique properties. Arti-

cle [8] presents a technique for picking a single constraint

based on a scalar indicating the “toughness” of the prob-

lem within the range of (0,1), 0 or less meaning unsolvable

problem, and 1 or more meaning a problem that may be

solved without any particular optimization with regard to

the constrained metrics. In this article, the method has been

generalized to include multiple criteria, and this multidi-

mensional variant has been used to generate the problems

in the simulations for this article.

Another factor determining how hard the problems are is

the size of the multicast group to be connected. It not only

affects the complexity of the computations, as most of the

algorithms’ running times depend directly on the number

of multicast participants, but also impacts the amount of

the resources that is drained from the graph after each tree

has been set up.

3. Mathematical Description

of the Problem

We model communication network as an undirected graph

G(N,E) defined as a finite set of nodes N and a set of edges

E ⊆ {(u,v) : u,v ∈ N}, each of which reflects a physical

point-to-point link. With each of the edges, we associate

a set of M metrics modeled with real valued functions: mi :

E → R, i = 0,1, . . . , M−1. For each of the metrics except

the first one we define the constraints Ci, i = 1,2, . . . , M−1.

We define a path as a sequence of non-repeated nodes

n1,n2, . . . ,nk ∈ N such that for each 1 ≤ i < k an edge
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(ni,ni+1) ∈ E . The cost of the path p with regard to the

metric i is defined additively as:

mi(p) = ∑
e∈p

mi(e). (1)

In this article we evaluate algorithms of the multi-

constrained path optimization problem (MCOP), which can

be reduced to finding a path p∗ such that:

∀p∈P(s,t)m0(p∗) ≤ m0(p), (2)

where P(s,t) is a set of the feasible solutions, i.e., all the

paths in the graph G between the nodes s and t that fulfil

the following condition:

∀i∈(1,2,...,M−1)mi(p) ≤Ci. (3)

4. Evaluated Algorithms

4.1. HMCMC

The Heuristic Multi-Constrained MultiCast (HMCMC) al-

gorithm [3] represents a purely multicriterial multicast al-

gorithm. It is based on a two-pass modified Dijkstra’s al-

gorithm in which both the passes utilize a non-linear cost

definition. The first of the passes is performed from the

destination to all the other nodes in the graph. In this way,

a set of labels is defined for each node describing its heuris-

tically defined distance to the destination node. If the tree

that is formed this way satisfies all constraints in the paths

towards all of the receivers then it is accepted as a final

result. Otherwise for each of the destinations that have not

been connected to the source via a feasible path, another

pass is performed aimed at the optimization of the connec-

tion between the particular pair of nodes. The computations

for the specific paths are done with use of the information

gathered in the initial pass so the results are of better qual-

ity than the initial ones at the cost of an additional path

finding algorithm run.

4.2. Aggregated MLARAC

In order to demonstrate the discriminating qualities of the

presented comparison technique, an algorithm of a very dif-

ferent nature has been selected as the contrasting example.

A multicriterial unicast Multi-dimensional LAgrangian Re-

laxation based Aggregated Cost algorithm (MLARAC) [17]

has been chosen as its base. In this class of algorithms, the

source node is connected with all destinations one by one,

resulting in a collection of paths. These paths are then

merged into a single subgraph that is, in turn, pruned in or-

der to remove potential cycles from the structure. Such an

approach has been earlier demonstrated in [18]–[20], how-

ever only two criteria were involved, whereas the MLARAC

algorithm handles an arbitrary number of criteria and is

used in such an aggregated form for the first time in this

article.

4.3. Aggregated HMCOP

In order to provide better exploration of the aggregated

unicast algorithms another unicast algorithm is introduced.

Heuristic MultiConstrained Optimal Path HMCOP [6] is

a non-linear Lagrangian relaxation based multicriterial

path optimization algorithm. The authors introduce a new,

non-linear cost function, which is then used in a two pass

Dijkstra’s algorithm based search. The first step plays the

role of the precomputation providing information for the

second pass so that it may efficiently chose good, heuristic

result.

5. Experiment Description

The comparison of the multicriterial algorithms is a hard

task not only because of the complexity of the algorithms

themselves, but also because of the multitude of detail in-

volved in the performance of the simulation, let alone its

initiation.

All the parameters that were considered in the experiments

were broken into two main categories: the fixed and the

variable arguments. The fixed arguments are the assump-

tions we have chosen experimentally in order to most ef-

ficiently expose the searched quantities. The variable ar-

guments are the ones that build up the set of the resulting

charts, i.e., the multidimensional results’ space.

5.1. Fixed Parameters

Several minor decisions had to be made in order to perform

the experiments.

Drainage arguments. The parameters for the drainage

simulation were based on the solutions from the OSPF pro-

tocol [21] that provided the translation between the edge’s

cost and the parameters of the underlying physical link:

throughputi j =

[

CminCmax

ci j

]

, (4)

where Cmin and Cmax are the borders of uniform distribu-

tion range, and ci j is the cost of the link between node i

and j. OSPF uses 10
8 in the numerator, though, based on

the actual topologies used in the simulation, we experimen-

tally chose 10
4.

For each stream of data flowing through a link we assumed

the drainage of 10 Mbit/s of throughput.

Degree of toughness. A special procedure was used to

determine the constraints for the simulated problems. It is

presented in [8] and, then, generalized for the multidimen-

sional problems in this article. The coefficient of 0.9 was

chosen, which in the scale from 0.0 to 1.0 reflects rela-

tively easy problems. The value was defined arbitrarily in

order not to limit the result counts too much so that the

differences between the algorithms could be better seen.

Number of graphs. To guarantee the statistical quality,

300 graphs were picked randomly to be considered in each

of the major simulation case, which guaranteed the confi-
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dence intervals two orders of magnitude less than the ob-

tained average values.

5.2. Experiment Variables

Four of the considered simulation parameters were selected

as the variables for the presentation of the results. These

are:

– the topology generation algorithm,

– number of the graph nodes,

– size of the multicast group,

– number of the considered criteria.

The first of the above has been chosen in order to reduce the

risk of the selected topologies influencing the results too

significantly. They are expected to have some impact, so no

conclusions should be considered general until confronted

with the results for different types of topologies. The fol-

lowing criteria: the number of nodes and the multicast

group size are typically used in comparisons [5], [7] and

do not require additional explanation. The final variable is

one of the improvements of this particular article. As the

extension to the previously presented evaluation method-

ology, the additional dimension of the constraints count

is added to the results’ space. Choosing it as one of the

variables presents an interesting context of the increasing

complexity of satisfying an increasing number of QoS re-

quirements.

Two methods of the topology generation have been selected

for the experiment. The Waxman’s [22] and the Barabasi-

Albert’s [23] techniques. The numbers: 50, 100 and 150

were selected as the graph sizes. The numbers 2, 3 and 4

were selected for the number of criteria parameters, which

reflects a gradual departure from the typical two-criterial

comparison. The size of the group was chosen as the main

variable and therefore we considered multiple cases of it:

4, 8, 12, 16, 20, 24 and 28.

6. Experiment Results

The experiment results support the claim that the resource

drainage evaluation may reveal interesting properties of al-

gorithms. Figures 1–3 present the comparisons of the three

algorithms in the Waxman’s graphs of 50, 100 and 150

nodes, respectively. Analogically Figs. 4–6 depict the re-

sults for the computations in the Barabasi-Albert’s topolo-

gies. In each of the charts, three sets of plots may be seen.

One for the Aggregated MLARAC algorithm, one for the

Aggregated HMCOP algorithm and one for the HMCMC

algorithm. For each of the three, a set of plots is presented

for 2, 3 and 4 criteria.

Each of the charts provides evidence that the HMCMC

algorithm produces results that are in general the best in

most of the cases. However, further details may be observed

as well.

Fig. 1. The comparison results for 50 nodes and Waxman’s

topology.

Fig. 2. The comparison results for 100 nodes and Waxman’s

topology.

Fig. 3. The comparison results for 150 nodes and Waxman’s

topology

First of all, a non-linear characteristics of the HMCMC re-

sults in the function of the multicast group size may be ob-

served. Also, the curves present different shapes for a dif-

ferent number of the considered criteria, which shows that

the experiment presented in this article revealed previously

unknown information. For small multicast groups, the al-
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Fig. 4. The comparison results for 50 nodes and Barabasi-

Albert’s topology.

Fig. 5. The comparison results for 100 nodes and Barabasi-

Albert’s topology.

Fig. 6. The comparison results for 150 nodes and Barabasi-

Albert’s topology.

gorithm tends to produce worse results with the increasing

number of the considered criteria, which shows its vulner-

ability with regard to this parameter. At the same time, the

same value is very high in the case with only two metrics

being considered.

One of the aggregation based algorithms, the aggregated

HMCOP, presents comparable performance which may be

explained by the fact that it is in principle very similar to

the HMCMC at the level of the path finding process. Be-

cause the HMCMC approach is optimized in comparison

to the aggregation of the HMCOP, and because the final

results are similar it may be stated that the HMCMC al-

gorithm turns out better than the aggregated HMCOP with

the regard to the assumed comparison criteria.

Different conclusions may be drawn for the Aggregated

MLARAC algorithm. Firstly, the results tend to be of

low quality for greater numbers of the considered criteria,

though certain results are still obtained that could poten-

tially present a very good result in the case of the classical

success ratio approach. On the other hand, the curve emerg-

ing for the low number of the criteria is close to those of

the HMCMC.

It is clearly visible that the relationships between different

results are very similar in case of both the Waxman’s and

Barabasi-Albert’s topologies. They are however different

in scale. It can be noticed that some of the phenomena

described above are a lot better visible in case of the Wax-

man’s graphs, especially for the greater amounts of nodes.

A minor conclusion may be therefore made that using dif-

ferent topologies, even if does not change the general com-

parison result, may contribute significantly to the results

readability.

In general, a conclusion may be drawn that for a small

number of the criteria and large number of participants,

all algorithms present comparable performance, though the

HMCMC algorithm is still superior. HMCMC and the

aggregated HMCOP results present a non-linear asymp-

totically decreasing trend, whereas those for the Aggre-

gated MLARAC, though being relatively poor, remain con-

stant. In addition, the HMCMC and the HMCOP algo-

rithms present an interesting instability in relation to the

number of considered metrics in the case of small multi-

cast participant groups.

7. Conclusion

The class of the multicriterial constrained multicast routing

problems presents a non-trivial level of complexity. Fol-

lowing this concept, a need for a broad analysis techniques

spectrum arises. In this article, several of the techniques are

described, including a presentation of an innovative tech-

nique. The resource drainage comparison presents an in-

teresting extension to the concept of the algorithm success

rate analysis, which is supported by the provided interesting

and valuable results of the experiments. It has been shown

that exploring not only the space of the algorithms, but also

the space of their comparison is worth an increased amount

of effort as the conclusions may render different algorithms

useful in different situations. In addition, the stability of

the algorithms against changes in different conditions can

be shown with the use of the innovative and non-standard

analysis.
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Abstract—This article presents a new recurrent method for

modelling multi-service switching networks with overflow

links. In the proposed method, the blocking probability for

a given stage of the switching network is determined on the ba-

sis of the characteristics of the preceding stage. A particular

attention is given to a possibility of a considerable reduction

of the internal blocking probability of the switching network

that would result from an application of additional overflow

links between neighbouring switches of the first stage of the

network. The results of the analytical modelling of selected

multi-service switching networks with overflow links in the

first stage are compared with the results of the simulation ex-

periments. The study confirms the accuracy of all the adopted

theoretical assumptions in the proposed analytical model of

the multi-service switching network.

Keywords—inter-section links, switching networks.

1. Introduction

Switching networks are essential for the efficient operation

of many devices used in network nodes. The parameters

of the switching network directly influence the operation of

the network in terms of average connection speed and have

an effect on the availability of resources for the network’s

users. Hence, a choice of the optimal switching network

with regard to its efficiency and economy is absolutely vital

for the effective operation of the network.

Switching networks can be generally divided into non-

blocking and blocking networks [1]. Non-blocking net-

works are the most effective in terms of traffic efficiency

as they eliminate the phenomenon of the internal blocking.

The phenomenon involves the impossibility of setting up

a connection in the switching network that has free available

input and output. The structures of non-blocking networks,

however, are very expensive since they require a great num-

ber of switching elements and advanced controlling algo-

rithms. In this case, the increase in the traffic effectiveness

of the network is disproportionally burdened economically

as compared to costs of its construction. Blocking networks

allow for a loss in part of offered traffic due to the occur-

rence of the internal blocking phenomenon. Even though

this limitation is a hindrance, solutions based on blocking

networks structures are viable and economically reasonable

(on account of a lower number of switching elements) and

are commonly applied in practice.

There are a number of methods for limiting the influence

of the phenomenon of the internal blocking in blocking

networks [2]. The three most important include: dynamic

routing, call repacking and changes in the structure. The

first two methods are based on the implementation of ded-

icated controlling algorithms that decide on the way con-

nections are set up. However, these solutions do not require

changes in the structure, they increase considerably the load

of the controlling device and, in consequence, slow down

the operation of the switching network. The third approach

does not involve any interference into the controlling al-

gorithms, but it requires a change in the structure of the

switching network. One of the options that is character-

ized by a relatively small change in the structure is the ap-

plication of overflow links. This option requires switches

with increased number of inputs and outputs to be applied

in a given stage of the network. Switching networks with

overflow were implemented for the first time in production

practice in the Pentaconta cross-bar exchange as early as

the 1970s and the 1980s [3]. In Pentaconta switching net-

works, overflow links were used in the first stage. This

solution eventually led to a decrease in the internal block-

ing probability by several per cent [4]. The possibility of

the application of overflow links in switching networks of

electronic automatic telephone exchanges were later anal-

ysed in many interesting works, including [5]–[7].

Present-day networks service multi-service traffic [8], [9].

The possibility of the application of overflow links in multi-

stage switching networks is examined by simulation meth-

ods in [10], [11]. These studies have confirmed significant

increase in the effectiveness of the switching network with

overflow links measured by a decrease in, and in some

cases a virtual elimination of, the phenomenon of the in-

ternal blocking.

Switching networks with single-service traffic and overflow

links are analysed in [3]–[7]. In [4], to model these net-

works, overflow models were used [12], while to evaluate

changes in the blocking probability depending on the ca-

pacity of overflow links the exponential function was used.

Ref. [7] applies a modification to the effective availabil-

ity method [13], [14] that was also used in many vari-

ants to model single-service blocking switching networks,

e.g., in [15]–[18].

The effective availability method is based on a reduction

of the blocking probability in a multi-stage network to the

calculation of this probability in the single-stage system,
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i.e., in a non-full-availability group [19]. The accompany-

ing assumption is that the non-full availability group has the

same capacity as the output group of the switching network,

and that the availability (the so-called effective availability)

is determined on the basis of the structure of the switching

network and offered traffic. Article [20] proposes an inter-

esting variant of the effective availability method, the so-

called recurrent method in which the blocking probability

in stage x of a multi-stage switching network is determined

on the basis of the blocking probability in stage x−1.

In [21]–[23], to analyse multi-service switching networks

the effective availability method is used. The method in-

volves an exchange of the multi-service switching network

into the equivalent model of a single-service network. The

effective availability for calls of a considered class is de-

termined in the equivalent network. After determining ef-

fective availabilities for individual classes of calls, on the

basis of appropriate models of groups with multi-service

traffic [24], the internal and the external blocking proba-

bilities in the switching network are determined. For the

analysis of multi-stage multi-service switching networks,

[25], [26] propose a recurrent method, the so-called SN-

BPPRec method (Switching Networks – BPP – Recur-

rently). Effective availability methods are characterised

by great accuracy, are of universal nature, and can be ap-

plied in modelling multi-service switching networks with

any structure and any mixture of offered traffic.

In [27], to analyse multi-service switching networks with

overflow links and the point-to-group selection, the ap-

proach proposed in one of the effective availability meth-

ods is used, i.e., the so-called PGBMT method (Point-to-

Group Blocking with Multi-rate Traffic) [21]. Article [28]

discusses a method for modelling multi-service switching

networks with overflow links and the point-to-point se-

lection. Ref. [29] proposes a method for modelling net-

works with overflow links that are offered Engset traffic.

The present article aims at a modification of the recurrent

method [25], [26], which will make it possible to model

multi-service switching networks with overflow traffic and

the point-to-group selection in a much easier way than in

the approach proposed in [27], [29].

The structure of the article is as follows. Section 2 de-

scribes the structure and operation of a three-stage Clos

network [30] with overflow links. Section 3 discusses the

concept of the equivalent network and the assumptions for

the recurrent method [26]. Section 4 proposes a modifica-

tion to the recurrent methods and algorithms for modelling

multi-service switching networks with overflow links. In

Section 5, the results of the calculations are compared with

the results of the simulations for selected switching net-

works. Section 6 sums up the article.

2. The Structure and Operation of the

Switching Network with Overflow Links

Figure 1 shows the structure of a multi-service, three-

stage Clos switching network. This network is composed

of k×k symmetrical switches in each stage. All input, out-

put and interstage links in the network have the same ca-

pacity of f allocation units, the so-called Basic Bandwidth

Units (BBU) [31]. Output links of the switching network

are grouped according to directions in such a way that each

i-th output link of each switch of the last stage belongs to

the i-th output direction. The network, composed of k× k

symmetrical switches, has thus k output directions.

In the switching network presented in Fig. 1 overflow links

in the first stage are used. When this is the case, the

overflow links connect the additional output of a given

switch with the additional input of a neighbouring switch

of the first stage (Fig. 1). The output of the last switch is

connected with the additional input of the first switch of

the first stage. A relevant simulation study was performed

in [11], [10] in regard to the introduction of overflow links

to different stages of the network. The study proves that

the introduction of a system of overflow links to the first

stage of the network, as shown in Fig. 1, is the most ef-

fective. It was also verified in the course of the study that

the application of overflow links with a twofold capacity

(i.e., 2 f BBU) is followed by a virtual elimination of the

blocking phenomenon in inter-stage links and a stabiliza-

tion of the internal blocking probability at the level of very

low values as compared to the external blocking probability.

In such circumstances, the switching network can be con-

sidered to be a quasi-non-blocking network. In the model

proposed in the article it is assumed that the capacity of

the overflow links is at least twice as high as the capacity

of the inter-stage link.

Fig. 1. The structure of a three-stage Clos switching network

with overflow links.

The point-to-group selection has been used in the switching

network. The algorithm for setting up a connection for this

type of selection in the network with overflow links operates

in the following way. After a new call appears in a given

input link of the first stage switch, the controlling algorithm

chooses a switch of the last stage that has an output link

in the demanded direction that has free resources to set up

the connection. In the next step, the controlling algorithm

attempts to set up a connection between selected switches

of external stages. If the connection cannot be set up, the

controlling algorithm attempts to set up a connection be-

tween a selected switch of the last stage and such a switch

of the first stage to which the considered switch of the first

stage has access to via an overflow link (the assumption is
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that a given call can make use of only one overflow link that

connects neighbouring switches of the first stage). If the

attempt at setting up a connection between these switches

fails to succeed, the controlling algorithm will choose an-

other switch of the last stage that has a free output link in

the demanded direction and will try to set up a connec-

tion with this switch directly or via an overflow link. This

operation is repeated until the connection is successfully

set up or all of the switches that have output links with

free resources in a given direction are checked. If, after

checking all switches, a connection still cannot be set up,

the controlling algorithm rejects the call due to the internal

blocking in the switching network. If all the output links

of a given direction are busy, i.e., have no free resources,

the controlling algorithm rejects the call due to the external

blocking in the switching network.

3. Equivalent Network

In this section the concept of the equivalent network will be

defined. The equivalent network is a single-service equiva-

lent of a multi-service switching network for calls of a given

traffic class. Then, the method for a determination of the

effective availability parameter in the equivalent switching

network will be discussed. This parameter forms the basis

for the evaluation of the internal blocking probability in

multi-service switching networks.

3.1. The Structure of the Equivalent Network

Assume that the switching network is offered multi-service

traffic that is a mixture of a number of different traffic

streams. In order to set up a connection of a given class, an

appropriate number of BBUs is required, called the demand

of a given class. Demands of different classes are different.

The call stream of each of the class is a Poisson stream

generated by an infinite number of traffic sources. The

service time of calls of each of the class is described by the

exponential distribution. It follows that all traffic streams

are Erlang streams [8], [9].

The basis for most of multi-service models of switching

networks is the notion of the equivalent switching network

for the traffic stream of a given class [21]. This means that,

for traffic of a given class, a fictitious model of the single-

service network servicing fictitious traffic of that class is

constructed. The equivalent network is thus a single-service

network with the same structure as the multi-service net-

work under consideration. In this network, each link has

a capacity of 1 BBU, while each call demands 1 BBU to

set up a connection. In networks carrying single-service

traffic (with the demand of 1 BBU), the average load of a

link (with the capacity of 1 BBU) determines at the same

time the value of the blocking probability of the link. In

multi-service models of switching networks, for a traffic

stream of a given class i, the multi-service switching net-

work is reduced to the equivalent network. Each link of

this equivalent network is allocated the load e(i), equal to

the blocking probability for a stream of class i in an inter-

stage link of the real multi-stage network. This probability

can be determined on the basis of the recursive Kaufman-

Roberts equations [32], [33] that determine the occupancy

distribution in the multi-service full-availability group with

the capacity equal to f BBUs:

n[Pn] f = ∑
M

i=1
Aiti[Pn−ti ] f , (1)

e(i) = ∑
f

i= f−ti+1
P[n] f , (2)

where:

[Pn] f – the occupancy distribution (the probability of the

occupancy of n BBUs) in the multi-service full-

availability group with the capacity of f BBUs,

Ai – the average traffic intensity of traffic of class i,

ti – call demand of class i, expressed in the number

of BBUs,

M – the number of traffic classes offered to the system,

e(i) – the blocking probability of calls of class i in the

multi-service full-availability group.

3.2. Effective Availability in the Equivalent Network

Having determined the parameter e(i), it is possible to eval-

uate the effective availability in the switching network for

calls of class i. The parameter can be determined on the

basis of the modified formula presented in [21] that was

derived for the recurrent method [26]:

de,z(i) = d(i,Vz,πz(i)) = [1−πz(i)]Vz + πz(i)ηY1(i) , (3)

where:

de,z(i,Vz,πz(i)) – the notation of the effective availability in

the form the function dependent on the

parameters i, Vz, πz(i), respectively,

de,z(i) – effective availability for the stream of

class i in a z-stage equivalent network,

πz(i) – direct unavailability probability of the last

stage switch for calls of class i, i.e., the

probability that a connection between the

selected first stage switch and the selected

last z-stage switch cannot be executed.

This probability is determined in many

methods for the evaluation of the effec-

tive availability, such as in [20], [18]–[23],

on the basis of the probability graph

method [34],

Vz – capacity of the output direction in the

equivalent network. For the network

shown in Fig. 1, this parameter is equal to

the number of switches of the third stage:

Vz = kz = k, (4)
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Y1(i) – the average fictitious traffic of class i, carried by

the first-stage switch; in the considered case of

the three-stage switching network, this parameter

is equal to:

Y1(i) = ke(i), (5)

η – part of fictitious traffic of the first-stage switch that

is carried by the considered direction. If we assume

that traffic is offered to each of the directions with

the same probability, then:

η = 1/k. (6)

The parameter de,z(i), which forms the basis for the de-

termination of the internal blocking probability, is used in

effective availability methods. The parameter determines

the average number of switches of stage z that is avail-

able from an input of a single first-stage switch for calls of

class i. The notion of availability determines those switches

with which a connection via free inter-stage links can be set

up (the first element of Eq. (3)), as well as those switches

with which the first-stage switch has a connection in a given

direction (the second element of Eq. (3)).

4. Recurrent Method for Modelling

Switching Networks with Overflow

Links

This section proposes a method for a determination of the

internal, external and the total blocking probability in multi-

service switching networks with overflow links. The basis

for the proposed method is the SN-BPPRec method, pro-

posed in [26], for multi-service switching networks with-

out overflow links. The latter method will be subsequently

modified and then used to analyse switching networks with

overflow links. The modification of the method involves

an introduction of a number of changes in the determina-

tion of the effective availability for subsequent stages of the

switching network.

4.1. Internal Blocking Probability

The internal blocking phenomenon in the multi-service

switching network occurs when a connection between given

switches of the first and the last stage (i.e., between a given

input and output link in a given direction) cannot be set

up due to the lack of free resources in inter-stage links.

In the SN-BPPRec method, the internal blocking proba-

bility Ein(i) for calls of class i is determined in a recur-

rent way.

In the recurrent model, the switching network is considered

as a set of sub-systems. The assumption is that each stage

of the network is composed of one or more subsystems

(Fig. 2). The unavailability probability for s-stage switch,

for calls of class i, i.e., the probability πs(i) in a sub-system

composed of s first stages of the switching network, can

be interpreted as the probability of the occurrence of the

blocking phenomenon Es−1(i) in a group of Vs−1 inter-

stage links that lead to one s-stage switch of the equivalent

network:

πs(i) = Es−1(i). (7)

Fig. 2. Multi-stage switching network with indicated parameters

used in the recurrent method.

Notice that, according to [16], the blocking probability in

a group of inter-stage links that lead to one switch of the s

stage, can be treated as the point-to-group blocking prob-

ability in a (s− 1)-stage subsystem of a z-stage switching

network. Therefore, the effective availability of the s-stage

sub-system is the function of the point-to-group blocking

probability of the (s−1)-stage sub-system of the switching

network:

de,s(i) = d(i,Vs,πs(i)) = d(i,Vs,Es−1(i)), (8)

where Vs is the capacity of the output group of the s-stage

sub-system of the switching network, i.e., the link group

that leads to one switch of the next stage.

In the SN-BPPRec method, the point-to-group blocking

probability in each equivalent sub-system of the switch-

ing network is approximated by the blocking probability in

the Erlang’s Ideal Grading (EIG) [19]:

Es(i) = EIF(As(i),Vs,de,s(i)), (9)

where EIF(A,V,d) determines the blocking probability in

the Erlang’s Ideal Grading with the capacity V , availability

d and the intensity of offered traffic A. This probability

is determined on the basis of the so-called EIF Formula

(Erlangs Interconnection loss Formula) [19]:

EIF(A,V,d) =

V

∑
i=d

(

i
d

)

/

(

V
d

)

(Ai/i!)∏i−1

l=d

[

1−
(

l
d

)

/

(

V
d

)

]

V

∑
j=0

(A j/ j!)∏
j−1

l=d

[

1−
(

j
d

)

/

(

V
d

)

]

(10)

Equations (7)–(9) determine the iterative algorithm for the

calculation of the blocking probability in the equivalent
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switching network. The algorithm proceeds as long as

the internal point-to-group blocking probability Ein(i) in

z-stage network is determined:

Ein(i) = Ez(i) = EIF(Az(i),Vz,de,z(i)). (11)

In Eqs. (9)–(11), the parameter Az(i) is the average inten-

sity of traffic of class i offered to one output direction in

the equivalent network with the capacity of Vz of output

links.

The operation of the algorithm commences with a determi-

nation of the blocking probability E1(i), i.e., the blocking

probability of a group of links that lead from one second-

stage switch to one sub-system of the first stage (Fig. 2).

The first-stage switch is the sub-system of the first stage

of the equivalent switching network. This sub-system is

a non-blocking system. Therefore, the following parame-

ters can be adopted: π1(i) = 1, V1 = 1 i de,1 = 1, because

only one output of the first-stage switch leads to a given

switch of the second stage. Hence, the parameter E1(i) can

be determined in the following way:

E1(i) = EIF(A1(i),1,1), (12)

where A1(i) is the average intensity of fictitious traffic of

class i offered to one switch of the second stage from one

sub-system of the first stage. One sub-system of the first

stage (i.e., one switch of the first stage) is connected to only

one switch of the second stage via one inter-stage link.

On the basis of Equations (1)–(2), we can determine ficti-

tious traffic e(i), carried by one inter-stage link of this type.

Since the link of the equivalent network has the capacity

of one BBU, then the relation between offered and carried

traffic can be expressed as follows:

e(i) = a(i)[1−E1(a(i))], (13)

where E1(a(i)) denotes Erlang B Formula [8], [9] that de-

termines the blocking probability in the group with the ca-

pacity 1 BBU which is offered traffic with the intensity a(i).
After elementary transformations in Eq. (13), we obtain:

A1(i) = a(i) =
e(i)

1− e(i)
. (14)

The SN-BPPRec method adopts the assumption that traffic

offered to the output group of stage s(s > 1), composed of

Vs links, is equal to:

As(i) = ks a(i). (15)

In the switching network presented in Fig. 1, the capac-

ity of the output group in each of the stages is equal to k.

The internal blocking probability in the switching network

shown in Fig. 1 (without overflow links taken into con-

sideration) can thus be determined in the three consecutive

steps.

Step 1:

de,1(i) = 1, (16)

E1(i) = EIF(a(i),1,1), (17)

Step 2:

de,2(i) = [1−E1(i)]k + E1(i)ηY1(i), (18)

E2(i) = EIF(ka(i),k,de,2(i)), (19)

Step 3:

de,3(i) = [1−E2(i)]k + E2(i)ηY1(i), (20)

E3(i) = Ein(i) = EIF(ka(i),k,de,3(i)), (21)

4.2. The External and the Total Blocking Probability

The phenomenon of the external blocking in the multi-

service switching network occurs when all output links in

a given direction have no free resources, i.e., the appro-

priate number of BBUs, to service a call of a given class.

The external blocking probability Eex(i) in the multi-service

switching network in the SN-BPPRec method is approxi-

mated by the blocking probability in the Limited Avail-

ability Group (LAG) [35]. The limited-availability group is

a model of k identical links, each with the capacity of

f BBU. The group can service a call of a given class

only when there is a possibility of a service of this call

in one (any) link of this group. The above definition of

LAG reflects the operation of the output group of the

multi-service switching network. The occupancy distribu-

tion and the blocking probability in LAG are described by

the Eqs. (22)–(23):

n[Pn]k f =
M

∑
i=1

Aitiσi(n− ti)[Pn−ti ]k f , (22)

Eex(i) =
k f

∑
n=k( f−ti+1)

[Pn]k f [1−σi(n)], (23)

where:

[Pn]k f – occupancy distribution (probability of the occu-

pancy of n BBU) in LAG with the capacity

of k f BBU,

Ai – the average intensity of traffic of class i offered to

LAG. This is traffic offered to a given direction,

i.e., to k output links of the considered switching

network,

σi(n)– the conditional transition probability for the call

stream of class i.

The conditional transition probability (state-passage prob-

ability) in the LAG model is the parameter that defines

the probability of favourable combinations of occupancy in

state n, i.e., such combinations that make it possible to ser-

vice a call of a given class in at least one link that belongs
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to LAG. In the LAG model [35] the conditional transition

probability is approximated on the basis of the following

combinatorial formula:

σi(n) =
F(k f−n,k, f ,0)−F(k f−n,k,ti−1,0)

F(k f−n,k, f ,0)
, (24)

where F(x,k, f ,t) is the number of arrangements of x free

BBUs in k links, each with the capacity of f BBU, with

the assumption that initially each link was assigned t free

BBUs:

F(x,k, f ,t) =

⌊

x−kt
f−t+1

⌋

∑
r=0

(−1)r

×

(

k

r

)(

x− k(t−1)−1− r( f − t + 1)

k−1

)

. (25)

After determining the internal blocking probability Ein(i)
and the external blocking probability Eex(i), we are in po-

sition to determine the total blocking probability Etot(i) for

calls of class i in the multi-service switching network. The

probability Etot(i) is the sum of the probabilities Ein(i) and

Eex(i) that exclude simultaneity of the occurrence of the

internal and the total blocking events:

Etot(i) = Eex(i)+ Ein(i)[1−Eex(i)]. (26)

The SN-BPPRec method – presented above – is character-

ized by high accuracy in the evaluation of the total block-

ing probability [26] and is particularly useful in modelling

switching networks with a high number of stages. The

simulation study performed by the authors also indicated,

however, significant errors in the evaluation of the inter-

nal blocking. Due to relatively low values of the internal

blocking probability, as compared to values of the external

blocking probability, this error cannot be easily discerned.

The next section proposes a modification to the recurrent

method for the calculations of the internal blocking proba-

bility that results in better accuracy in the evaluation of the

internal blocking probability.

4.3. Modified Internal Blocking Evaluation Method

The modified version of the recurrent method adopts that

the group of output links of a given stage is equal to the

sum of availabilities of sub-systems of the preceding stage.

If sub-systems of a given stage are identical, then the fol-

lowing can be written:

Vs = Ls−1de,s−1(i), (27)

where Ls is the number of sub-systems in stage s. Note

that in the Clos switching network (Fig. 3), only the first

stage is composed of L1 = k1 sub-systems. The remaining

stages include only one sub-system. Therefore, for the

three-stage Clos network we have:

L1 = k1, L2 = L3 = 1. (28)

The structure of the equivalent switching network that cor-

responds to the adopted assumptions is presented in Fig. 3.

The effective availability of s-stage sub-system in the modi-

fied structure of the equivalent network is then the function

of availability and the point-to-group blocking probability

in (s−1)-stage sub-system of the equivalent switching net-

work. In this case, for each s > 1, Eqs. (8)–(9) will be

written as follows:

de,s(i) = de,s(i,Vs,Es−1(i)), (29)

Es(i) = EIF(As(i),Vs,de,s(i)), (30)

where:

Vs = Ls−1de,s−1(i), (31)

As(i) = Ls−1de,s−1(i)a(i). (32)

Fig. 3. Multi-stage switching network with indicated parameters

used in the modified recurrent method.

For s = 1, the parameters V1 and de,1 are determined exactly

as in the recurrent method. The number of sub-systems in

a given stage of the considered Clos network is determined

by Eq. (28).

To sum up, the internal blocking probability in the

switching network presented in Fig. 1 and determined by

Eqs. (16)–(21) can be, in the case of the modified recurrent

method, written in the following way:

Step 1:

de,1(i) = 1, (33)

E1(i) = EIF(a(i),1,1), (34)

Step 2:

de,2(i) = [1−E1(i)]k + E1(i)ηY1(i), (35)

E2(i) = EIF(ka(i),k,de,2(i)), (36)
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Step 3:

de,3(i) = [1−E2(i)]de,2 + E2(i)ηY1(i), (37)

E3(i) = Ein(i)EIF(de,2a(i),de,2,de,3(i)) . (38)

4.4. The Internal Blocking Probability in Networks with

Overflow Links

In order to decrease the internal blocking phenomenon,

overflow links were introduced to the first stage of a three-

stage Clos switching network. In this way, each neighbour-

ing switches of the first stage are connected with each other

by an overflow link (Fig. 4). After the introduction of over-

flow links we can thus assume that the availability to one

switch of the second stage is equal to two links. In Fig. 4,

these two links are marked with bold line. Access to the sec-

ond link results from the introduction of the overflow link

indicated in Fig. 4 by dotted line. One sub-system of the

first stage can thus be treated as a system with the capacity

and availability equal to two links. Therefore, for a switch-

ing network with overflow traffic, Step 1 (Eqs. (16)–(17))

for the recurrent method, and Eqs. (33)–(34) for the

modified recurrent method, can be rewritten in the fol-

lowing way:

Step 1:

de,1(i) = 2, (39)

E1(i) = EIF(a(i),2,2), (40)

The remaining steps of the algorithm, just as the equation

determining the external and the total blocking probability,

remain without any changes.

Fig. 4. Structure of links between switches of the first and second

sections.

5. Numerical Results

The simulation study and the analytical calculations were

performed for a three-stage Clos network. The network

was composed of four 4×4 symmetrical switches in each

stage. The capacity of the links in the network is 30 BBUs.

The overflow links were introduced to the first stage of

the network. The assumption was that the capacity of

the overflow link was equal to 60 BBUs. The network

was offered multi-rate traffic composed of 3 traffic classes

that required 1 BBU, 2 BBUs and 6 BBUs, respectively.

Traffic of all classes was offered in the following pro-

portions: A1t1 : A2t2 : A3t3 = 1 : 1 : 1. To set up connec-

tions in the network, the point-to-group selection was used.

The simulation study was performed with a dedicated dig-

ital simulator based on the event scheduling method [36].

In the simulation experiments, the 95% confidence inter-

val was determined, evaluated on the basis of the t-Student

distribution for 10 series with 100,000 calls of the oldest

class in each of the series. The analytical study was per-

Fig. 5. Total blocking without overflow.

Fig. 6. Total blocking with overflow.

Fig. 7. Internal blocking with overflow links.
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formed on the basis of the modified version of the recurrent

method proposed in the article.

Figures 5 and 6 show a comparison of the results of the

analytical calculations of the total blocking probability with

the data obtained in the simulation experiments in a switch-

ing network without overflow links (Fig. 5) and in a net-

work with overflow links (Fig. 6). The results confirm

high accuracy of the proposed analytical method that is

independent from the structure of the network, i.e., whether

the system of overflow links was introduced or not.

Figure 7 shows, in turn, the results of the analytical and

the simulation modelling of the internal blocking probabil-

ity in the switching network with overflow links. These

results also confirm high accuracy of the proposed analyt-

ical method.

Figure 8 presents a percentage decrease in the value of

the internal blocking probability after the introduction of

the overflow links to the switching network for the ana-

lytical calculations (a) and in the case of the performed

simulation experiments (b). On the basis of these graphs

Fig. 8. Percentage decrease in the internal blocking probability.

it is possible to state that the introduction of overflow links

results in a considerable percentage decrease in the inter-

nal blocking probability in the multi-service switching net-

work. This fact indicates a need for further research into

networks with overflow links as regards the possibility of

the application of such systems in practice.

6. Conclusions

The article proposes a modified version of the recurrent

SN-BPPRec method for analytical evaluation of the inter-

nal, external and the total blocking probability in multi-

service switching networks with overflow links. The pro-

posed method is characterised by high accuracy, both

for modelling switching networks without overflow links

and networks with overflow links. The conducted research

study also indicates a possibility of the evaluation of the ef-

fectiveness of the system of overflow links in multi-service

Clos switching networks. The network, in which each two

neighbouring switches of the first stage are connected by

overflow links, is characterised by a significant decrease in

the value of the internal blocking probability. The obtained

results indicate thus a need for further research on multi-

service switching networks with overflow links that would

be conducted within the context of a search for even more

effective overflow systems, as well as, as regards of their

future practical applications.
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Télécommunications, vol. 57, no. 7–8, pp. 798–831, 2002.

[24] M. Głąbowski, A. Kaliszan, and M. Stasiak, “Modelling product-

form state-dependent systems with BPP traffic”, Perform. Eval.,

vol. 67, pp. 174–197, 2010.

[25] M. Głąbowski, “Recurrent calculation of blocking probability in

multiservice switching networks”, in Proc. Asia-Pacific Conf. Com-

mun., Busan, South Korea, 2006, pp. 1–5.

[26] M. Głąbowski, “Recurrent method for blocking probability cal-

culation in multi-service switching networks with BPP traffic”,

in Proc. 5th Eur. Perform. Engin. Worksh. Comp. Perform. En-

gin. CEPEW’08, LNCS, N. Thomas and C. Juiz, Eds., vol. 5261.

Springer, 2008, pp. 152–167.

[27] M. Głąbowski and M. Stasiak, “Internal blocking probability calcu-

lation in switching networks with additional inter-stage links”, in

Information Systems Architecture and Technology, A. Grzech,

L. Borzemski, J. Świątek, and Z. Wilimowska, Eds. Oficyna

Wydawnicza Politechniki Wrocławskiej, 2011, vol. Service Oriented

Networked Systems, pp. 279–288.

[28] M. Głąbowski and M. D. Stasiak, “Switching networks with

overflow links and point-to-point selection”, in Information Sys-

tems Architecture and Technology, A. Grzech, L. Borzemski,

J. Świątek, and Z. Wilimowska, Eds. Oficyna Wydawnicza Po-

litechniki Wrocławskiej, 2012, vol. Networks Design and Analysis,

pp. 149–159.

[29] M. Głąbowski and M. D. Stasiak, “Internal blocking probability

calculation in switching networks with additional inter-stage links

and Engset traffic”, in Proc. 8th IEEE, IET Int. Symp. Commun.

Syst., Netw. Digit. Sig. Process. CSNDSP 2012, Poznań, Poland,

2012.

[30] C. Clos, “A study of non-blocking switching networks”, Bell Syst.

Techn. J., pp. 406–424, 1953.

[31] J. Roberts, V. Mocci, and I. Virtamo, Eds., Broadband Network

Teletraffic, Final Report of Action COST 242. Berlin: Commission

of the European Communities, Springer, 1996.

[32] J. Kaufman, “Blocking in a shared resource environment”, IEEE

Trans. Commun., vol. 29, no. 10, pp. 1474–1481, 1981.

[33] J. Roberts, “A service system with heterogeneous user require-

ments – application to multi-service telecommunications systems”,

in Proc. Perform. Data Commun. Syst. their Appl., G. Pujolle, Ed.

Amsterdam: North Holland, 1981, pp. 423–431.

[34] C. Lee, “Analysis of switching networks”, Bell Syst. Techn. J.,

vol. 34, no. 6, 1955.

[35] M. Stasiak, “Blocking probability in a limited-availability group

carrying mixture of different multichannel traffic streams”,

Annales des Télécommunications, vol. 48, no. 1-2, pp. 71–76,

1993.

[36] J. Tyszer, Object-Oriented Computer Simulation Of Discrete-Event

Systems. Kluwer, 1999.

Mariusz Głąbowski received

the M.Sc., Ph.D. and D.Sc.

(Habilitation) degrees in

Telecommunication from the

Poznań University of Technol-

ogy, Poland, in 1997, 2001, and

2010, respectively. Since 1997

he has been working in the

Department of Electronics and

Telecommunications, Poznań

University of Technology. He

is engaged in research and teaching in the area of perfor-

mance analysis and modelling of multiservice networks

and switching systems. Prof. Głąbowski is the author or

co-author of 4 books, 7 book chapters and of over 100 pa-

pers which have been published in communication journals

and presented at national and international conferences.

He has refereed articles for many international conferences

and magazines, including: IEEE Globecom, IEEE ICC,

IEEE HPRS, IEEE Transactions on Communications,

IEEE Communications Magazine, Computer Networks,

IEEE Communications Letters, IEEE Transactions on

Wireless Communications, Performance Evaluation, Euro-

pean Transactions on Telecommunications.

E-mail: mariusz.glabowski@put.poznan.pl

Chair of Communications and Computer Networks

Poznań University of Technology

Polanka st 3

60-965 Poznań, Poland

Michał Dominik Stasiak re-

ceived his M.Sc. degree in

Electronics and Telecommuni-

cations from Poznań University

of Technology, Poland, in 2010.

Since 2010 he is a Ph.D. stu-

dent at Chair of Communica-

tions and Computer Networks

at Poznań University of Tech-

nology. He is the co-author of

a dozen scientific papers. He is

engaged in research in the area of modeling of multi-service

systems and networks particularly multi-service switching

networks.

E-mail: michal.m.stasiak@doctorate.put.poznan.pl

Chair of Communications and Computer Networks

Poznań University of Technology

Polanka st 3

60-965 Poznań, Poland

64



Paper Blind Estimation of Linear

and Nonlinear Sparse Channels
Kristina Georgoulakis

Department of Science and Technology of Telecommunications, University of Peloponnese, Tripolis, Greece

Abstract—This paper presents a Clustering Based Blind

Channel Estimator for a special case of sparse channels – the

zero pad channels. The proposed algorithm uses an unsuper-

vised clustering technique for the estimation of data clusters.

Clusters labelling is performed by a Hidden Markov Model

of the observation sequence appropriately modified to exploit

channel sparsity. The algorithm achieves a substantial com-

plexity reduction compared to the fully evaluated technique.

The proposed algorithm is used in conjunction with a Paral-

lel Trellis Viterbi Algorithm for data detection and simulation

results show that the overall scheme exhibits the reduced com-

plexity benefits without performance reduction.

Keywords—blind estimation and equalization, clustering tech-

niques, sparse zero pad channels.

1. Introduction

The last years an intense research effort has risen in com-

munications problems involving the estimation and equal-

ization of sparse channels, i.e., channels with a large delay

spread but with a small non zero support. Estimation and

equalization of sparse channels is a challenging problem

and sparsity aware estimators and equalizers should be used

in order to improve system performance and reduce com-

plexity. Sparse channels are encountered, among others,

in High Definition Television (HDTV) [1], in broadband

wireless communications [2] and in underwater acoustic

channels [3].

Various training based estimators have been developed for

the estimation of sparse channels [4]–[6]. Recently a blind

algorithm based on the Expectation-Maximization (EM)

algorithm for sparse channel estimation has been pro-

posed [7]. The main drawback of the algorithm is its com-

putational burden growing exponentially with the channel

length. In this paper the Cluster Based Blind Channel Es-

timation algorithm (CBBCE) [8] is evaluated for a special

class of sparse channels, the zero pad channels. The pro-

posed algorithm, in order to exploit the structured sparsity

of zero pad channels, uses a modification of the cluster

based blind channel estimation procedure leading to a much

lower complexity.

The CBBCE algorithm consists of two steps. Data clusters

are first estimated via an unsupervised learning technique

and next labelling of the estimated clusters is achieved by

unravelling the information hidden in the sequence of re-

ceived data. Labelling is performed using a Hidden Markov

Model (HMM) of the estimation process and by relating

data clusters to HMM states. The probability of each clus-

ter to correspond to a specific label is treated as the un-

known parameter of the HMM learning task implemented

by the EM algorithm [8], [9].

Assuming an M-ary alphabet for the data symbols and

a channel, with length L + 1, the HMM is typically eval-

uated with ML states [7]. However, in the sparse channel

case where only a small fraction of the channel taps is ac-

tive (i.e., s+1 ≪ L+1), the full evaluation of the HMM is

computationally inefficient [10]. In the zero pad channels

all the non zero taps are placed on a regular grid [11], [12].

In this case, the memory of the channel concerns only the

transmitted data that correspond to the non-zero taps. Thus,

by involving in the HMM states only the (s+ 1) data cor-

responding to the non zero taps, the number of states is

reduced to Ms. Then, the reduced states HMM results in

the appropriate labelling of the data clusters.

The outline of the paper is as follows. In Section 2 sys-

tem description is given. The proposed CBBCE algorithm

for sparse channels is presented in Section 3. In Section 4

the various channel cases where the algorithm can be ap-

plicable are referred (i.e., linear and non linear zero pad

sparse channels, and a special case of group sparse chan-

nels). The tremendous complexity reduction achieved by

the algorithm, compared to the full evaluated HMM, is

also discussed in the same Section. In Section 5 the use

of a Parallel Trellis Viterbi Algorithm (PTVA) [11] em-

ploying the channel estimates of the proposed algorithm is

evaluated. The performance of the entire scheme in terms

of the achieved Bit Error Rate (BER) is illustrated. Finally,

conclusions are drawn in Section 6.

2. System Description

Consider the discrete time system described by:

g(t) = c(t)+ w(t) , (1)

where

c(t) = F(I(t), I(t −1), . . . , I(t −L)) (2)

is the noiseless channel output sequence, F(.) is the func-

tion representing the channel action, I(t) is an equiprobable

sequence of independent and identically distributed (i.i.d.)

transmitted data taken from an M-ary alphabet, and w(t)
is Additive White Gaussian Noise (AWGN). The channel

length is assumed to be L + 1, however with only s + 1

taps being non zero. The received data form Q = ML+1
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clusters in the one dimensional space [8]. Each cluster is

represented by a suitably chosen representative which cor-

responds to the noiseless channel response, i.e.:

c(t) ∈ (ck, k = 1,2, . . . ,Q).

Here, due to channel sparsity, the actual number of clusters

formed is:

Q = Ms+1
,

since the zero valued taps do not contribute to the formation

of clusters.

Zero pad channels are sparse channels of a specific form,

whose channel impulse response is described by [11]–[14]:

H = [h1 0 . . .0
︸ ︷︷ ︸

f zeros

h2 0 . . .0
︸ ︷︷ ︸

f zeros

. . .hs 0 . . .0
︸ ︷︷ ︸

f zeros

hs+1]
T
, (3)

where f is the number of zeros between the non zero valued

taps and L = s( f + 1). In the case of zero pad channels,

the received data depend on alternated data symbols [11],

[13]. In this case, the noiseless channel output sequence

(2) takes the form:

c(t) = F(I(t), I(t − ( f + 1)), ..., I(t − s( f + 1))). (4)

3. Clustering Based Blind Channel

Estimator for Zero Pad Sparse

Channels

Channel estimation can be performed either using a known

training sequence of data or identifying the channel based

only on the received data (blind mode). Blind channel

estimation based on data clustering techniques has been

developed for general (non-sparse) channels [8], [9], [15].

The data clustering technique will be adopted in this paper

to evaluate a blind estimator for structured sparse channels.

Clustering based blind channel estimation is performed in

two steps as it is detailed in [16] where initially the clus-

ters representatives ck are estimated via an unsupervised

clustering technique following by clusters labelling, where

each cluster is mapped to a specific sequence of transmitted

data. When this technique is applied in the case of channels

exhibiting a zero pad sparsity profile, the first step remains

unaltered. In the second step, the structured sparsity of

channels under investigation is taken into account resulting

in a novel, reduced complexity labelling procedure. These

two tasks are detailed in the sequel.

3.1. Unsupervised Clustering

An unsupervised learning technique is adopted for the es-

timation of the clusters representatives such as the Isodata

algorithm, the Neural Gaz network, etc. [17], [18]. The

clusters formed is the contribution of the non-zero taps of

the channel only and the number of clusters estimated by

the unsupervised clustering technique equals Ms+1.

3.2. Clusters Labelling through a Structured Sparsity

Aware HMM

The transmitted data input vector:

I(t) = [I(t) I(t −1) . . . I(t −L)]T ,

can be described as a first order Markov chain having ML

states denoted by S(t). Since the received data g(t) are

a probabilistic function of the state vector I(t), the channel

estimation problem can be formulated as a HMM parameter

estimation problem. Thus, a standard HMM parameter es-

timation algorithm, referred to hereafter as fully evaluated

HMM algorithm (FE-HMM), considering ML states can be

applied, being however impractical from the computational

point of view, apart from the case when the channel mem-

ory L is sufficiently small, which is not the typical case

of sparse channels. Since the actual number of the clusters

formed is Q = Ms+1 only, and for reasons of complexity re-

duction, the proposed algorithm considers Ms states in the

HMM, resulting to a novel scheme referred to hereafter as

the reduced evaluated HMM algorithm (RE-HMM). This

task can be achieved considering instead the cluster model

(4), where the actual channel memory pattern is taken into

account. In this way, the labelling of the states of the HMM

considers transmitted data that are f + 1 time units apart.

Based on the above remarks, the discrete observations RE-

HMM for the sparse zero pad channel is characterized by

the following elements:

• The states of the model, which according to Eq. (4)

are formed as:

S(t) → (I(t − ( f + 1)), . . . , I(t − s( f + 1))). (5)

The number of states in this case equals to:

N = Ms
,

as opposed to the number of states N′ = ML required

by the FE-HMM approach.

• The state transition probabilities ai j, which are de-

fined as

ai j = P[S(t +( f + 1)) = j | S(t) = i], (6)

1 ≤ i, j ≤ N.

Notice that for each allowable transition (ai j = 1/M)

a specific noiseless channel output occurs. In other

words, each state transition specifies uniquely a clus-

ter label and a cluster transition arises every f + 1

samples. The cluster labels are specified by:

X(t) → (I(t), I(t − ( f + 1)), . . . , I(t − s( f + 1))) (7)

and each cluster label, X(t) ε (nk, k = 1, 2, . . . , Q),

corresponds to a specific cluster ck.

• The distinct observation symbols per transition,

which in this case are the clusters, ck.

66



Blind Estimation of Linear and Nonlinear Sparse Channels

• The probabilities for each symbol to occur and for

each state transition i to j, which denote the proba-

bility of a specific cluster to correspond to a specific

label, i.e.:

bnk
(ck) = P[ck | S(t) = i,S(t +( f + 1)) = j]

= P[ck | X(t) = nk], (8)

1 ≤ k ≤ Q, 1 ≤ i, j ≤ N.

• The initial state distribution:

πi = P[S(1) = i], (9)

1 ≤ i ≤ N.

In the cluster based blind channel estimation procedure

clusters’ labelling is treated as a HMM learning problem.

The EM algorithm is a commonly used numerical iterative

scheme to obtain Maximum Likelihood (ML) estimates of

a HMM. The resulting ML estimate is given by:

θ̂ = argmaxθP(G | θ ), (10)

where P(G | θ ) denotes the probability of the observation

sequence G of length T :

G = (g(1),g(2), . . .g(T ))T
,

given the model parameters (θ ) with:

θ = [bnk
(ck)], k = 1, ...,Q.

Thus, θ is the Q×Q probability matrix that maps labels to

clusters and it is expected to converge to a matrix whose el-

ements converge either to one, for the case when a specific

symbol corresponds to a specific label, or to zero, other-

wise. Convergence of the algorithm is achieved when:

P(G | θ ) > p, (11)

with p a predetermined threshold [19].

Clusters’ labelling using the RE-HMM approach described

by Eqs. (5)–(9) requires the knowledge of the structure of

the comb type channel response, which in turn requires the

estimation of the distance or the number of unit time delays

between all successive non zero elements of the model. In

the case of zero pad sparse channels treated in this paper,

and due to the specific form of the sparsity structure only

a single time delay parameter has to be determined. The

required time delay parameter d is estimated using an ex-

haustive search procedure, starting from d = 1, where for

each candidate value d, a RE-HMM estimate θ̂ is obtained

using Eqs. (5)–(9). When the algorithm converges (11),

then the correct value of d is reached (d = f + 1) and the

correct channel structure is obtained. Then, θ provides the

correct labelling.

The proposed CBBCE algorithm is summarized in Table 1.

This procedure is further illustrated by a simple example

using a channel with impulse response:

H = [h1 h2 h3]
T = [1 0 0.5]T ,

Table 1

The proposed Clustering Based Blind Channel Estimation

algorithm

CBBCE algorithm

1. Unsupervised clustering:

• Estimation of the clusters representatives by an

unsupervised learning technique.

• The number of the estimated clusters reveals the

number of non-zero taps (s+ 1).

2. Labelling through a RE-HMM

Initialization

Set: Number of states, N = Ms

Time delay parameter, d = 1

Main

Repeat until convergence (11)

HMM formulation ((5)–(9)) with states:

S(t) = (I(t −d)I(t −2d) . . . I(t − sd)).

d = d + 1

End

• The correct value of d is reached ( f + 1),

• The ML estimate, (θ ), reveals the labels – clusters

correspondence.

where the input data are assumed to be bipolar (i.e.,

I(t) =±1) and the Signal to Noise Ratio (SNR) is set equal

to 17 dB. In this particular case, the number of non-zero

taps is s + 1 = 2, while the channel length is L + 1 = 3.

Since the data alphabet consists of two symbols, the num-

ber of clusters assumed is Q = 4. Following the first step of

the proposed algorithm, the clusters representatives are esti-

mated using an unsupervised clustering technique. Specif-

ically, Isodata is used for clusters estimation, using T = 30

received data, obtaining the estimates:

ĉ1 = 1.512, ĉ2 = 0.49, ĉ3 = −0.507, ĉ4 = −1.49.

Following the second step of the proposed algorithm, the

RE-HMM is formed, with N = 2. Initially, d is set equal

to 1, thus, a cluster transition is assumed to arise every

single sample. Since the assumed channel model is not

the correct ((d = 1) 6= ( f +1 = 2)), the algorithm does not

converges according to Eq. (11). The probability matrix θ ,

after 15 iterations, is shown in Table 2. Obviously, the

identification procedure does not converge and no labels –

clusters correspondence can be derived. Then, the time

67



Kristina Georgoulakis

Table 2

Probabilities matrix for channel H = [1 0 0.5]T

after 15 iterations and d = 1. Clusters labels

cannot be unravelled

Label Cluster representative

I(t) I(t–1) c1 c2 c3 c4

–1 –1 0.1235 0.2393 0.4301 0.2071

–1 1 0.2703 0.0632 0.2423 0.4242

1 –1 0.1841 0.5817 0.1136 0.1206

1 1 0.3477 0.1588 0.1175 0.3759

delay parameter, d, is set equal to 2 and a new RE-HMM is

formed. This time the algorithm converges. The probability

matrix θ , after 10 iterations, converges as it appears in

Table 3. In this case the labels – clusters mapping is easily

achieved.

Table 3

Probabilities matrix after convergence, for the channel

with impulse response H = [1 0 0.5]T and time delay

parameter d = 2

Label Cluster representative

I(t) I(t–1) c1 c2 c3 c4

–1 –1 0 0 0 1

–1 1 0 0 1 0

1 –1 0 1 0 0

1 1 1 0 0 0

Once the channel estimation process is accomplished, sig-

nal detection can be performed by employing a PTVA with

reduced complexity [10]. The PTVA is a computation-

ally improved reformulation of the Viterbi Algorithm (VA)

which operates into a set of independent trellises for the

zero pad sparse channels. The PTVA is optimum for zero

pad sparse channels and results in complexity reduction

compared to the ordinary VA which uses a single trel-

lis. The evaluation of a channel equalizer employing the

CBBCE algorithm followed by a PTVA is described in

Section 5.

4. Case Studies

We proceed further our developments on case studies,

where a variety of channels amenable to the application

of the proposed channel identification method is consid-

ered. Complexity issues are also discussed. Notice that,

for the sake of simplicity, the symbol values are assumed

to be drawn from a binary alphabet set (i.e., M = 2).

4.1. Linear Zero Pad Sparse Channels

Linear zero pad sparse channels are successfully identified

using the proposed method. Note that, the presence of

an arbitrary time delay (number of zeros) at the edges of

the non zero taps of the channel does not affect the algo-

rithm, and channels with impulse response of the form:

H = [0 . . .0
︸ ︷︷ ︸

x zeros

h1 0 . . .0
︸ ︷︷ ︸

f zeros

h2 0 . . .0
︸ ︷︷ ︸

f zeros

. . .hs+1 0 . . .0
︸ ︷︷ ︸

y zeros

]T , (12)

can be tackled by the method, including, for f = 0, a spe-

cial case of group sparse channels where the non zero taps

are located in a single cluster [6]. Consider for example

a channel with impulse response given by:

H = [0.2 0 0 0 0 0.5 0 0 0 0 0.9]T . (13)

In this case we get L+ 1 = 11, s+ 1 = 3 and f = 4. Here,

the clusters representatives ĉk, k = 1, ..,Q are estimated

using the Isodata algorithm [18] from a received data se-

quence of length T = 300 [20]. Once clusters identification

is completed, the task of clusters labelling is subsequently

addressed. A RE-HMM with N = 2
2 states is formulated.

Application of the proposed algorithm, as it is summa-

rized in Table 1, results in d = f + 1 = 5 and the states

of the RE-HMM are formed by the (non-successive) data

S(t) = (I(t − 5), I(t − 10)). The probabilities matrix θ re-

sulting from the proposed algorithm, after convergence, is

tabulated in Table 4.

Table 4

Probabilities matrix after convergence, for the channel

with impulse response H = [0.2 0 0 0 0 0.5 0 0 0 0 0.9]T,

d = 5

Label Cluster representative

I(t) I(t–5) I(t–10) c1 c2 c3 c4 c5 c6 c7 c8

–1 –1 –1 0 0 0 1 0 0 0 0

–1 –1 1 0 0 1 0 0 0 0 0

–1 1 –1 0 0 0 0 0 0 1 0

–1 1 1 0 1 0 0 0 0 0 0

1 –1 –1 0 0 0 0 1 0 0 0

1 –1 1 0 0 0 0 0 0 0 1

1 1 –1 0 0 0 0 0 1 0 0

1 1 1 1 0 0 0 0 0 0 0

The Average Squared Error (ASE) is adopted as a metric

of the accuracy of the estimated clusters representatives:

m =
1

Q

Q

∑
k=1

(ck − ĉk)
2
, (14)

where ĉk are the estimated clusters representatives and ck

are the noiseless clusters representatives that correspond

to Eq. (13).

The ASE versus SNR is illustrated in Fig. 1. Figure 2

shows the impact of the received data sequence length, T ,

to the accuracy of the estimated clusters values, for

SNR = 20 dB.

For the sake of comparison, a supervised Least - Absolute

Shrinkage and Selection Operator (LASSO) [21] estima-

tor is used as benchmark. Since LASSO is not capable
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Fig. 1. Average squared error for a channel with impulse response

H = [0.2 0 0 0 0 0.5 0 0 0 0 0.9]T , using a sequence of T = 300

data. (1) – proposed CBBCE algorithm, (2) – supervised LASSO

channel estimation.

Fig. 2. Average squared error versus T, (number of received

data used by the proposed CBBCE), for a channel with impulse

response H = [0.2 0 0 0 0 0.5 0 0 0 0 0.9]T , SNR = 20 dB.

of estimating the clusters representatives directly, the esti-

mates of channel taps are used to calculate the respective

clusters representatives. The ASE versus SNR in the case

where LASSO is used for channel identification, is also

shown in Fig. 1. From a first glance it is evidence that the

proposed estimator lacks behind its supervised counterpart,

a result which is somehow expected since LASSO is a su-

pervised learning algorithm, while the proposed scheme is

a blind identification algorithm. However, as it is shown

in the following Section the BER performance of an equal-

izer using the estimates of the proposed algorithm is very

close to that using the supervised LASSO as a channel

estimator.

4.2. Nonlinear Zero Pad Sparse Channels

Clustering based estimation algorithms do not adopt any

assumption for the impulse response of the channel un-

der consideration, thus, they can efficiently be employed

in the case of nonlinear channels [8]. For example

a sparse linear channel with impulse response given by

H = [0 0 1 0 0 0 0 0.5 0 0 0 ]T followed by the nonlinear

action described by g(t)+0.1g(t)2+0.3g(t)3 is considered.

In this case we get, L = 10, s = 1 and f = 4. The proposed

CBBCE algorithm uses T = 80 received data and performs

clusters estimation with only N = 2
1 states. The resulting

ASE versus SNR is shown in Fig. 3.

Fig. 3. Average squared error achieved by the proposed blind

estimator, for a channel with impulse response H = [0 0 1 0 0

0 0 0.5 0 0 0 ]T followed by the nonlinear action described by

g(t)+0.1g(t)2 +0.3g(t)3.

4.3. Complexity Assessment

The proposed algorithm reduces the complexity of the

HMM scheme from O(ML ×T ) required by the FE-HMM

to O(Ms × ( f + 1)× T ) operations, required by the pro-

posed RE-HMM, which is a tremendous reduction in the

sparse channels case where s ≪ L. For example, in the

experiment described in Section 4.1, the proposed RE-

HMM algorithm evaluates the HMM scheme using only

N = 2
2 states. In this particular case, the HMM proce-

dure is repeated f + 1 = 5 times resulting in a complex-

ity of O(22 ×5×T) operations which is a major improve-

ment over the FE-HMM algorithm [7], [8] which requires

N′ = 2
10 states leading to a complexity of O(210 ×T ) op-

erations. In the experiment described in Section 4.2 the

complexity of the RE-HMM reaches the O(2×5×T) oper-

ations while the FE-HMM involves O(210 ×T ) operations.

5. Blind Clustering Based Equalizer

for Zero Pad Channels

The proposed method can also be applied in the case when

instead of channel estimation, channel equalization is under

consideration. The proposed CBBCE algorithm combined

with a PTVA performs blind clustering based sequence

equalization, for the special case of zero pad channels, in

an efficient way. We refer to the entire proposed scheme

as Reduced Evaluated Blind Equalizer (REBE). Con-

sider for example a channel with impulse response given
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by H = [0.2 0 0 0 0 0.5 0 0 0 0 0.9]T (13). The pro-

posed CBBCE algorithm has already been described, for

this channel, in Section 4.1. Since channel estimation is

completed the PTVA algorithm is used for signal detec-

tion. The PTVA algorithm uses f + 1 = 5 parallel trellises

with Ms = 4 states each [11]. The decision delay for the

PTVA is 15. The resulting BER for the proposed REBE

appears in Fig. 4.

Fig. 4. BER versus SNR for a channel with impulse response H =

[0.2 0 0 0 0 0.5 0 0 0 0 0.9]T . (1) – proposed REBE (proposed

reduced blind estimation algorithm and PTVA algorithm), (2) –

FEBE (blind full evaluated clusters estimation algorithm and full

evaluated VA), (3) – supervised LASSO channel estimation and

full evaluated VA.

The performance of the conventional Full Evaluated

Blind clustering based Equalization scheme [8] (FEBE) is

also investigated. The FEBE performs clusters identifica-

tion by an unsupervised clustering technique and clusters

labelling using the FE-HMM and data detection through

a conventional VA using ML = 2
10 states. The decision

delay for the VA is 30.

As seen from the Fig. 4 the performance of the FEBE is

the same with the REBE.

Moreover, for the sake of comparison, an equalization

scheme formed by a supervised estimator and a full –

evaluated VA is realized and used as a benchmark. Chan-

nel estimation is achieved by the supervised LASSO al-

gorithm [21]. Then the channel estimator is followed

by a conventional VA, with 2
10 states. The number of

training data used for the estimator is 300. The decision

delay for the VA is 30. As seen from Fig. 4 the re-

sulting BERs of the three schemes are very close, how-

ever, the proposed REBE works at a substantially reduced

complexity.

6. Conclusions

In this paper a novel reduced complexity blind estimator

for zero pad channels is presented. The proposed scheme

uses a Clustering Based Blind Channel Estimation algo-

rithm extended to account for the structured sparsity of

zero pad channels and exhibits a tremendous complex-

ity reduction compared to the full evaluated counterpart.

The algorithm is suitable both for linear and nonlinear

channels. The proposed algorithm combined with a Par-

allel Trellis Viterbi Algorithm is used for signal detection

and the proposed sequence equalization scheme exhibits,

at a reduced complexity, a performance similar to that

compared to other competitive schemes such as a full

evaluated blind clustering based sequence equalizer and

a supervised LASSO estimator accompanied by a Viterbi

Algorithm. Modification of the algorithm for the expansion

of its use to tackle general sparse channels is under in-

vestigation.
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concerning the circumstances of input data acquisition on the
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1. Introduction

Since the very beginning of the pattern recognition de-

velopment as a scientific discipline (i.e., since the middle

of 1950’s) many attempts were made to make the artifi-

cial pattern recognition methods as effective as the nat-

ural one were made. Till now, the early expectations of

a possible quick reaching this goal by using the approaches

to pattern recognition based on artificial neural networks,

geometrical, statistical, formal linguistic, algebraic or any

other advanced types of models and based on them algo-

rithms only partially came to be true. In many application

areas (e.g., in medical diagnosis, biology, criminology, geo-

physics, etc.) a verification of the computer-aided pattern

recognition results by those of human pattern recognition

takes place rather than the reverse. Such a situation exists

not only because of a much lower number of artificial neu-

ral networks’ elements than this of the neurons in a natural

human brain or because of too low computer performance

rates, but also because of an imperfection of the actually

available artificial recognition models and methods. One

of the human mind’s properties which in the to-date ar-

tificial intelligence methods is neglected is the intuition.

The diagnoses made by the experienced medical special-

ists, even if based on apparently similar or the same input

diagnostic data, are usually more accurate than those made

by the low-experienced physicians as well as those made by

the computer-aided diagnostic systems. This fact is usually

explained by the intuition supporting the experienced spe-

cialist’s thinking and by a lack of the intuition in the two

other cases.

Many attempts to explain the phenomenon of intuition

were made by the philosophers (e.g., by Aristotle, Plato,

R. Descartes, I. Kant, J. Locke, H. Bergson, etc.) [1].

They assumed a primacy of intuitive cognitive process over

the one based on the observations. On the other hand,

L. Wittgenstein assumed that such metaphysical concepts

as intuition in scientific researches should not be taken into

considerations [2]. This point of view on the intuition was

shared by some naturalists in the past century (e.g., by

J. B. Watson and other authors representing a behavioural

approach in psychology [3]). Nevertheless, many examples

of subconscious processes existence in human thinking and

of their influence on human behaviour can be shown [4].

S. Freud tried to explain many aspects of human behav-

ior by subconscious mental processes [5]. The role of the

intuition in creative thinking and in discoveries was ana-

lyzed by many authors, like R. S. Siegler and E. Stern [6],

A. Motycka [7], M. Polanyi [8] and, in particular, in

mathematics by B. L. J. Brouwer [9], J. Hadamard [10].

A simple definition of intuition as “. . .a direct, by a pre-

liminary analysis and/or reasoning not preceded knowl-

edge about something. . .” is given in [11]. Similarly,

D. G. Myers [4] defines intuition as our “ability to getting

access to immediate knowledge, prompt inspection into it

without observations or reasoning”. A. P. Wierzbicki [12]

formulates the most general, intuition concerning question:

“. . .what is intuition: is it a supernatural ability of human

mind distinguishing it from animals and producing infalli-

ble truths or is it rather a very powerful but natural ability,

common with animals, producing new ideas but such that

require justification and evaluation?”.

The paper presented below is an extended version of a non-

published plenary speech delivered at the 7th International

Conference on Computer Recognition Systems CORES

held in Wrocław, Poland, in May of 2011. The following

problem is here considered: is intuition a natural mental

property worthy and possible to be simulated by artificial

decision making systems? If so, then neglecting any its

metaphysical aspects, what could it mean from an infor-

mation processing point of view? In the context of the

main problem the following particular items are considered

below: a working definition of intuition based on informa-

tional approach is proposed in Section 2. Influence of ad-

ditional information on the decisions based on Bayes rule

are described in Section 3. Similar problem concerning

pattern recognition based on reference sets is considered

in Section 4. The role of contextual information in scene

analysis is shortly illustrated in Section 5. Conclusions are

formulated in Section 6.
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2. Intuition – a Working Concept

Before answering the first of the above formulated questions

two remarks should be made:

1) The hidden intuitive mechanisms governing creative

(e.g., mathematical, artistic, musical, etc.) thinking are dif-

ferent from those influencing animal or human behavior in

suddenly arising situations. In the first case, a sort of un-

conscious evoking and associating of possible solutions of

a problem, while in the second case rather evoking some

remembered in the past similar situations and their effects

take place. In addition, the results in both cases are differ-

ent. In the first case, it is an “illumination”, i.e., a sudden

thought about a possible problem solution, while in the

second case it may be an impression of an irrational fear,

disapproval, distrust, etc., or in an opposite case it may take

the form of a hope, belief, confidence, etc. The last type of

intuition has been created, probably by a natural evolution,

as a form of adaptation of living beings to a necessity of

effectively react to unexpected events of high living impor-

tance: a danger of an attack, an occurrence of a potential

sexual partner, a possibility of food reaching, etc.

2) Not all intuitively suggested decisions are cor-

rect or useful. D. G. Myers [4] describes numerous

examples of wrong decisions inspired by intuition. In par-

ticular, he remarks that mathematically optimal decisions

differ essentially from intuitive decisions based on the most

impressive, similar to the present one cases. A noise heard

in darkness not always is caused by a wild animal; a smile

not always means that somebody is well predisposed to us.

Our first impression after arrival to an unknown town is

not always correct. The examples show that our intuitive

reaction to sudden event is not always justified in a given

situation, sometimes it may be evidently unfavourable or

wrong.

The simulation of intuition in artificial decision making

systems, if possible, is thus desirable only if it helps in

system’s action improving or in its better decisions mak-

ing. For this (and in particular, for pattern recognition)

purpose an informational model of intuition seems to be

suitable. Intuition can thus be defined as an ability of

a subject to unintended admission, in certain attending side-

circumstances, affecting his (its) behavior or decisions by

remembered impact of analogous circumstances on experi-

enced in the past situations.

The informational model of intuition is schematically pre-

sented in Fig. 1. It shows that the behavior of a subject and

following from it effects evoked by the same stimulus may

be different, because of neglecting or unconscious taking

into account additional information about the circumstances

attending the stimuli. This corresponds to the well known

situations of some human decisions that are assessed as

“irrational” by other people, because they subconsciously

have been affected by information that is unavailable to

other people, kept in the mind of the decision making

subject.

Fig. 1. Informational model of subject’s behaviour affected by

intuition.

Side-circumstances in Fig. 1 mean in this context that in-

formation about them has not been directly included into

the decision rules. Otherwise speaking, they constitute

a sort of informational context of decisions made under

incompleteness of information. Intuition reduces the infor-

mation incompleteness level by taking into account addi-

tional information about the circumstances which may mod-

ify the decision. Therefore, an additional (hidden) informa-

tion may affect the recognition and increase its quality. In

the nature, past information influence on human behavior

is connected with sub cortical informational processes in

the mind. In computer systems such influence may con-

sist in automatic (i.e., hidden for the user) registration of

data concerning circumstances attending current decision-

making, and in using them in future pattern recognition

acts. The concept of including programs that automatically

start operations into the computer system is not new; each

operational system contains many hidden operations pro-

tecting the user against errors, and application programs

contain operations protecting against data misusing. The

question is whether the above-mentioned cases example an

“intuition” of the computer systems. It seems not as they

are limited only to an automatic formal analysis of input

data or to a hidden control of the calculating operations.

As a more advanced case, it can be mentioned the

M. Minsky’s concept of “daemons”, special procedures

included into the knowledge representing systems based on

“frames”. The role of “daemons” consists in automatic

completing the contents of frames by lacking elements,

explicitly to the system not provided but existing in the

input data in a hidden form [13]. However, even in this

case additional information does not concern the circum-

stances attending the past decisions of the system. Close to

the “artificial intuition” concept is this of information re-

trieval systems equipped by the mechanisms of the replies

modification by taking into account the currently modified

informational profiles of the users [14]. From the user’s

point of view, the system able to guess the probable user’s

requirements for information is equipped with a sort of

“intuition”. However, this “intuition” is limited to user’s

preferences only. Below, a more general case of “intu-

ition” consisting in affecting the current pattern recognition

by the information about the circumstances of past pattern

recognition acts will be considered. Taking into account

that additional information affecting current decisions are

based on collected in the past experiences, the “artificial

intuition”-based information systems can be considered as

a sort of self-learning systems. However, like in natural
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intuition, this additional information may be charged with

a dose of uncertainty.

3. Bayes-Rule-Based Pattern

Recognition

The Bayes-rule based pattern recognition methods belong

to the most early elaborated ones [15]. The simplest case

of two recognized classes of objects (patterns), C1 and C2

will be here reminded. Let U denote a multidimensional

vector space whose elements (vectors) u represent the ob-

jects of a given physical nature. It is assumed that the

object occurs randomly. Hence, the classes C1, C2 can be

described, respectively, by the conditional probability den-

sities v(u|C1), v(u|C2) and by their a priori probabilities

p1, p2 where p1 + p2 ≡ 1. We define a decision function

as a function assigning to any vector u ∈ U of, as one of

the two above-mentioned classes:

χ : U →{C1, C2}. (1)

Let us also denote by P1|2 a conditional probability of recog-

nition of an object u as belonging to C1 when, in fact,

it belongs to C2, and by P2|1 a conditional probability of

recognition u as belonging to C2 when, in fact, it belongs

to C1. The optimal Bayes sense decision function χ(u) is

the one that minimizes the mean decision risk:

R = P1|2 + P2|1 . (2)

It is known [15] that such function should have the form:

χ(u) =

{

C1 if λ (u) > Λ,

C2 if λ ((u) < Λ,
(3)

(if λ (u) = Λ any of two decisions is admissible), where

λ (u) is a pre-decision function:

λ (u) =
v(u|C1)

v(u|C2)
(4)

and

Λ0 =
P2

P1

(5)

is a threshold level [15]. In the simplest case, if P1 = P2 = P

it is Λ = 1 and the rule (3) takes a simpler form:

χ(u) =

{

C1 if v(u|C1) > v(u|C2) ,

C2 if v(u|C1) < v(u|C2) ,
(6)

as it (in a one-dimensional case) is illustrated in Fig. 2.

For Λ0 = 1 a threshold point u0 between the C1 and C2

decision areas, according to Eq. (6) is given by the equa-

tion v(u|C1) = v(u|C2). In such case, the decision risk R is

equal to the sum of the areas under the curve v(u|C1) for

u > u0 and under the v(u|C2) for u < u0. Till now, no “in-

tuition” affects the decision. However, let us assume that

Fig. 2. Bayesian pattern (signal) recognition rule.

for certain reasons, the errors consisting the recognition of

C2 instead of C1 lead to much larger “costs” than recogni-

tion of C1 instead of C2. In such case, a user intuitively

may believe that it is better to shift the threshold point from

u0 to u′, u0 < u′, as shown in Fig. 2. Evidently, the risk R

given by Eq. (2) is in this case increased (as being equal

to the sum of the gray areas in Fig. 2). It can be shown

that it corresponds now to a new threshold value Λ in the

rule (3), for P1 = P2 = P given by:

Λ =
P2r1|2

P1r2|1
=

r1|2

r2|1
, (7)

where r1|2/r2|1 denotes a relative cost assigned to the errors

of the “C1 instead of C2” with respect to this of “C2 in-

stead of C1” type. This relative cost can be assessed due

to remembered effects (e.g., for the user) of wrong deci-

sions made in the past, i.e., of connected with them cir-

cumstances.

The above-presented example of intuitive cautiousness in-

fluence on pattern recognition can easily be extended on

more realistic, parametric Bayesian decision rules. For this

purpose, it will be assumed that the conditional probability

density functions of input signal have the form v(u|C1;γ1),
v(u|C2;γ2), where a binary recognition problem once again

is considered and γ1, γ2 ∈ Γ, Γ being a set of passive pa-

rameters, i.e., unknown parameters specifying the form of

probability distribution. Despite the fact that passive pa-

rameters directly don’t carry any useful information, their

knowledge improves the quality of the decision-making

rule [16]. The pre-decision function under passive param-

eter takes the form:

λ (u) =
v(u|C1; γ1)

v(u|C2; γ2)
, (8)

where the values γ1, γ2 ∈ Γ in a classical Bayes decision

rule are exactly known, but in a more general case it may

be only approximately given. However, let us assume that

a decision maker is, due to his experience, convinced that

a perceptible increment (decrement) ∆β of external param-

eters (circumstances) may cause the corresponding changes

of the passive parameters γ1, γ2. He doesn’t know any ex-

act functional dependence between the increments ∆β and

those of the passive parameters. However, for any given ∆β
one expects that ∆γ may be positive or negative, its value

may be small (S), moderate (M) or large (L) or it may
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be negligible (N). One interprets the last notions as some

fuzzy variables characterized by their membership functions

in the L. Zadeh sense [17], as illustrated in Fig. 3. This jus-

tifies a correction of the pre-decision function according to

the formula:

λ ′(u) =
v(u|C1; γ1 + ∆γ1)

v(u|C2; γ2 + ∆γ2)
, (9)

the values ∆γ1, ∆γ2 being chosen as those maximizing

the membership functions µ(∆γ) of the fuzzy variables

(S, L, M or N).

Fig. 3. Membership functions of fuzzy sets describing assumed

relative external parameter’s influence on passive parameter in-

crements: N – negligible, S – small, M – moderate, L – large.

An intuitive correction of probability distribution parame-

ters describing similarity classes can be illustrated by the

following example.

Let’s assume that in order to detect the most dangerous

points on the roads in a town several points of road traf-

fic monitoring have been selected. The vehicles’ veloc-

ity was measured and the corresponding histograms have

been calculated. Two classes of points: C0 – non-dangerous

and C1 – dangerous have been assumed to exist and to be

recognized according to the following rule: a point belongs

to C0 if no more than 50% of passing vehicles exceed the

speed limits, otherwise it belongs to C1. According to the

classification rule, the medians m of the velocity histograms

h(V ) for each monitoring point Pi, i = 1, 2, 3, . . . , were cal-

culated and the classification rule took the form:

Pi ∈C0 if mi < V0i,

Pi ∈C1 if mi ≥V0i,

where mi is a calculated median and V0i is a previously

established speed limit for the given monitoring point i.

However, several histograms of the same median may be

of different form, as illustrated in Fig. 4. The histogram A

Fig. 4. Approximated histograms of car velocities in the roads;

admissible speed limit = 100%.

is characterized by high asymmetry (skewness) and low

flatness (kurtosis), while histogram B is rather symmetrical

and more compact. An experience tells us that the type

A histogram corresponds to the more dangerous situation

than B because it shows that a relatively great rate of ve-

hicles exceeding the speed limits on an extremely high

level. As a consequence, a point Pi satisfying the condi-

tion mi < V0i and thus classified as Pi ∈ C0 in fact, should

be reclassified as Pi ∈C1 if it is found that its skewness is

high-positive.

4. Pattern Recognition Based

on Reference Sets

The reference (learning) sets are widely used in pattern

recognition in methods based on the assumption that a func-

tional description of patterns (similarity classes) is not pos-

sible a priori. Reference sets can thus be defined as sets

of correctly classified objects representing the similarity

classes. It is assumed that the reference sets S1, S2, . . . , SN ,

where N is the number of recognized patterns, are mutually

disjoint finite subsets of the observation space U unambigu-

ously assigned to the similarity classes. Recognition of an

object u consists in indication of the closest element to u

in a certain set reference set Sn, n ∈ [1, 2, . . . , N]. How-

ever, the reference sets can be collected in various ways.

It is illustrated by Fig. 5 where composition of reference

sets Sr, Sc is shown, representing, respectively, two clas-

ses of objects denoted symbolically by “rhombs” (�) and

“circles” (•).

Fig. 5. Collection of reference sets as sums of subsets provided

from two independent sources.

In this example it is assumed that the reference sets have

been obtained by summing the corresponding subsets:

S′r ∪S′′r and S′c∪S′′c collected independently in two different

external circumstances attending the observations shown on

the planes Σ′ and Σ′′. Straight lines L′ and L′′ separate the
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subsets S′r and S′c collected on Σ′ as well as S′′r and S′′c col-

lected on Σ′. No straight line separates exactly the joined

subsets S′r ∪ S′′r from S′c ∪ s′′c (both, L′ and L′′ admit two

misclassifications).

Let’s assume that the next object, denoted by a “star” ⋆ has

been observed and should be classified. Evidently, it will

be classified as a “rhomb” if L′ and as a “circle” if L′′,

as a separating line is used. However, let us assume that

it is known that external circumstances of the “star” ob-

servation were closer to those attending the Σ′ than the Σ′′

circumstances. In such case it is reasonable to use the L′

separating line and to recognize the “star” as a “rhomb”.

The above-presented situation can also be differently inter-

preted. Different credibility levels can be assigned to the

observations collected on Σ′ and Σ′′. For instance, we be-

lieve more that the data on Σ′ are correct than those on Σ′′.

The next “star” object can be recognized by using the “k

most similar objects” (k-MSO) approach. In such a case

a similarity measure σ(ωi, ω j) is defined among the pairs

of objects in the observation space satisfying the standard

conditions [18]:

I. σ(ωi, l ωi) ≡ 1,

II. σ(ωi ω j) ≡ σ(ω j, ωi),

III. σ(ωi, ω j)σ(ω j, ωk) ≤ σ(ωi, ω j).











(10)

According to the k-MSO recognition rule, an observation

ωi is recognized as belonging to a similarity class Cn if

among k most similar to ωi objects in the reference set

Σ′ ∪Σ′′ most belong to S′n ∪ S′′n . However, if the elements

of Σ′′ are less credible than those of Σ′, the similarity mea-

sures between ωi and the elements of Σ′ should be taken

into account with a weight reducing their influence on the

recognition result. This can be done by replacing the value

σ(ωi, ω j) by σβ (ωi, ω j) where β > is a reducing the sim-

ilarity measure parameter.

The idea of taking a “hidden” inner structure of the ref-

erence sets into account has a particular importance in

computer-aided medical diagnosis.

As an example, the case of a reference set of total choles-

terol rates construction is presented. Data have been ex-

tracted from the records gathered in several dozens of ana-

Fig. 6. Construction of a rough set of total cholesterol rate

in patients of different sex (F – female, M – male) and age.

The rough set indicated in the bottom-scale: black thick – surely

belonging values, grey thick – possibly belonging values, black

thin – surely not belonging values (data unpublished, provided by

prof. Jerzy Janecki).

lytical laboratories in Poland. The measured cholesterol

levels primarily have been grouped according to the ge-

ographical regions, sexuality and age of patients. Part of

the analysis results are shown in Fig. 6. The range of the

recorded cholesterol rates depends on both the sexuality and

the age of the patients. An averaged group of cases can be

obtained as an algebraic sum of the sets corresponding to

the particular cases. An interval D∗ = [150÷225] mg/dcl

is a common part of all particular intervals while D∗ =
[115÷285] mg/dcl is the minimal one covering all recorded

cases. Both intervals describe a rough set (in the Z. Pawlak

sense [19]) of total cholesterol levels occurring in all cate-

gories of human patients. However, for medical diagnosis

a set of “normal” cholesterol levels is desirable. For this

purpose, one can select from D∗ a “core” consisting of its

middle 3rd part, i.e, a sub-interval D = [175÷200] mg/dcl.

Then a pair of intervals

S = {D, D∗} =
{

[175÷200], [115÷285]
}

describes a rough reference set of cholesterol rates corre-

sponding to the patients “in norm”. A computer system

may decide that a patient is:

“certainly in norm” if his cholesterol rate belongs to D,

“possibly in norm” if it belongs to the difference D∗ D,

“certainly out of norm” if it does not belong to D∗.

However, the cases recognized as “probably in norm” can

be verified if the age and sexuality is taken into account

and specific rough reference sets are available instead of

the averaged one. For example, let us assume that the

patient is 80-year-old woman primarily as “probably in

norm” diagnosed. In this case a specified rough reference

set is given by a pair of intervals:

SF,80 = {[183÷227], [140÷270]}.

Fig. 7. Comparison of an averaged S and a specific SF, 80 rough

reference sets.

Fig. 8. Recognition of a “square” or a “cube projection” depend-

ing on the context.
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Fig. 9. Examples of scenes: (a) city view, (b) a garden view whose computer interpretation may lead to incorrect results.

In Fig. 7 the averaged and specific rough reference sets

are compared. In the case of using the averaged reference

set to medical diagnosis the “certainly in norm” interval is

relatively small. Any based on it medical diagnosis can be

corrected if the decision maker is able to use the specific

reference sets instead of the averaged one, and additional

information about the patient’s age and sexuality is taken

into consideration. It can be observed that in such a case

a correction may consist of replacing:

– some “certainly in norm” recognitions by “possibly

in norm”,

– some “possibly in norm” recognitions by “certainly

in norm” or by “certainly out of norm”.

The influence of contextual information on decision-making

can also be illustrated by an example of geometrical figures

recognition. In the upper row of figures shown in Fig. 8,

a square among the rectangles and the hexagons can easily

be recognized. However, in the lower-row context the same

figure rather as a projection of a cube among other cube

projections will be recognized.

It follows from the above-given examples that additional

information about the reference sets may substantially in-

fluence the results of pattern recognition.

5. Scene Analysis

Scene analysis is a domain of pattern recognition where

contextual information plays a particularly important role.

A scene can be defined as a collection of distinguishable

objects in a physical 3D space satisfying some geometrical

and/or topological relations. A correct image contents un-

derstanding and description needs without additional con-

textual knowledge (experience, intuition, etc.) is practically

impossible.

This can be illustrated by the examples presented in Fig. 9.

The image 9a can be recognized and described by an “in-

telligent” computer system as “A church tower and a house

of equal heights in a city environment”, while the image 9b

as “An old man’s face wearing glasses and two small hu-

man (dwarf?) figures on both its sides”. Only additional

information about 3D city perspective in the case of 9a

and possible design of a garden in the case of 9b makes

the correct interpretation of the images.

Hence, besides the basic input data, a correct decision mak-

ing system should thus, besides the basic input data, take

into account some additional data concerning a widely de-

fined environment of the data source and of data acquisition

circumstances, as shown in Fig. 10. The problem is how

to control the process of additional data acquisition, stor-

age and selection for a given decision process. In natural
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Fig. 10. Recognition of a “square” or a “cube projection” de-

pending on the context.

thinking this is mostly a subconscious process. In artifi-

cial decision-making systems it may be hidden to the user.

However, it should be a property programmed by the sys-

tem designers.

6. Conclusions

The role of intuition in human behavior has been known

since ages and a lot of concepts explaining the nature of

intuition has been proposed in the literature. From an infor-

mational point of view intuition can be considered as a sort

of additional information influencing decision making be-

sides the basic data taken into account by a decision-maker.

The numerous examples show that such additional informa-

tion may be substantial in the decision making quality. In

some cases a correct decision making without taking into

account additional information concerning the observed ob-

jects environment or data acquisition circumstances seems

impossible. On the other hand, inclusion into the decision

process additional information stored by the system can be

considered as a substitution of intuition in computer-aided

decision system, analogous to the natural intuition influenc-

ing the human decision making. The investigation of the

problem seems thus to be an open and important research

problem in computer applications.
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Abstract—Voice over Internet Protocol market is growing

rapidly. This article is the initial step towards creating

a method for modeling systems for Voice over Internet Pro-

tocol operators. The purpose of this research is to gather

statistics of a live VoIP-operator system, analyze them and

determine if it is possible to create a specific model of such

system using traditional approach. After evaluation, the data

will be used, in future research, to create an analytical model

of VoIP-based telecommunications system.

Keywords—VoIP, VoIP modeling.

1. Introduction

As accessing the Internet has recently become easy and

affordable, people may be on-line almost everywhere – at

home, at work and while commuting. Together with the

increasing popularity and accessibility of the Internet, fairly

huge number of telecom operators started offering a service

of Voice over Internet Protocol (VoIP) calls.

According to the ITU Statistics Newslog [1] the number

of VoIP subscribers have grown from just over six million

in 2005 to 34.6 million at the end of 2008, which was

about 24% of fixed line telephone subscribers in Europe at

that time. The number of VoIP subscribers is growing and

according to [2] VoIP services revenues are going to reach

USD 65 billion in 2012.

What is more, market research made by IBISWorld [3],

one of the most trusted independent source of industry and

market research in the United States of America, points out

that the VoIP industry has the greatest growth factor of all

industries (including the search engine industry). The cal-

culated growth percentage is vast 179,035.8%, even though

VoIP officially came on the market in 2002. However, the

most interesting figure mentioned in that research is the

forecast for VoIP which predicts that this technology will

still be the best-performing industry in the coming decade

(2010–2019) with a growth dynamics 149.6%.

Moreover, according to [4], the VoIP market has grown (in

Poland only) by almost 30% (Table 1 and Fig. 1) in 2010

after a vast decrease in growth dynamics between 2007

and 2009 – this clearly shows that the dynamic of the VoIP

market has returned to an upward trend. In addition to this,

the persisting financial uncertainty has raised consumers’

“cash consciousness” and created an additional ground for

VoIP market to grow.

It is – however – also worth mentioning, that VoIP’s role

has recently changed. In the individual segment, Voice

over IP is usually an additional part of a larger package

(e.g., TV, Internet and telephone) which is offered as a sub-

stitute for a more expensive PSTN landline. This may sug-

gest that VoIP’s main role is to keep the client and prevent

him from migrating to mobile telephone systems [4]. In

the business segment, the role of IP telephony is still very

strong, mainly due to much higher voice traffic produced

by companies.

Table 1

VoIP market in Poland – value and growth dynamics

Year Value [M PLN] Growth dynamics [%]

2007 403 90.3

2008 497 23.4

2009 520 4.5

2010 658 26.7

Fig. 1. VoIP market in Poland – value and growth dynamics [4].

According to the Central Statistical Office in Poland ca-

ble operators provided VoIP telephone service for about

415,000 customers in 2010, which together with customers

of the biggest independent operators (Actio, Freeconet,

Tlenofon), adds up to about 0.52 million Voice over In-

ternet Protocol users in Poland. This is merely a 1% of

what the whole Europe accounted for at that time – 45

million users [5].
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Considering all the aforementioned information, it seems

obvious that VoIP market will not stop growing and that

is why the author of this article believes it is necessary

to create a method of VoIP network analysis and planning.

Such methods have already been created and discussed, but

mostly for the traditional fixed-line networks. This article is

the author’s first step to create a method of system modeling

for VoIP operators, which would allow them to calculate

and predict the type of traffic they may expect and, basing

on this calculation, to determine the required resources to

serve the estimated traffic.

The purpose of this research is to evaluate and analyze traf-

fic data collected in the network of a live VoIP operator in

order to prove if it is possible to model VoIP traffic with

traditional telecommunications theory. In order to do this,

information about traffic type and structure has to be ob-

tained by observation carried out on a live system. After

evaluation, the data will be used in future research, to cre-

ate an analytical model of VoIP-based telecommunications

system.

The article is organized as follows. Section 2 describes

Voice over Internet Protocol market as well as the motiva-

tion of this study. The next section presents VoIP system

architecture and identifies the point of data collection in the

VoIP system. The following section shows collected data

whereas the results are discussed in Section 3. Finally,

Section 4 concludes the article.

2. Voice over Internet Protocol

2.1. VoIP System Architecture

Architecture of a VoIP-operator system differs from a typ-

ical Public Switched Telephone Network (PSTN) architec-

ture. First of all, it is usually less complicated and may be

based on Internet Protocol (IP) only (Fig. 2).

Fig. 2. VoIP system architecture.

Even though different Voice over IP operators usually have

their own architectures, the main concept is the same – we

can distinguish (Fig. 2) hardware responsible for: authen-

tication and authorization (Radius server connected to the

Database), signalling handling (VoIP Server) and providing

additional services (IVR, fax). Apart from that, in order to

provide its service, each operator has to have the possibil-

ity to terminate the outgoing traffic – in this research, the

traffic termination is outsourced to other wholesale opera-

tors. This kind of VoIP architecture is easily scalable and

manageable.

2.2. Point of Measurement

From a traffic engineering of such system point of view, in

order to be able to create a model of such a system, it is

necessary to gather certain information about the structure

of traffic being carried by the system, like: traffic intensity

(arrival rate), service time (service intensity), amount of

requested resource (type of codec). To collect all the nec-

essary information it is essential to choose a correct point

of measurement where it is possible to analyze incoming

and outgoing communication. Figure 3 shows the call flow

of a typical call. The information which has to be gathered

for this research is media format (VoIP codec used – e.g.

G.711, G.729, T.38, etc.) and arrival times of the SIP ACK

and SIP BYE packages – to determine the service time of

a single call.

Fig. 3. Connection establishing and terminating procedure (SIP).

For the purpose of this research a live system of a Voice

over Internet Protocol operator “BeFree-Mobile” was ex-

amined. Apart from providing cheap roaming solutions,

BeFree-Mobile also offers VoIP service for a limited num-

ber of customers (Section 3). The data was collected on

the network interfaces connecting operator’s VoIP system

to the Internet (Fig. 2, “Point of measurement”).
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3. Collected Data

The data was collected during a 30-day test period

1 June 2012 – 30 June 2012. The traffic was generated by

298 customers, among which 127 are business customers

and 171 are individual customers. Results of this study are

listed and analyzed in the following subsections.

In Sections 3.1 and 3.2 Average Number of Calls (ANC)

and Average Service Time (AST) distributions are pre-

sented and discussed.

3.1. Average Number of Calls (ANC)

ANC parameter is the average number of calls made during

a certain hour of a day throughout a 30-day test period. Av-

erage number of calls values were calculated for each hour

separately. Figure 4 shows the distribution of ANC param-

eter averaged over all (30) days of observation. According

to this chart, it may be noticed that business customers have

a major influence on the system – not only does the greatest

increase in the ANC parameter occur between 6 and 9 a.m.

(when the workday starts), but also it drops significantly

after 6 p.m. (when the workday ends). There is also –

however – a noticeable increase in the ANC parameter at

8 p.m. which is probably caused by residential customers.

Fig. 4. Average number of calls – 30 day average.

Even though this distribution already depicts the expected

outcome, the author decided to check how the distribu-

tion changes if separate days were taken into consideration.

Figures 5–11 show ANC distribution throughout the whole

day – separately for each day of the week. The study of

the first five charts (Figures 5–9) brings the same result as

in the case of Fig. 4 – the highest value of the ANC is

observed around midday.

If weekdays are taken into account, the observation made

at the beginning of Section 3.1 – stating that business cus-

tomers have a major influence on this system – seems to

be confirmed. Figures 10 and 11 show that the busy hour

is shifted to the late afternoon. What is more, the intensity

also seems to have dropped slightly. Also, an interesting

fact may be pointed out after analyzing Fig. 11 – people

tend to wake up a little later on Sundays.

Fig. 5. Average number of calls – Monday.

Fig. 6. Average number of calls – Tuesday.

Fig. 7. Average number of calls – Wednesday.

Fig. 8. Average number of calls – Thursday.
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Fig. 9. Average number of calls – Friday.

Fig. 10. Average number of calls – Saturday.

Fig. 11. Average number of calls – Sunday.

3.2. Average Service Time (AST)

AST parameter is the average length of all calls made dur-

ing a certain hour of a day throughout a 30-day test period.

Average Service Time values were calculated for each hour

separately. Figure 12 shows the distribution of the AST

parameter averaged over all (30) days of observation. The

analysis of this chart shows that the longest average service

times occurred before midnight – residential customers tend

to make less calls, but longer ones. However, it is worth

noting that this result is influenced by the fact that the

ANC parameter drops significantly near midnight, which –

in turn – may be caused by the data set not being big

enough.

Fig. 12. Average service time – 30 day average.

Fig. 13. Average service time – Monday.

Fig. 14. Average service time – Tuesday.

Fig. 15. Average service time – Wednesday.
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Fig. 16. Average service time – Thursday.

Fig. 17. Average service time – Friday.

As previously, the author decided to check how the distri-

bution changes if separate days were taken into considera-

tion. Figures 13–19 show AST distribution throughout the

whole day – separately for each day of the week. The study

of the first five charts (Figs. 13–17) shows that in majority

of the weekdays there is a drop in AST parameter about

1 p.m. This might suggest that business customers might

be having a lunch break at this time. Apart from that, this

analysis brings the same result as in the case of Fig. 12 –

the peaks in AST parameter near midnight may be

caused by not enough data collected (too short observation

period).

The analysis of charts depicting AST parameter during

weekdays (Figs. 18 and 19) confirms previous observa-

tion that people tend to wake up a little later on Sundays.

Moreover, it is also worth noting that in the case of the

AST parameter, the trend is the same during workdays and

weekends – the highest values occur between 9 and 12 p.m.

3.3. Conclusion

Even though a small VoIP operator’s system was examined,

the outcome of this research is interesting, since it has not

only confirmed author’s expectations but also provided im-

portant observations. Figures 20 and 21 are a summary of

the all aforementioned statistics. It is clearly visible that

the busy hour is shifted from 11–12 a.m. during workdays

to 7–8 p.m. on weekends if we compare ANC parameter

for workdays and weekends. What is more, this study also

Fig. 18. Average service time – Saturday.

Fig. 19. Average service time – Sunday.

Fig. 20. Average number of calls – weekdays vs. weekends.

Fig. 21. Average service time – weekdays vs. weekends.
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shows that AST parameter achieves the highest values be-

tween 9 and 12 p.m. during weekends as well as during

workdays.

However, the observed traffic was very homogeneous as

all of the customers were using G.711 codec. What is

more, in such system the influence of signalling payload

is too small to have to be taken into consideration, which

would probably change if much bigger network was ex-

amined. The single-service nature of the monitored VoIP

system clearly shows, that this system may be modeled

by the well-known single rate models, based on Erlang-B

formula.

4. Conclusions and Future Works

This article presents evaluation of the traffic being carried

by a system of a small Voice over Internet Protocol operator.

The most interesting outcome of this research is the conclu-

sion that in small networks with a homogeneous structure

of voice streams, VoIP systems may be easily modeled by

traditional single-rate traffic models.

In the next stage of this research, networks and systems of

much bigger VoIP operators will be taken into consider-

ation. It is worth noting that in the case of bigger VoIP

operators due to expected diversity of traffic, it will be nec-

essary to apply multiservice traffic models.
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Abstract—This paper presents the diversity of social pene-

tration rates of information and communication technologies

(ICT) among selected European countries according to Euro-

pean statistics on diverse ICT indicators. The data considered

cover the 2006–2010 time range and was obtained from the Eu-

rostat portal. The scope of the study selected EU countries –

Belgium, Germany, France, Finland, Sweden, Bulgaria, Czech

Republic, Poland, Slovenia, Spain. The following ICT indica-

tors were analyzed: percentage of households or corporations

with broadband access to the Internet (HHBAI), percentage

of individuals who are regularly using the Internet (IRUI),

percentage of individuals who ordered goods or services over

the Internet (IOGSI). These indicators of ICT penetration rate

in the countries examined were analyzed in terms of the fol-

lowing aspects: forecasting (estimates until the year 2035),

maximum speed of change of these indicators (the pace of so-

cial penetration of information technology), delays or advances

(in years) as compared to the averages in EU. The results are

presented in tables and graphs. General conclusions and di-

rections of future research are indicated at the end of the

paper.

Keywords—ICT technology, maximum speed and delays or ad-

vances of social penetration rate of information technology, so-

cial penetration rate of information technology.

1. Introduction

There is a number of commonly accepted indicators, gen-

erally called the ICT indicators, that characterize the scale

of adoption of new information technologies in societies

of a new civilization – called information society, or net-

work or knowledge civilization [1]. Indicators illustrating

progress in the digitalization of the economic and social

life of a country are associated with various business ar-

eas, such as the overall level of development of the country

(e.g., estimated on the basis of their gross domestic prod-

uct per capita, or some quality of life indicators), Internet

access, Internet-based social activities in business, govern-

ment, education and others.

The development of information society is a continuous

and progressive process. However, it is a long term pro-

cess while the speed and efficiency of this development

depend not only on the level of technical infrastructure and

efficiency of the telecommunications market. Both these

factors generally allow access to the Internet and its var-

ious information resources and services. But the role of

government policy in this area is undeniable. Government

policy influences the digitalization of the economy and this

in turn translates into offering new services using new ICT

techniques. The development of new services contributes

to the development of the economy and in the result – to

the development of the information society.

The paper presents an analysis of the dynamics of the

development of several selected ICT indicators – the per-

centage share of households with the access to the broad-

band Internet, the scale of purchases made by and commer-

cial use of the Internet, and the percentage of individuals

accustomed to a regular use of the Internet for diverse pur-

poses (obtaining information, educational activities etc.).

The informational revolution – related to the fast develop-

ment and slower social acceptance of ICT technologies –

resulted in diverse new social phenomena, not all being

positive. One of the most important negative phenomena

is the so called “digital divide” or digital exclusion, an in-

creasing social exclusion related to inability of using infor-

mation technologies. This phenomenon has also temporal

and territorial diversity and requires a deeper study. How-

ever, this paper does not address the problem of analysis and

comparison of the digital divide in various European coun-

tries. An optimistic assumption (perhaps too optimistic) is

that the level of saturation of diverse ICT indicators will

eventually reach 100%. The possibility of smaller estimates

of the saturation of these indicators and related analysis of

digital exclusion will be the subject of further work. In

the following sections of this article, the dynamics of so-

cial rate of penetration of ICT technologies is analyzed,

while including in this analysis selected indicators of ICT

penetration and a comparison of selected EU countries, to-

gether with an assessment of the place of Poland in such

comparisons.

2. Area and Scope of Research

and Analysis

The analysis was based on Eurostat data1. The historical

data available concern the dates of 2006–2010 years. This

six year period might be deemed as too short for reli-

able predictions, but it will be shown that the statistical

significance of the obtained predictions is high. The re-

sults are presented in national terms, in order to demon-

1http://epp.eurostat.ec.europa.eu/
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strate the diversity of rate of absorption (penetration) of se-

lected social indicators of ICT in selected European Union

countries.

As representatives of the Nordic countries, Sweden and

Finland were selected. The core of EU is represented by

France, Belgium and Germany. These two groups of coun-

tries are also counted as a group of the economically most

developed EU countries. Less developed are: a group of

post-communist countries of Middle-East Europe, with se-

lected representatives: Poland, Slovenia, Czech Republic.

Bulgaria was selected as the representative of Southern Eu-

rope group of former communist countries. In addition,

Spain was selected to represent Southern Europe and the

Iberian Peninsula.

The rate of penetration of ICT is examined in terms of the

following aspects:

• Forecasting (with estimations of data until 2025).

• Analysis of the maximum speed the rate of social

penetration of information technology (counted for

estimated data, in order to smooth out statistical di-

vergences).

• Analysis of delays or advances as compared to the

averages of European Union.

In summary, a discussion of the place of Poland in terms of

the rate of absorption of new information technologies in

comparison to selected countries and to the average value

calculated for the 27 EU countries.

The following indicators of ICT penetration were analyzed:

– households with broadband access to the Internet

(HHBAI),

– individuals who regularly are using the Internet

(IRUI),

– individuals who ordered goods or services over the

Internet (IOGSI).

There are diverse models that can be used to estimate the

development characterized by temporal data, see the anal-

ysis of different models in [2], [3]. The classical logistic

function method was selected and thus the data were esti-

mated by the formula:

v2 = a/
(

1 + b exp(−cv1)
)

with v1 representing the time (in years) and v2 – a selected

ICT indicator, coefficients b and c determined by using

the software package “Statistica 8”. After estimation, it is

possible to compute the maximal speed of change:

Vmax = ac/4 .

The source data covers the period 2003–2010, the estima-

tions were computed for the period 1991–2025. The co-

efficient a was optimistically assumed a = 100%, while it

is admitted that this assumption requires further detailed

analysis, particularly when addressing the problem of dig-

ital divide, cf. [3].

3. Estimation of Development Curves

3.1. HHBAI Indicator

Raw data were drawn from the database Eurostat – present-

ing the percentage of households with broadband access to

the Internet, called HHBAI indicator. These data are avail-

able for years 2006–2010 (Table 1).

Table 1

Historical data by Eurostat for the HHBAI indicator, [%]

Country/Year 2006 2007 2008 2009 2010

Belgium 0.0 0.0 59.6 62.9 69.3

Bulgaria 9.1 14.0 19.5 25.1 24.9

Czech Republic 0.0 27.8 36.1 49.0 53.6

Finland 52.4 61.9 65.0 72.4 75.4

France 0.0 0.0 53.8 54.1 64.9

Germany 38.0 53.6 51.7 61.5 73.3

Poland 0.0 29.2 38.0 51.2 57.0

Slovenia 0.0 0.0 50.0 56.0 62.0

Spain 29.2 38.5 43.7 49.9 56.8

Sweden 0.0 0.0 70.0 78.3 81.3

Av. EU 27 33.0 41.4 46.8 54.1 58.4

As a result of estimation by the logistic function Eq. (1),

the estimated data presented in Table 2 were obtained. The

estimation period starts with 1991, in order to illustrate the

beginnings of development for which there are no histor-

ical data, and ends with forecasted data for 2025. In the

analysis shown by next figures we see that the estimated

data revolve closely around or even coincide with historical

data. This confirms the preliminary estimation accuracy.

Moreover, the estimated results have a 95% confidence

level (the “Statistica” program has a built-in mechanism

to analyze the confidence levels). It should be also noted

that the phenomenon studied concerns a long term develop-

ment, slow but showing clear trends. Of course, a different

model, cf. [3], possibly with an independent evaluation of

the coefficient a, might give different results, but except for

the problem of digital divide the estimations presented in

Table 2 are significant.

Estimations of data for the HHBAI indicator, concerning

households with broadband Internet access, show signifi-

cant differences in the rate of penetration between coun-

tries. Figure 1 presents the graphs of the logistic function

for HHBAI in the countries studied.

We see that while Belgium starts first, it has a slow devel-

opment, whereas Sweden starts from lower levels but much

faster and becomes the best; Finland is slightly slower. Def-

initely the worst results, according to the logistic function

prediction of the HHBAI rate of penetration, were shown

for Bulgaria in the post-communist region of Southern Eu-

rope. The strongest penetration according to the HHBAI

indicator, as shown by graphs, have Scandinavian and core

EU countries. The penetration in Poland, compared with

86



Diversity of Temporal and Territorial Social Penetration Rates of Information Technology in Europe

Table 2

Estimated data for the HHBAI indicator, [%]

Year/
Belgium Bulgaria

Czech
Finland France Germany Poland Slovenia Spain Sweden Av. EU 27Country Republic

1991 4 0 0 2 2 1 0 2 1 1 1

1992 5 0 0 3 3 1 0 2 1 1 1

1993 6 0 0 4 4 1 0 2 1 2 2

1994 7 0 0 5 4 1 0 3 2 2 2

1995 9 1 0 6 5 2 0 4 2 3 3

1996 11 1 1 8 7 3 0 5 3 5 4

1997 13 1 1 10 8 3 1 6 4 6 5

1998 15 1 1 13 10 5 1 8 5 9 6

1999 18 2 2 16 12 6 2 10 6 11 8

2000 21 2 3 20 15 9 2 12 8 15 10

2001 25 3 4 24 18 12 4 15 10 20 12

2002 29 4 6 29 22 15 5 19 13 26 16

2003 34 5 8 35 26 20 8 23 16 32 19

2004 39 7 11 41 30 26 11 27 20 40 24

2005 44 9 16 47 35 32 16 32 25 48 29

2006 49 11 21 54 41 40 22 38 31 56 34

2007 54 14 28 60 46 48 30 44 37 63 40

2008 59 18 37 66 52 56 39 50 43 71 47

2009 64 22 46 71 58 64 49 56 50 77 53

2010 69 27 55 76 63 71 59 62 57 82 59

2011 73 33 64 81 68 77 68 68 64 86 66

2012 77 39 73 84 73 82 76 73 70 90 71

2013 80 46 79 87 77 86 83 77 75 92 76

2014 83 53 85 90 81 90 88 81 80 94 81

2015 86 59 89 92 84 92 91 85 84 96 84

2016 88 66 92 94 87 94 94 88 87 97 87

2017 90 71 95 95 89 96 96 90 90 98 90

2018 92 77 96 96 91 97 97 92 92 98 92

2019 93 81 97 97 93 98 98 94 94 99 94

2020 95 85 98 98 94 98 99 95 95 99 95

2021 96 88 99 98 95 99 99 96 96 99 96

2022 96 91 99 99 96 99 99 97 97 100 97

2023 97 93 99 99 97 99 100 98 98 100 98

2024 98 94 100 99 98 100 100 98 98 100 98

2025 98 96 100 99 98 100 100 98 99 100 99

Fig. 1. Estimated data for the HHBAI indicator.
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Fig. 2. Estimated data for the indicator IRUI.

Table 3

Historical data by Eurostat for the IRUI indicator, [%]

Country/Year 2003 2004 2005 2006 2007 2008 2009 2010 2011

Belgium 0.0 0.0 53.0 58.0 63.0 66.0 70.0 75.0 78.0

Bulgaria 0.0 13.0 0.0 22.0 28.0 33.0 40.0 42.0 46.0

Czech Republic 20.0 25.0 26.0 36.0 42.0 51.0 54.0 58.0 63.0

Finland 58.0 63.0 62.0 71.0 75.0 78.0 79.0 83.0 86.0

France 0.0 0.0 0.0 39.0 57.0 63.0 65.0 75.0 74.0

Germany 44.0 50.0 54.0 59.0 64.0 68.0 71.0 75.0 77.0

Poland 0.0 22.0 29.0 34.0 39.0 44.0 52.0 55.0 58.0

Slovenia 0.0 33.0 40.0 47.0 49.0 52.0 58.0 65.0 64.0

Spain 29.0 31.0 35.0 39.0 44.0 49.0 54.0 58.0 62.0

Sweden 69.0 75.0 76.0 80.0 75.0 83.0 86.0 88.0 91.0

Av. EU 27 0.0 36.0 43.0 45.0 51.0 56.0 60.0 65.0 68.0

the average measured for the 27 EU countries, occurs in

two phases. In the first phase Poland is below the Euro-

pean average, in 2010–2013 it catches up to the average

and strongly accelerates to achieve predicted results above

the EU-27 average in the second phase of development.

3.2. IRUI Indicator

Primary data for the IRUI indicator were obtained from

the Eurostat base and they represent the percentage of all

users between the ages of 16–74 years, who have access

to the Internet and regularly use it (assuming average – at

least 1 time per week; all access methods and every pos-

sibility of using from the network, e.g., Internet cafes,

were taken into consideration). These data, available for

the years 2003–2011 (Table 3), were estimated by the lo-

gistic function Eq. (1) for the period 1991–2025 year (even

until 2035, but in Table 4 are shown only data until 2025).

The estimated data were again (similarly as in the case

of HHBAI indicator) very closely oscillating around, or

even coinciding with historical data, and the confidence

level was over 95%. Thus except for the issue of digital

divide, the data in Table 4 are highly significant.

Estimations of data for the IRUI indicator, concerning

a regular use of the Internet, show significant differences

between the social rate of penetration of information tech-

nologies in European Union. The graphs of the logistic

function for IRUI and for the countries examined are pre-

sented in Fig. 2.

We see that Sweden and Finland are the best in this indica-

tor, although France develops very fast and might overtake

them after 2018. Again, the least developed between the

examined countries and with a very slow rate of develop-

ment is Bulgaria. Poland is not much better, with a similar

curve to Bulgaria, only shifted in time ahead by two to

three years, but Poland is similarly delayed to the Euro-

pean Union average, as Bulgaria is to Poland.

3.3. IOGSI Indicator

Raw data were obtained from Eurostat database for IOGSI

indicator that shows the percentage of users purchasing

goods and services over the Internet. These data were avail-

able for years 2002–2010 (Table 5).

Above data were estimated by the logistic function for

the period 1991–2025 (again, even to 2035, but only data

until 2025 are shown in Table 6). The estimated data are
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Table 4

Estimated data for the HHBAI indicator, [%]

Year/
Belgium Bulgaria

Czech
Finland France Germany Poland Romania Slovenia Spain Sweden

Av.

Country Republic EU 27

1991 7 1 1 16 1 9 2 1 5 5 29 5

1992 9 1 2 18 1 11 2 1 6 6 32 6

1993 11 1 2 21 2 13 3 1 7 7 36 7

1994 12 2 3 24 2 15 3 2 8 8 39 8

1995 15 2 3 27 3 17 4 2 9 9 43 10

1996 17 3 4 31 4 20 5 3 11 11 46 11

1997 20 3 6 34 5 23 6 3 13 13 50 14

1998 23 4 7 38 7 26 8 4 15 15 54 16

1999 27 5 9 42 9 30 10 5 18 17 57 19

2000 31 7 11 46 12 34 12 6 21 20 61 22

2001 35 8 14 51 15 38 14 7 24 22 64 25

2002 39 10 17 55 20 42 17 8 27 26 67 29

2003 44 13 20 59 25 46 20 10 31 29 71 33

2004 48 16 25 63 31 50 24 12 35 33 73 37

2005 53 19 30 67 38 55 29 15 40 36 76 41

2006 58 23 35 71 45 59 33 18 44 40 79 46

2007 62 27 41 74 52 63 39 21 49 45 81 51

2008 67 32 47 77 60 67 44 25 53 49 83 55

2009 71 37 53 80 66 71 49 29 58 53 85 60

2010 74 43 59 82 73 74 55 34 62 57 87 65

2011 78 48 65 85 78 78 60 39 67 62 89 69

2012 81 54 71 87 83 81 66 44 71 65 90 73

2013 84 60 75 89 87 83 70 49 74 69 91 76

2014 86 65 80 90 90 86 75 55 78 73 92 79

2015 88 70 83 92 92 88 79 60 81 76 93 82

2016 90 75 87 93 94 89 82 65 83 79 94 85

2017 92 79 89 94 96 91 85 70 86 82 95 87

2018 93 83 91 95 97 92 88 74 88 84 96 89

2019 94 86 93 96 98 93 90 78 90 86 96 91

2020 95 88 95 96 98 94 92 81 91 88 97 92

2021 96 91 96 97 99 95 93 84 93 90 97 94

2022 97 92 97 97 99 96 95 87 94 91 97 95

2023 97 94 97 98 99 97 96 89 95 93 98 95

2024 98 95 98 98 99 97 97 91 96 94 98 96

2025 98 96 98 98 100 98 97 93 96 95 98 97

Table 5

Historical data by Eurostat for the IOGSI indicator, [%]

Country/Year 2002 2003 2004 2005 2006 2007 2008 2009 2010

Belgium 0.0 0.0 0.0 11.0 14.0 15.0 14.0 25.0 27.0

Bulgaria 0.0 0.0 1.0 0.0 2.0 2.0 2.0 3.0 3.0

Czech Republic 0.0 3.0 3.0 3.0 7.0 8.0 13.0 12.0 15.0

Finland 11.0 14.0 24.0 25.0 29.0 33.0 33.0 37.0 41.0

France 0.0 0.0 0.0 0.0 19.0 26.0 28.0 32.0 42.0

Germany 17.0 24.0 29.0 32.0 38.0 41.0 42.0 45.0 48.0

Slovenia 0.0 0.0 4.0 8.0 8.0 9.0 12.0 14.0 17.0

Spain 2.0 5.0 5.0 8.0 10.0 13.0 13.0 16.0 17.0

Sweden 24.0 21.0 30.0 36.0 39.0 39.0 38.0 45.0 50.0

Av. EU 27 0.0 0.0 15.0 18.0 20.0 23.0 24.0 28.0 31.0
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Table 6

Estimated data for the IOGSI indicator, [%]

Year/
Belgium Bulgaria

Czech
Finland France Germany Poland Slovenia Spain Sweden Av. EU 27

Country Republic

1991 0 0 0 2 1 4 0 0 0 6 2

1992 1 0 0 3 1 5 0 0 1 7 2

1993 1 0 0 3 1 6 0 1 1 8 2

1994 1 0 0 4 1 7 0 1 1 9 2

1995 1 0 0 5 1 8 0 1 1 10 3

1996 1 0 1 6 2 9 0 1 1 12 3

1997 2 0 1 7 2 11 1 1 2 13 4

1998 2 0 1 8 3 13 1 1 2 15 5

1999 3 0 1 9 4 15 1 2 2 17 5

2000 3 0 1 11 5 17 1 2 3 19 6

2001 4 1 2 13 6 19 2 3 3 21 7

2002 5 1 2 15 8 22 3 3 4 24 9

2003 7 1 3 18 10 25 3 4 5 26 10

2004 8 1 4 20 13 28 4 5 6 29 12

2005 10 2 5 23 16 31 6 6 7 32 13

2006 12 2 6 27 19 35 8 8 9 35 15

2007 15 3 8 30 24 38 10 10 11 39 18

2008 19 4 10 34 29 42 13 12 13 42 20

2009 22 6 13 38 34 46 17 14 16 46 23

2010 27 7 16 42 40 50 21 17 18 49 26

2011 32 10 20 47 47 54 26 20 22 53 29

2012 37 13 24 51 53 58 32 24 25 56 33

2013 43 17 29 56 59 62 39 28 29 60 36

2014 48 21 35 60 65 66 46 33 34 63 40

2015 54 27 41 64 71 69 53 38 39 66 44

2016 60 34 47 68 76 73 60 43 44 70 48

2017 66 41 54 72 80 76 67 48 49 72 52

2018 71 48 60 75 84 79 73 54 54 75 56

2019 75 56 66 78 87 81 78 59 59 78 60

2020 79 63 71 81 90 84 83 64 64 80 64

2021 83 70 76 84 92 86 86 69 68 82 68

2022 86 76 81 86 94 88 90 73 73 84 71

2023 89 81 84 88 95 89 92 78 76 86 75

2024 91 85 88 90 96 91 94 81 80 88 78

2025 93 89 90 91 97 92 95 84 83 89 80

again (similarly as for HHBAI and IRUI) very close to his-

torical data and with high confidence level. This fact con-

firms the estimation accuracy again, except for the issue of

digital divide, see Table 6.

Estimations of data for the IOGSI indicator that concern

purchases of goods and services made by the Internet, show

significant differences in the rate of social penetration of

this indicator between examined countries. Figure 3 shows

the graphs of the logistic function for the examined coun-

tries.

There is a large disparity between EU countries according

to IOGSI indicator, even greater than for HHBAI and IRUI

indicators. Sweden and Germany are the best, but France

might soon overtake them. Bulgaria is again on the weakest

position among the tested ten EU countries. However, the

development of this index in Bulgaria is fast and it appears

that after the year 2020, the percentage of users purchasing

goods and services over the Internet in Bulgaria might reach

the average level of EU 27, and then – might rise above

the average, overtaking even Slovenia and Spain.

Second to last place in the IOGSI index, just before Bul-

garia, would be the Czech Republic. However, the Czech

Republic accelerates its IOGSI development in recent years,

has fast growth of the IOGSI logistic curve, which might re-

sult in overtaking the European Union average around 2017.

Not much better results than for the Czech Republic can

be recorded for Spain – slightly higher today, but much

slower in development, thus overtaking the EU average

around 2021.

Sweden played the leading role in IOGSI index until 2008.

Starting with 2009, Germany is gradually beginning to

overtake the Scandinavian countries in the intensity of their

purchases of goods and services over the Internet. How-

ever, the fastest development in the Internet commerce has
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Fig. 3. Estimated data for the indicator IOGSI.

France that might overtake Germany around 2014–2015, to

become the undisputed leader in IOGSI indicator.

Poland has also very fast, similar to France, development

of IOGSI indicator, although starting at a lower level.

Poland might achieve the average EU 27 already currently,

in 2012, and in 2015 even overtake a core EU country –

Belgium. Even more surprising is the fact that Poland might

overtake in the year 2019 Sweden, an undisputed leader

in other indicators. Thus, from 2020, according to esti-

mation by the logistic function, leading countries in Eu-

rope in the number of users purchasing goods and ser-

vices over the Internet, might be France – representing the

core EU countries and right behind her Poland represent-

ing former communist countries of Central and Eastern

Europe.

4. The Maximum Speed of Social

Penetration of Information

Technology

The formula (2) was used to determine the maximal speed

of change (smoothed out of statistical perturbations) of

Table 7

Maximum speeds of development for indicators, [%]

Country HHBAI IRUI IOGSI

Belgium 5.2 4.7 5.9

Bulgaria 6.8 5.8 7.7

Czech Republic 9.5 6.2 6.5

Finland 6.4 4.2 4.4

France 5.7 7.5 6.4

Germany 8.1 4.4 4.1

Poland 10.1 5.6 7.2

Slovenia 6.1 4.6 5.4

Spain 6.9 4.3 5.1

Sweden 8.1 3.7 3.6

Av. EU 27 6.4 4.7 5.2

the three indicators (HHBAI, IRUI, IOGSI) of social ICT

penetration. Since we assume a = 100%, the estimated pa-

rameter c determines this speed that is counted in % per

year. In [3] it was observed that, for processes of social

penetration of new technologies, this speed is strongly lim-

ited and rarely exceeds 10% per year. While using the

results of estimations from previous section, the following

Table 7 is easily computed.

We observe that the maximum speeds, even if they con-

firm the general conclusion of [3], are very diversified.

For HHBAI indicator, fastest development is observed in

Poland and Czech Republic; for IRUI, in France and Czech

Republic, while the absolute values of the speeds are lower;

for IOGSI, fastest development is observed in Bulgaria

and Poland. This is illustrated in Figs. 4–6.

Fig. 4. Maximum annual rate of change for the HHBAI indicator.

Thus the maximal speed of growth of HHBAI indica-

tor is in the range 10.1% per year (Poland) – 5.2% per

year (Belgium). The same range for IRUI indicator is

7.5% per year (France) – 3.7% per year (Sweden); for

IOGSI indicator 7.7% per year (Bulgaria) – 3.6% per year

(Sweden).
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Fig. 5. Maximum annual rate of change for the IRUI indicator.

Fig. 6. Maximum annual rate of change for IOGSI indicator.

It can be concluded that even if the range of statistical data

is rather limited (six to seven years), the forecasts using

logistic curves can give quite interesting information with

high confidence. Statistics on the development of ICT in-

dicators were apparently not carried out before 2002 (or

even before 2006 for HHBAI indicator), and we can judge

upon earlier developments only by backward “forecast” –

estimated logistic values for earlier times. For example, the

estimation of the HHBAI for the year 2001, see Table 2,

indicate, that Belgium and France had the largest percent-

ages of households with broadband internet access – and

considerable above the average EU27, while Poland and

Bulgaria were well below average.

All the above analysis indicates that while the starting situ-

ation was very diversified, countries such as Poland or even

Bulgaria do catch up, with smaller or larger delays, which

will be analyzed in the next section.

5. Advances and Delays in Comparison

to the Current EU Average

To determine the delay or advance of an EU country, we

can use diverse approaches, e.g., compare the estimated

time of reaching a given threshold. However, the simplest

approach is to assume that the threshold is the current av-

erage calculated for the 27 EU countries, see [2], [3].

The data for selected European Union countries have been

thus analyzed in terms of advances or delays in social pen-

etration of ITC technologies, as compared to the average of

the 27 EU countries, in terms of HHBAI, IRUI and IOGSI

indicators. The resulting advances or delays for HHBAI

indicator are presented in Table 8. The most interesting is

the current result – for the year 2011 – when Sweden has

4 year advance over av. EU27, while Bulgaria has 6 year

delay; Poland, due to recent fast development, has caught

up with European average, better than Spain which has

1 year delay. Forecast for 2015 gives Poland 2 years ad-

vance over European average, while the advance of Sweden

grows to 5 years, Spain maintains 1 year delay and Bulgaria

reduces it’s delay slightly to 5.5 years. Further forecasts –

to 2020 – might be less reliable, but show an increasing

advance of Poland and delay for such core European Union

country as Belgium. These results are illustrated in Fig. 7.

For IRUI indicator, the resulting delays or advances of ex-

amined countries as compared to the EU27 average are

shown in Table 9. We see that currently (2011) Sweden has

the largest advance of 6 years, Poland and Spain have delays

of 2.5 years, Bulgaria a delay of 5.5 years. Predicted for

2015 is a slight reduction of the delay of Poland to 2 years,

while Spain maintains delay of 2.5 years. The situation

will not change qualitatively until 2020, with a slight re-

duction of delay for Poland, a somewhat stronger reduction

of delay for Bulgaria. It can be seen that IRUI indicator

characterizes a weak point of Poland.

These results are illustrated in Fig. 8. It can be seen that

France has the fastest development of IRUI indicator and

will advance over EU27 average to over 10 years.

For IOGSI indicator, the resulting delays or advances of

examined countries as compared to the EU27 average are

shown in Table 10. We see that currently (2011) Sweden

has 4.5 year of advance, while Bulgaria 8 years of delay,

Czech Republic and Spain 3.5 years of delay, Poland only

1.5 years of delay. According to IOGSI indicator, Poland

has a fast growth and in 2015 is predicted to have 1 year

of advance, with growing advance until 2025.

These results are illustrated in Fig. 9. We can see the in-

creasing forecasted advances of France and Poland.

6. General Conclusions

The examples of Belgium and Poland will be discussed

here in more detail to stress the comparison of a core EU

country and a post-communist EU country. The synthetic

information for Belgium is summarized in Figs. 10, 11,

and 12. We can see that Belgium is good on IRUI (social

attitude to Internet) and HHBAI (broadband infrastruc-

ture), while it was delayed on IOGSI (broad social com-

mercial use of Internet), but accelerates on IOGSI con-

siderably.
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Table 8

Advances and delays of the growth of HHBAI indicator as compared to the av. EU27 average, [year]

(negative entry denotes delay)

Year/
Belgium Bulgaria

Czech
Finland France Germany Poland Slovenia Spain Sweden

Country Republic

1995 2.50 –5.00 –5.00 1.00 0.00 –4.50 –5.00 –2.00 –4.00 –2.50

1996 2.50 –6.00 –6.00 1.00 0.00 –5.00 –6.00 –1.50 –5.00 –2.00

1997 2.50 –6.50 –6.50 1.50 0.00 –4.50 –7.00 –1.00 –4.50 –1.00

1998 2.50 –7.50 –7.50 1.50 0.50 –4.00 –7.50 –1.00 –4.00 –0.50

1999 2.50 –8.50 –8.50 2.00 0.50 –3.00 –8.50 –1.00 –3.50 0.00

2000 2.50 –9.00 –9.00 2.00 0.50 –2.50 –9.00 –0.50 –3.00 0.50

2001 2.50 –9.00 –8.00 2.00 0.50 –2.00 –8.00 –0.50 –2.50 1.00

2002 2.00 –8.50 –7.00 2.00 0.50 –1.50 –7.00 0.00 –2.50 1.50

2003 2.00 –8.00 –6.00 2.50 0.50 –1.00 –6.00 0.00 –2.00 2.00

2004 2.00 –8.00 –5.00 2.50 0.50 –0.50 –5.00 0.00 –2.00 2.00

2005 2.00 –7.50 –4.00 2.50 0.50 0.00 –4.00 0.00 –1.50 2.50

2006 1.50 –7.00 –3.50 2.50 0.50 0.00 –3.50 0.00 –1.50 3.00

2007 1.50 –7.00 –3.00 2.50 0.50 0.50 –2.50 0.00 –1.00 3.00

2008 1.50 –6.50 –2.00 2.50 0.00 1.00 –2.00 0.00 –1.00 3.00

2009 1.00 –6.50 –2.00 2.50 0.00 1.00 –1.50 0.00 –1.00 3.50

2010 1.00 –6.00 –1.00 2.00 0.00 1.00 –1.00 0.00 –1.00 3.50

2011 0.50 –6.00 –1.00 2.00 0.00 1.50 0.00 –0.50 –1.00 4.00

2012 0.50 –6.00 –0.50 2.00 –0.50 1.50 0.00 –0.50 –1.00 4.00

2013 0.00 –6.00 0.00 2.00 –0.50 2.00 1.00 –0.50 –1.00 4.50

2014 0.00 –6.00 0.50 2.00 –1.00 2.00 1.00 –0.50 –1.00 5.00

2015 0.00 –5.50 1.00 2.00 –1.00 2.50 2.00 –1.00 –1.00 5.00

2016 –0.50 –5.50 1.50 2.00 –1.00 3.00 2.50 –1.00 –1.00 5.50

2017 –0.50 –5.50 2.00 2.50 –1.00 3.00 3.00 –1.00 –1.00 6.00

2018 –1.00 –5.50 2.50 2.50 –1.00 3.50 4.00 –1.00 –0.50 6.50

2019 –1.00 –5.50 3.00 2.50 –1.00 4.00 5.00 –1.00 –0.50 7.00

2020 –1.00 –5.50 4.00 3.00 –1.50 4.50 6.00 –1.00 –0.50 8.00

2021 –1.00 –5.50 5.00 3.00 –1.50 5.00 7.00 –1.00 0.00 8.50

2022 –1.00 –5.50 6.00 3.00 –1.50 6.00 8.00 –0.50 0.00 9.00

2023 –1.00 –5.50 6.50 3.50 –1.50 6.50 9.00 –0.50 0.50 10.00

2024 –1.50 –5.00 7.50 4.00 –1.50 7.00 10.00 –0.50 1.00 10.00

2025 –1.50 –5.00 8.50 4.00 –1.00 8.00 11.00 0.00 1.00 11.00

Fig. 7. Penetration of ICT in selected EU countries according to HHBAI indicator.
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Table 9

Advances and delays of the growth of IRUI indicator as compared to the av. EU27, [year]

(negative entry denotes delay)

Year/
Belgium Bulgaria

Czech
Finland France Germany Poland Slovenia Spain Sweden

Country Republic

1995 0.5 –9.5 5 –10.5 1.5 –8 –12.0 –3 –3 9

1996 0.5 –9 5 –9.5 2 –8 –11.5 –2.5 –2.5 9

1997 1 –8 5 –8.5 2 –7.5 –11.0 –2.5 –2.5 9

1998 1 –8 5 –8 2 –7 –11.0 –2 –2.5 9

1999 1 –7 5 –7 2 –6.5 –10.5 –2 –2.5 8.5

2000 1 –7 5 –6 2 –6 –10.0 –2 –2.5 8.5

2001 1.5 –6 5 –5 2 –6 –9.5 –2 –2.5 8

2002 1.5 –5.5 5 –4.5 2 –5.5 –9.0 –2 –2.5 8

2003 1.5 –5 5 –3.5 2 –5 –8.5 –1.5 –2 8

2004 1.5 –4.5 5 –3 2 –5 –8.0 –1.5 –2 7.5

2005 1.5 –4 5 –2 2 –4.5 –8.0 –1.5 –2 7.5

2006 2 –3.5 5 –1 2 –4 –7.5 –1.5 –2 7

2007 2 –3 5 –0.5 2 –4 –7.0 –1.5 –2 7

2008 2 –3 4.5 0 2 –3.5 –6.5 –1 –2 7

2009 2 –2.5 4.5 1 2 –3 –6.0 –1 –2.5 6.5

2010 2 –2 4.5 1.5 2 –3 –6.0 –1 –2.5 6.5

2011 2 –1.5 4.5 2 2 –2.5 –5.5 –1 –2.5 6

2012 2 –1 4.5 2.5 2 –2.5 –5.0 –1 –2.5 6

2013 2 –1 4 3 2 –2 –5.0 –1 –2.5 6

2014 2 –0.5 4 4 2 –2 –4.5 –1 –2.5 5.5

2015 2 0 4 4.5 1.5 –2 –4.0 –1 –2.5 5.5

2016 2 0 4 5 1.5 –1.5 –4.0 –1 –3 5

2017 2 0.5 4 6 1.5 –1.5 –4.0 –1 –3 5

2018 2 1 4 6.5 1.5 –1 –3.5 –1 –3 5

2019 2 1 4 7 1.5 –1 –3.0 –1 –3 4.5

2020 2 1.5 4 8 1.5 –1 –3.0 –1 –3 4.5

2021 2 2 4 8.5 1.5 –0.5 –2.5 –1 –3 4

2022 2.5 2.5 4 9.5 1.5 0 –2.5 –1 –3 4

2023 2.5 3 3.5 10 1.5 0 –2.0 –1 –3 4

2024 2.5 3 3.5 11 1.5 0 –2.0 –1 –3 4

2025 2.5 3.5 3.5 11.5 1.5 0.5 –1.5 –1 –3 3.5

Fig. 8. Penetration of ICT in selected EU countries according to IRUI indicator.
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Table 10

Advances and delays of the growth of IOGSI indicator as compared to the av. EU27, [year]

(negative entry denotes delay)

Year/
Belgium Bulgaria

Czech
Finland France Germany Poland Slovenia Spain Sweden

Country Republic

1995 –8 3.5 –5.5 7 –11 –8 8

1996 –7 3.5 –4.5 6.5 –10 –7.5 8

1997 –6 –15 3.5 –4 6.5 –16 –9 –7 8

1998 –5.5 –13.5 3.5 –3 6.5 –14 –8 –6 7.5

1999 –5 –12 3.5 –2 6.5 –12 –7.5 –6 7.5

2000 –4 –11 3.5 –1.5 6.5 –10.5 –7 –5.5 7

2001 –3.5 –9.5 4 –1 6 –9 –6.5 –5 7

2002 –3 –1 9.–9 4 –0.5 6 –8 –6 –4.5 7

2003 –3 –17.5 –8 4 0 6 –7 –5.5 –4.5 6.5

2004 –2 –15.5 –7 4 0.5 6 –6 –5 –4 6.5

2005 –2 –14 –6.5 3.5 1 6 –5.5 –5 –4 6

2006 –1.5 –13 –6 3.5 1.5 6 –4.5 –4.5 –3.5 6

2007 –1 –12 –5.5 3.5 2 5.5 –4 –4 –3.5 5.5

2008 –1 –11 –5 3.5 2 5.5 –3.5 –4 –3 5.5

2009 –0.5 –10 –4.5 3.5 2.5 5 –2.5 –4 –3 5

2010 0 –9 –4 3.5 3 5 –2 –3.5 –3 5

2011 0 –8 –3.5 3.5 3.5 5 –1.5 –3.5 –3 4.5

2012 0 –7.5 –3 3.5 4 5 –1 –3 –3 4.5

2013 0.5 –6.5 –2.5 3 4 5 –0.5 –3 –2.5 4

2014 1 –6 –2 3 4.5 4.5 0 –3 –2.5 4

2015 1 –5 –2 3 5 4.5 1 –2.5 –2.5 3.5

2016 1 –4.5 –1.5 3 5 4 1 –2.5 –2 3.5

2017 1.5 –4 –1 3 5.5 4 2 –2 –2 3

2018 1.5 –3 –1 3 6 4 2 –2 –2 3

2019 2 –2.5 –0.5 3 6.5 4 3 –2 –2 2.5

2020 2 –2 0 3 7 4 3.5 –2 –2 2.5

2021 2.5 –1.5 0 3 7.5 3.5 4 –2 –2 2

2022 3 –1 0.5 3 8 3.5 4.5 –1.5 –2 2

2023 3 0 1 3 9 3.5 5.5 –1.5 –2 2

2024 3.5 0.5 1.5 3 10 3.5 6 –1 –1.5 1.5

2025 4 1 2 3 11 3.5 7 –1 –1.5 1.5

Fig. 9. Penetration of ICT in selected EU countries according to IOGSI indicator.
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Fig. 10. Estimation for Belgium for the HHBAI, IOGSI, IRUI

indicators.

Fig. 11. Penetration of ICT for Belgium for the HHBAI, IOGSI,

IRUI indicators.

Fig. 12. Development of ICT for Belgium in relation to the av.

EU27. Graphs for all indicators based on average values of each

indcators over several years.

In Fig. 12, we see again that Belgium is the best in IRUI

rate of the general use of the Internet. The same IRUI rate

achieved the best result in terms of advance or delay –

two years advance ahead of the EU average. However,

in the category of the maximum rate of change (annual

growth) – the highest rate of change has been an indicator

of the development of the commercial use of the Internet –

IOGSI, though, of course, percentages in this category are

small and much smaller than in other countries. Generally,

the pace of social adaptation of new ICT in Belgium is

slow.

In Poland, the situation is quite different, as illustrated

in Figs. 13, 14, and 15. In terms of the delay or advance,

indicators and IRUI and IOGSI look poorly – IOGSI has

the delay of 0.7 years to the EU average and IRUI the de-

lay of even 2.8 years to the average. However, HHBAI and

IOGSI have large speeds of development, as commented

before. In general, Poland has the chance to catch up to

the core EU countries in ICT development.

Fig. 13. Estimation for Poland for the HHBAI, IOGSI, IRUI

indicators.

Fig. 14. Penetration of ICT for Poland for the HHBAI, IOGSI,

IRUI indicators.

Generally, a graphical presentation of the development

of several ICT indicators for a given country, such as

in Figs. 10 or 14, gives a convincing kind of “digital sig-

nature” of this country. There are many further issues of

research that could not be addressed in this paper because

of volume limitations. To such issues belong the problem

of correlation or causal link of the growth of gross do-

mestic product and the use of ICT. Another already men-

tioned problem is the issue of statistical estimation and fore-

96



Diversity of Temporal and Territorial Social Penetration Rates of Information Technology in Europe

Fig. 15. Development of ICT for Poland in relation to the av.

EU27 Graphs for all indicators based on average values of each

indicators over several years.

casting of digital divide or exclusion. The richness of these

subjects justifies separate articles in this respect.
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Abstract—In this paper, we first briefly review the main op-

erational aspects of FTTC (xPON)/VDSL2 access networks.

Then, we present performance measurements with respect to

network sub loop operating length and VDSL2 operational

profiles (8b, 12a, 17a), studying the rates that can be achieved

at different scenarios. We then provide results of the effect of

stationary crosstalk and non-stationary impulse noise on the

provisioned service in an operating VDSL2 access network.

Keywords—DSL networks, impulse noise, VDSL2 next genera-

tion access networks, crosstalk.

1. Introduction

VDSL2-based Next Generation Access Networks based on

Fiber-To-The-Cabinet (FFTC) architectures are currently

deployed on worldwide scale, and offer a favourable in-

termediate step towards Fiber-To-The-Home access imple-

mentations [1]. FTTC/VDSL2 networks offer the prospect

of delivering very high bandwidth (up to 200 Mbit/s) to

end-users which should be more than sufficient for the near

future, combined with much lower deployment costs than

fully optical access networks. Indeed, the combination of

optical xPON (e.g. GPON, XGPON) FTTC networks with

the legacy copper last mile boosted by VDSL2 technol-

ogy offers a very attractive balance between cost/perfor-

mance.

However, to hold the promise of delivering the high band-

width the VDSL2 technology is capable for, noise-induced

performance degradation issues must be studied and ad-

dressed. Indeed, the Quality of Service (QoS) in VDSL2

implementations may suffer from severe degradation, with

the two principal sources of degradation being stationary

(self-crosstalk) and non-stationary (impulsive) noise [2].

While there is a large number of papers in the literature that

theoretically consider these two noise sources, experimental

studies of the effects of noise on real VDSL2 networks are

scarce. In this paper, we first present performance measure-

ments with respect to network sub loop operating length

and VDSL2 operational profiles (8b, 12a, 17a), studying the

upper limit of the rates that can be achieved at different sce-

narios and without the effect of noise. We then provide re-

sults of the effect of stationary crosstalk and non-stationary

impulse noise on the provisioned VDSL2 service.

2. VDSL2 Single-Line Performance

2.1. VDSL2 Operational Profiles

The realization of the first phase of an NGA network is

achieved by combining further penetration of the optical

technology into the access network with the VDSL2 access

technology [3].

The FTTC topology enables the provisioning of extremely

high data rates on longer loops, while extending the reach

of the fiber network assisting the future transition towards

a fully optical access network. Additionally, VDSL2 is

an access technology capable of a total rate of up to

200 Mbit/s, while offering a wide range of alternative pro-

files providing Telcos a very flexible field of options to

choose from, depending on their business plan.

The available profiles mainly differ in terms of total out-

put power and available spectrum. Table 1 lists the main

characteristics of all the available profiles of the 998 ADE

VDSL2 band plan, according to the ITU G.993.2 stan-

dard [4]. The inherent spectral and power characteristics of

each profile determine whether it should be deployed either

from the Central Office (CO), or from a remote DSLAM lo-

cated in the remote cabinet (or RDF – Remote Distribution

Frame). Generally, higher frequencies are more susceptible

to attenuation, degrading much faster than lower frequen-

cies as the length increases. VDSL2 8b is characterized by

roughly four times the spectrum of ADSL2+ and the same

maximum aggregate downstream power. As a result, it

provides a higher bit rate than ADSL2+, while maintaining

the same effective reach. VDSL2 12a transmits at a lower

power level and employs a wider upstream frequency range,

thus offering higher data rates but on shorter loops. Simi-

larly, the trade-off between maximum bit rate and effective

reach is even more evident on VDSL2 17a and VDSL2 30a.

2.2. Rate Measurements

Rate measurements were performed to assess the perfor-

mance of the most representative VDSL2 operational pro-

files for deployment in a FTTC topology (i.e., injection of

VDSL2 signal at a remote cabinet with a relatively shot

sub-loop distance). A VDSL2 DSLAM (DSL Access Mul-

tiplexer) was used that was connected to a CPE (Customer

Premises Equipment) via a 0.4 mm diameter UTP copper
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Table 1

VDSL2 ADE 998 profile characteristics

Profile

Maximum Maximum Highest supported Highest supported
Minimum

aggregate downstream aggregate upstream data-bearing data-bearing
bidirectional

transmit power transmit power downstream frequency upstream frequency
net data rate

[dBm] [dBm] [MHz] [MHz]
capability

[Mbit/s]

8a 17.5 14.5 8.5 5.2 50

8b 20.5 14.5 8.5 5.2 50

8c 11.5 14.5 8.5 5.2 50

8d 14.5 14.5 8.5 5.2 50

12a 14.5 14.5 8.5 12 68

12b 14.5 14.5 8.5 12 68

17a 14.5 14.5 17.660 12 100

30a 14.5 14.5 24.890 30 200

Fig. 1. Attainable downstream rate as a function of the distance

between the remote cabinet and the CPE (a); Attainable upstream

rate as a function of the distance between the remote cabinet and

the CPE (b).

line simulator. The length of the simulated line was varied

in a broad range in order to evaluate the performance under

different Remote Cabinet CPE distances that may occur in

the field. Figures 1(a) and 1(b) show the attainable down-

stream and upstream rates respectively as a function of the

distance between the remote cabinet and the CPE for the

VDSL2 profiles 8b, 12a and 17a, the most representative

deployment profiles.

3. VDSL2 Performance with Crosstalk

The co-transmission of signals from two distinct points in-

side the same local loop presents the challenge of crosstalk

(electromagnetic interference). The propagation of an elec-

tromagnetic signal inside a copper conductor results in the

emission of electromagnetic fields, which in turn interfere

with adjacent copper pairs and electromagnetic coupling

phenomena emerge. As an outcome, the signal affected by

crosstalk can sustain severe degradation, shortening its ef-

fective reach and/or limiting its data-bearing capability. As

Figure 2 shows, the two eminent types of crosstalk caused

by the downstream and upstream signals are FEXT (Far End

Crosstalk) and NEXT (Near End Crosstalk). FEXT refers

to the interference caused by signals on neighbouring lines

propagating in the same direction, while NEXT refers to

interference from counter propagating signals. Due to the

fact that xDSL technologies employ FDMA, NEXT tends

to be considered as having a minor effect as the downstream

and upstream frequency bands are spectrally separated.

Fig. 2. Illustration of FEXT and NEXT. Downstream directions

refers to signals from the DSLAM to the CPEs, while upstream

from the CPEs to the DSLAM.

The severity of crosstalk is directly connected to the output

power of the disturber line creating the interference, as well
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as to the power level of the victim line receiving it. Under-

standably, an attenuated signal is more sensitive to crosstalk

than a robust signal. This is the case in access networks

including active equipment both at the CO and at the RDF.

A strong signal induced at the RDF meets an attenuated

signal that has already lost a considerable amount of its

power and therefore decreases the available SNR margin

for bit loading. This impairment is followed by a consider-

able decrease of the CO line’s effective reach. In that case

some sort of downstream power back off (DPBO) protection

needs to be applied. Here, we only consider signals that are

injected at the remote cabinet, as applying to the case of

VDSL2 provisioning in an FTTC topology. Hence, all sig-

nals are generated at the same point with equal power. The

DPBO technique here cannot be applied, hence our mea-

surements show the rate that can be realistically achieved

in such cases.

Fig. 3. Downstream (DS) and upstream (US) VDSL2 perfor-

mance as a function of active disturbers within the same binder.

Figure 3 shows the individual laboratory performance (up-

link and downlink rates of transmission) of a line with

VDSL2 spectrum allocation plan Annex B: 998ADE17 and

how it is affected due to stationary self-crosstalk noise from

the gradual activation of identical adjacent lines. The pro-

file used is the 17a, which is the most common for cabinet

deployment as it ensures a high bandwidth for the short

sub-loops expected in these cases. Ten total lines are used,

and this case corresponds to a fully occupied 10-pair distri-

bution cable binder. Data are shown for two representative

sub-loop lengths: 300 m and 600 m.

As can be seen, the self-crosstalk phenomena, which are

strengthened by activating neighbouring lines have signif-

icant adverse effect on the performance can be achieved.

Specifically, a decrease in transmission rates as high as

30% can be observed with the increase of the neigh-

boring active lines. The performance drop rate is some-

what saturated when the number of disturbers exceed 4–5,

possibly as a result of the pairs geometry within the cable

binder.

4. VDSL2 Performance with Impulse

Noise

Impulse Noise together with Crosstalk constitute the major

performance impairment factors of the VDSL2 copper ac-

cess network which unlike attenuation their impact cannot

be predicted. In contrast to crosstalk, whose nature can

be considered as stationary, given that the disturbers’ kind

and number do not change, impulse noise (which is usu-

ally induced by nearby electrical apparatus) is regarded as

stochastic. Under the scope of this study, a series of mea-

surements were conducted in order to evaluate the effects

of bursts of REIN (Repetitive Electrical Impulse Noise) to

the performance of VDSL2 998ADE17 lines. The duration

of the impulse noise applied on the lines was predefined

to 250 ms, while its power was –110 dBm/Hz. Multiple

operational profiles are used, in which the SNR margin

is either 9 or 11 dB, either in fast mode or in interleave

mode (depth = 10 ms) and with an impulse noise protec-

tion of 2 symbols. Figure 4 shows some initial results on

the impact of REIN on the performance of VDSL2 lines as

a function of sub-loop length and operational profile param-

Fig. 4. Downstream rate in a VDSL2 line with REIN for three

different service profiles.
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eters. It can be seen that REIN can have a severe impact

on the sync rates, and varies with length as well as the

interleave settings of the service profile. We are currently

performing a detailed study to resolve the interplay of these

factors with VDSL2 performance and construct optimized

service profiles.

5. Conclusions

As was evidenced in the previous paragraphs, crosstalk and

impulse noise phenomena can have a very detrimental effect

on the performance of VDSL2 NGA networks. Therefore,

the further analysis and the addressing (e.g., with dynamic

spectral management methods) of such adverse effects of

is absolutely necessary in order to improve service quality

in such access networks. Here, we presented initial results

of our ongoing experimental study.
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