




Preface
In the year 2001 we celebrate the fifty anniversary of the activity of National Institute of

Telecommunications. The history of this Institute extends from year 1934, when Professor

Janusz Groszkowski founded the first Polish national research institute in telecommunica-

tions. Before the second war, the institute had achievements in telephony, radiophony and

television. After the second war, in the time of planned, closed economy in Poland, it pro-

vided knowledge and expertise in the field of modern telecommunications, preparing Polish

equivalents of international solutions of telecommunication devices. In the last decade, Na-

tional Institute of Telecommunications had to adapt itself to the opening of Polish economy.

It started gradually to change its own character, following the liberalisation of the Polish

market, looking for the new, long-term tasks.

In the first (invited) paper of this issue written by Andrzej P.Wierzbicki, General Director of

the Institute, and entitled Challenges before National Institute of Telecommunications after

fifty years of its activity the transformation of the Institute is presented. New mission of the

Institute, the results of structural changes of the Institute in last five years, an outline of long-

term research programme and the challenges before the Institute on the verge of the new

millennium are described.

Paweł Szczepański

Editor-in Chief
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Invited paper Challenges before
National Institute of Telecommunications

after fifty years of its activity
Andrzej P. Wierzbicki

Abstract — In the year 2001 we celebrate the fifty anniver-
sary of the activity of National Institute of Telecommunica-
tions under its present name (in Polish: Instytut Łączności).
Although we can date earlier the beginnings of the Institute,
we will not present here its detailed history that is discussed
in other papers. This paper presents rather the transforma-
tion of the Institute in last years, resulting from the systemic
transformation of Poland. We describe: new mission of the
Institute, the results of structural changes of the Institute in
last five years, an outline of long-term research programme.
Finally, the paper addresses the challenges before the Institute
on the verge of the new millennium.

Keywords — National Institute of Telecommunications, mis-
sion, research programme.

1. Introduction: new mission
of the National Institute
of Telecommunications

The history of the National Institute of Telecommunica-
tions extends from the year 1934, when professor Janusz
Groszkowski, a world-known specialist in radiocommuni-
cations, founded the first Polish national research institute
in telecommunications. Before the second world war, the
institute had several achievements in telephony, radiophony
and television. Experimental television transmissions in
Poland were started in the year 1937, using a system devel-
oped in the laboratories of the institute. After the second
world war, the institute was re-established as the State In-
stitute of Telecommunications, but in 1951 it was divided
into several parts. A large part of the institute was moved
into Miedzeszyn close to Warsaw (now a part of Warsaw)
and named Instytut Łączności (official translation: National
Institute of Telecommunications). This Institute served Pol-
ish economy and government by providing knowledge and
expertise in the field of modern telecommunication tech-
nology. In the time of planned, closed economy in Poland,
the Institute employed up to 1200 specialists; majority of
them prepared Polish equivalents of international solutions
of telecommunication devices. Such prototypes were sub-
sequently transferred to be produced in Polish telecommu-
nication industry and used by Polish telecommunication op-
erator, or were used in co-operation with other countries of
Middle and Eastern Europe.

In the last decade, National Institute of Telecommunica-
tions had to adapt itself to the opening of Polish economy.
In the former, closed economy the Institute provided mostly
technical expertise, with large part of tasks related to techni-
cal implementation and technology transfer or experimental
production of telecommunication equipment. The opening
of Polish economy resulted in an essential change of these
tasks. In order not to loose the knowledge and expertise of
the specialists employed by the Institute, we have chosen
a difficult way of gradual changes of the character of the
Institute. The difficulty related to the necessity of dimin-
ishing the size and changing the structure of employment,
attracting young specialists, changing the priority to more
basic research, and all the time preserving the economic
viability of the Institute. In the beginning of the trans-
formation, the long term tasks and goals of the Institute
were not clear; but gradually become obvious that Poland
needs a national research institution in such strategic field
as modern telecommunications.
After the systemic transformation of Polish economy and
society, gradual but rapid opening and liberalization oc-
cured first on the market for telecommunication equipment,
later on the market for telecommunication services. The
National Institute of Telecommunications had to change ac-
cordingly its orientation. But the deep knowledge of Polish
telecommunication sector, resulting from the earlier role of
the Institute, essentially helped in finding new directions.
Thus, the Institute changed:

� from serving closed economy towards new interna-
tional and European dimensions and co-operation;

� from concentration on applied technological research
towards more basic research on new themes;

� in serving telecommunication industry – from proto-
type development towards testing quality and admis-
sibility of telecommunication devices;

� from strictly disciplinary research in telecommuni-
cations towards interdisciplinary and integrated re-
search including computer science and other infor-
mation technology disciplines, law and economics of
telecommunications, etc.;

� from strictly research and development orientation
towards combining research with education activities,
in particular – continuing and distant education;
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� from concentration on telecommunication hardware
towards increasing concentration on telecommunica-
tion software;

� from financing the Institute mainly from state subsi-
dies towards financing the Institute mainly from mar-
ket activities.

These changes were accompanied by an essential change in
the size and structure of employment. In the five years of
1990–95, the number of employees decreased almost twice,
to 670 in 1996. In the five years 1996–2000, the number
decreased almost twice again, to 390 in 2000. At the same
time, the Institute tried to employ 15�20 new young spe-
cialists yearly. Although labor markets in telecommunica-
tions are fluid and only 8 young specialists yearly remained
for longer time at the Institute, the average age of specialists
employed at the Institute decreased from 55 in 1996 to 49 in
20001 at the same time, the share of statutory public funds
in financing of the Institute diminished to ca. 20%; the rest
is obtained partly from competitive grants and mostly from
market service.
During all these transformations, a new mission of the In-
stitute was defined and formulated in 1999 as follows:
The mission of National Institute of Telecommunications is
the development and application of knowledge and exper-
tise – in the integrated fields of telecommunications, com-
puter science (informatics) and other information technol-
ogy sciences, including also legal, economic and social as-
pects of information technology – in the liberalised market
of telecommunication and information services, according
to the needs of emerging information society. Such knowl-
edge and expertise should serve not only the operators and
consumers on this market, but also governmental regulatory
agencies responsible for this market. This is because the
emergence of information society creates not only new and
tremendous development chances, but also serious threats
and dangers. For example, the development of new com-
munication technologies creates large market chances, but
also endangers correct market functioning, might violate
the interests of consumers. Thus, it is necessary to un-
derstand well not only the developing technology, but also
legal, economic and social issues related to its applications.
A basic example of such relations are network interconnec-
tion issues in telecommunications. Therefore, an important
element of the mission of the Institute is service with its
knowledge and expertise to governmental regulatory agen-
cies responsible for the functioning of telecommunication
markets.
This mission – with small modifications – remains actual
today. The programme of the Institute and the challenges
it faces are strongly related to this mission. In order to
understand better these challenges, we shall first discuss
shortly more detailed results of structural changes of the
Institute in last five years.

1This average is relatively low when compared with other research and
development institutions in Poland, where a generation gap in science is
developing.

2. Results of structural changes
in National Institute of
Telecommunications

in five years 1996–2000

Structural changes had the objective to adapt the Institute
to the fast changes in telecommunication technology and
markets as well as to the liberalisation of telecommunica-
tion services. Several new units of the Institute had been
formed, old units restructured or disbanded. New units
include:

� Independent Section of Computerised Decision Sup-
port in Telecommunication;

� Independent Section of Theoretical Foundations of
Telecommunications;

� Independent Section of Computer Networks, later
transformed into Centre of Informatics;

� Division of Regulation and Economic Problems of
Telecommunications;

� Division of Teletransmission and Fiber Optics;

� Division of Network Development and Applications
of Informatics in Telecommunications;

� Independent Section of Marine Telecommunications
and Radiocommunications in Gdańsk.

Restructured units include Centre of Scientific Information
and Centre of Education and Promotion; the latter spe-
cialises in continuing postgraduate education for telecom-
munication engineers. Three small-scale production units –
Division of Construction and Implementation in Warsaw
and Production Division in Pułtusk as well as Production
Section in Gdańsk were transformed – either in private en-
terprises or a smaller service units. At the same time,
a Centre for Implementation of Information Technology
and Services in Telecommunications specialised in imple-
mentations of computer technology, more in software than
hardware.
At the same time, various administration and service units
in the Institute were modernised, mostly with the help of
a modern computer network organised in the Institute.
All these changes resulted in the following effects.

� The percentage of employees with university degrees
was increased above 50%, the share of specialists
with doctoral degrees and scientific titles2 also in-
creased significantly.

2In Polish scientific system there are two doctoral degrees and the term
“scientific title” denotes the title of professor granted by the President of
the Republic of Poland (corresponding roughly, but with higher prestige,
to the position of full professor at Western universities).
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� As the result of the increase of employed specialists
with second doctoral degree or scientific title, the
Scientific Council of the Institute regained its rights
to grant doctoral degrees and exercised this right by
starting to grant these degrees in the year 2000.

� The Institute obtained the highest category (1A) in
the classification performed by the State Committee
for Scientific Research.

� The Institute continued to organise the sequence of
International Wroclaw Symposiums on Electromag-
netic Compatibility and started to organise three new
cyclical international conferences: International Ex-
periences on Interconnection Issues, Research for
Information Society, International Conference on
Transparent Optical Networks. On the occasion of its
50-th anniversary, the Institute starts a new interna-
tional conference – on Decision Support for Telecom-
munications and Information Society.

� In the year 2000, the Institute started to edit two
new journals: one technical in Polish, Telekomu-
nikacja i Techniki Informacyjne and one scientific in
English, Journal of Telecommunications and Infor-
mation Technology.

� Nine equipment-testing laboratories of the Institute
obtained and maintained certified testing rights, is-
sued by Polish Centre for Testing and Certification
and by High Office of Measurements of Poland.

� The Centre for Education and Promotion of the In-
stitute started postgraduate education in three spe-
cialities: the management of telecommunication net-
works, radiocommunication systems and multimedia
telecommunication systems.

� The international co-operation of the Institute was
strongly increased, including collaboration with
many research institutions and international standard-
setting organisations, with Framework Programmes
of European Union, etc.

3. New tasks of the Institute

These results form a solid basis for further necessary
changes of the Institute. A new law concerning research
and development institutions introduces a new category of
State Research Institute (SRI). Although full specification
of this category is not available yet, the National Institute
of Telecommunications aspires to this category and thus
has to start several further changes in the years 2001–02.
The most important of such changes are:

1) changes in the strategic research programme;

2) further changes in Polish and European co-operation,
concentrating on the concept of centers and networks
of excellence;

3) changes in the character of state services rendered by
the Institute;

4) changes in the character of testing laboratories and
certifications given by the Institute;

5) changes in the collaboration with diverse actors on
telecommunication markets;

6) changes in the management system of the Institute,
based on the concept of quality management.

Without describing all these directions in detail, we shall
comment here only on the changes in the strategic research
programme.

4. An outline of a strategic research
programme

The preparation of a strategic research programme started
with the discussions of the Scientific Council of the In-
stitute that outlined several possible directions of future
concentration of research, such as:

� the development of information society in its techni-
cal, legal and socio-economic aspects;

� terabit optical telecommunication networks;

� integration of diverse telecommunication and infor-
mation technology systems together with their secu-
rity aspects;

� planning and design of modern telecommunication
networks;

� future trends of telecommunication and radiocommu-
nication terminal devices;

� new techniques of telecommunication network man-
agement, in particular for IP protocol;

� new techniques of data analysis and computerised de-
cision support in telecommunication and information
services;

� new multimedia services, quality and standards of
services, analysis of consumer demand on service
markets;

� regulatory and economic aspects of Polish telecom-
munications, compatibility with European directives
and standards.

Starting from these possible directions as an initial plat-
form, several other considerations were included into dis-
cussions. These were:

� the ISTAG (Information Society Technology Advisory
Group of European Commission) scenarios for ambi-
ent intelligence, prepared in co-operation with Euro-
pean Institute for Prospective Technologies in Seville
in preparation of a new framework programme;
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� an assessment of special chances of Polish telecom-
munication and information technology in the view
of these European preparations;

� an assessment of the needs of forming information
society in Poland and of the known programmes of
scientific computer network infrastructure, such as
PIONER of the State Committee for Scientific Re-
search.

After such considerations, an outline of a strategic research
programme was prepared, including a cooperation with sev-
eral other research institutes in Poland. This outline con-
sists of the following subprogrammes.

4.1. Design and management of secure and intelligent,
integrated networks and systems with terabit
capacities

The challenge in the development of modern communica-
tion networks is multimedia integration – not only of mo-
bile and stationary telephony or data transmission, but also
of internet and other communication services. The trend
in stationary networks is towards fiber-optics and photonic
technology, with migration towards IP protocol and an in-
crease of transmission rates towards terabits per second.
The technological development in this field will require
costly research. In Poland, we must keep essential ele-
ments of knowledge in this field, but a chance and possible
concentration of research should relate to necessary soft-
ware development and the issues of ambient intelligence in
such networks. Thus, especially interesting are the prob-
lems of design and management of such networks, together
with the problems of security and quality of services. In
these fields, it is possible to form a Polish research spe-
ciality. The goals of long-term research programme might
include:

� methodology of design and planning of multimedia
IP networks, together with their management sys-
tems;

� methods of monitoring and enhancing quality and
security of services in multimedia IP networks;

� optics and photonic technology in terabit DWDM
networks;

� wireless access systems to terabit backbone networks.

4.2. Decision support in telecommunications

The growing transmission rates, growing complexity of
modern telecommunication networks, the diversity of ser-
vices rendered and technologies applied, liberalisation of
telecommunication markets and growing competition, all
will increase the demand for computerised tools of de-
cision support not only in management of telecommuni-
cation networks, but also their operators. This will con-
cern diverse areas, such as acquiring and servicing clients

as well as maintaining client relations, financial manage-
ment, strategic management, negotiation of interconnec-
tion agreements, etc. This trend, visible internationally,
will concern not only business actors on telecommunica-
tion markets, but also market regulation or electromagnetic
spectrum management offices. We can take advantage of
the fact that this is a relatively new field and that Poland has
a strong, internationally known research school in decision
theory and computerised decision support. Moreover, this
field relates mostly to computer programming, hence the
cost of research is lower than in technological fields. It is
thus possible to make decision support in telecommunica-
tions a Polish specialty, concentrating e.g. on the following
long-term research goals:

� data processing and analysis for decision support and
the management of integrated multimedia networks;

� methods of decision support for the analysis of qual-
ity and security of integrated multimedia networks;

� decision support systems in monitoring electromag-
netic spectrum use and the management of spectrum
resources;

� methods of decision support in regulating intercon-
nection issues.

4.3. Systems research and mathematical modelling for
supporting e-business and e-banking

Electronic business and banking are today one of the most
dynamic applications of integrated multimedia networks.
Poland has good traditions of basic research in system and
decision sciences as well as mathematical modelling; these
tools are applicable to electronic business and banking.
Thus, a cooperation of the National Institute of Telecommu-
nications with such institutions as the Institute of Systems
Research of Polish Academy of Sciences or the School of
Applied Informatics and Management related to this Insti-
tute can result in the formation of a centre of excellence in
this field. The research goals might include:

� mathematical models of electronic commerce trans-
actions and their applications in the analysis of the
development of electronic markets;

� systems of consumer support on electronic markets
with application of software agents;

� mathematical models of electronic banking and their
applications to the analysis of financial market devel-
opment;

� systems of supporting investors in electronic bank-
ing, using multicriteria decision support and software
agents.
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4.4. Integrated teleinformatic systems for monitoring
environment and supporting management of
preventive actions in cases of natural impendences
and disasters

Monitoring of diverse aspects of environmental pollution
and hazards is subject of intensive research in Europe and in
Poland, e.g. by such institutions as the Institute of Meteo-
rology and Water Resources Management, or the Industrial
Institute of Automatic Control and Measurements. Less de-
veloped is the integration of such monitoring systems. In
cases of such natural disasters as deluges, it is necessary
to integrate various sources of information in a multimedia
network and to use them for supporting management and
coordination of preventive actions. Such systems are being
implemented, but they do not necessarily take into account
the fast development of integrated multimedia telecommu-
nication networks; thus, it is necessary to work on future
generations of such systems. Possible research goals might
include:

� review of diverse systems of monitoring natural envi-
ronment, sources of information in such systems, and
demand on diverse information services by various
participants of preventive actions in cases of natural
disasters;

� the development of a data model, use of data mining
and analysis techniques and decision support methods
in the management of preventive actions;

� the development of new concepts of integrated but
dispersed teleinformatic systems for monitoring en-
vironment, with specific requirements for the security
and quality of information services;

� the development and implementation of a pilot sys-
tem on a regional level;

� the development of a prototype of a national coor-
dination center based on next generation technol-
ogy, together with requirements for data security,
co-operation with preventive services in neighboring
countries, etc.

4.5. Secure systems of information exchange for state
and local administration, with special emphasis on
information concerning labor market and distance
learning

There are many technological variants, models and proto-
cols of multimedia information exchange, including typical
internet technologies, that can be used by central and local
administration. An essential difficulty is related to the ne-
cessity of providing various levels of security in a network
that must have public access for services such as electronic
discussion groups, group review of proposed documents,
electronic voting, etc. services needed in the concept of e-
democracy on one hand, and provide high security in more
special applications on the other hand. The development

of cryptography, of diversified organisation of public and
private keys, of electronic signature systems can provide
necessary security levels even in networks with diversified
access, but currently such techniques are expensive and are
rapidly further developed – also by various institutions in
Poland, e.g. by the National Academic Computer Network
Institute. At the same time, the applications of such sys-
tems for information exchange concerning labor markets,
or helping in distant, continuing education is an essential
tool of fighting unemployment, with high priorities in Euro-
pean Framework Programmes. Thus, the challenge relates
to the development of a system with diversified security
requirements with applications to the integration of local
information on labor market and on continuing education
possibilities. This research should involve several institu-
tions beside the National Institute of Telecommunications
and the National Academic Computer Network Institute.
The research goals might include:

� a review of multimedia information exchange tech-
niques for an integrated system of supporting local
and central administration, with elements of distance
learning;

� a review of methods of providing graduated security
levels for systems with diversified users;

� the development and pilot implementation of ex-
change of information about local labor markets and
the possibilities of continuing education;

� the development and pilot implementation of an in-
dependent subsystem of continuing distant education
with diversified levels and profiles of learning;

� the development and implementation of an education
portal for the subsystem of distant education;

� implementation of such pilot systems for selected lo-
cal administrations and for a selected central admin-
istration unit.

4.6. Multidisciplinary systemic analysis of social,
economic, legal and technical aspects of information
society and knowledge-based economy

The social, economic, legal and technical consequences and
conditions of the development of information society and
knowledge-based economy are a typical example of a com-
plex multidisciplinary problem which should be addressed
today by using the techniques and methodologies of sys-
tems analysis. The National Institute of Telecommunica-
tions started already preliminary research of such issues
and organises since four years cyclic international confer-
ence Research for Information Society. However, there is
a visible need of intensifying such research and searching
for a systemic synthesis of its results. There might be sev-
eral institutions involved in this research – beside National
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Institute of Telecommunications, also Systems Research In-
stitute of the Polish Academy of Sciences, Technical Uni-
versity of Warsaw, Main School of Commerce, Academy
of Mining and Metallurgy in Cracow, etc. The goals of
such research might include:

� the European Union before the challenges of informa-
tion society and knowledge-based economy – a study
of priorities, history, legal solutions;

� the conflicts of information civilisation era – the an-
tithesis of uniformity of world information systems
and the need of preserving cultural diversity, of in-
formation and work, of getting richer and increasing
digital divide – and the means of overcoming them;

� an analysis of countries using intensively knowledge-
based economy (such as Finland), their institutional
and other means of promoting development;

� the role and character of educational systems and
science systems in information civilisation and
knowledge-based economy;

� the distinction of information and knowledge, types
of knowledge representation, their standards, con-
ditions and techniques stimulating knowledge ex-
change;

� the impact of telecommunications and informa-
tion technology on information civilisation and
knowledge-based economy; social and economic as-
pects of social acceptance of new technologies;

� the development of information society in rural areas;
methods of neutralising digital divide.

5. Challenges before National Institute
of Telecommunications at the turn

of milenium

Many countries have national institutes working on
telecommunications and information society technologies.
Examples are Federal Institute of Telecommunication Sci-
ences in Boulder, Colorado, USA, or Royal Institute of
Telecommunications in Belgium. All such institutes have
similar problems concerning financing research and attract-
ing top-level researchers. Not all financing of such insti-
tutes comes from public funding, part comes from competi-
tive grants or even directly from telecommunication market.
The salaries of top-level specialists in this rapidly develop-
ing field are naturally much higher at telecommunication
operators or equipment providing firms than at research
institutes. There are diverse approaches to this problem;
a typical one is treating the employment in a research insti-
tute as continuing education. Some of such institutes have
majority of employees young but employed only for limited
periods.

Thus, one challenge before the National Institute of
Telecommunications is finding a way to implement such
a recruitment model – where most young researchers would
stay at the Institute only for a limited time. Such school-
ing of young employees is expensive, however, and would
require a larger part (from 33% to even 50%) of the financ-
ing of the Institute provided from public funds. Two ways
of reaching such proportion are possible. One is based on
participating in long-term research programs, such as out-
lined above; the field of telecommunication and information
society technology is certainly important enough strategi-
cally to deserve creating such long-term programs. Another
way is further decrease of numbers and rejuvenation of the
working force at the Institute. This is more difficult way,
but it cannot be excluded, since typical institutes of this
type in the world have no more than 200 employees.
The recruitment of new researchers might be intensified
by broadening the educational activity of the Institute. The
postgraduate studies and courses of continuing education,
organised by the Education and Promotion Centre of the In-
stitute, can be supplemented by a more close co-operation
with diverse universities on engineer- and master-level edu-
cation. In this, the idea of a center of excellence might help,
stimulating the co-operation with educational institutions.
Another challenge relates to the growing interdisciplinar-
ity of modern telecommunications and information society
technologies. This challenge can be met by using systemic,
multidisciplinary approach to research, as outlined in some
of above sections.
The perspectives of the National Institute of Telecommu-
nications, assuming that we can meet these challenges, are
huge. The field of information society technologies for
many decades yet will be decisive for the economic devel-
opment of the world. We hope that after another fifty years,
the National Institute of Telecommunications will celebrate
the centennial anniversary of its activity.
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Abstract — Local multipoint distribution systems (LMDS)
operating above 10 GHz have a large bandwidth (2–3 GHz)
but a very limited range. These systems can provide coverage
to a few kilometers only. The size of the macro cells illumi-
nated by the base stations, where line of sight (LOS) exists, is
1 to 6 km. To provide coverage to customers where LOS is not
possible, repeaters or passive reflectors may be used. In this
paper we present first results of reflection measurements at
42 GHz, and based on that, simple multipath studies, taking
into account the beamwidth of the antennas of both, trans-
mitter and receiver. Secondly, LOS cochannel and adjacent
channel interference are assessed for cellular LMDS networks.
As suggested in the CRABS report, the maximal spectral effi-
ciency can be obtained with a dual frequency and polarization
reuse plan. This frequency and polarization reuse leads to in-
terference. In this paper we have first calculated the cochan-
nel interference (CCI) and the adjacent channel interference
(ACI) due to the frequency/polarization reuse schemes sug-
gested in the CRABS report. The effects of the variation of
the half power beam width (HPBW) of the receiver, the time
percentage parameter p, and the cell radius on C/I are also
reported. In the latter part of the paper we propose a sim-
ple interference reduction technique based on re-orientation
of the receiver antennas. We have also explored the possi-
bility of using trellis coded modulation (TCM) for reducing
interference levels. Initial results have been found to be quite
encouraging.

Keywords — multipath propagation, interchannel interference.

1. Introduction

Broadband radio access systems operating at millimeter
waves, used for local multipoint distribution service, have
a large bandwidth of up to 2 GHz but a very limited cover-
age to a few kilometers only [1�3]. This is mainly because
they require clear line of sight between the base station and
the subscriber antennas as well as because millimeter waves
suffer on large propagation losses, particularly free-space
propagation losses and attenuation caused by rain. How-
ever, in urban areas, the LOS requirements and the capacity
needed for interactive services are more likely to limit the
maximum cell size than the basic radio propagation char-
acteristics [2, 3]. To enhance coverage to customers where
LOS is not possible, passive and active repeaters may be
used [4].
To compete successfully with the standard broadcasting,
cable and satellites, the signals in the LMDS architecture

need to be reliable and of high quality. The critical propa-
gation issues are clear air absorption, signal attenuation by
rain, vegetation and buildings, signal depolarization, mul-
tipath and cell-to-cell interference [5]. In Section 2 of this
paper we investigate reflection and multipath effects and
in Section 3 LOS cochannel and adjacent channel interfer-
ence problems for broadband radio access systems above
10 GHz. The last section starts with the description of the
LMDS system under study. Its first Subsection 3.1 deals
with the LOS interference calculations. The effects of vary-
ing the receiver antenna beamwidth, the cell radius and the
time percentage are reported in this section. In Subsec-
tion 3.2 we propose a simple technique for the reduction of
cochannel interference by reorientation of the receiver an-
tenna. Reorientation under the constraint of system avail-
ability is discussed in Subsection 3.3. The paper concludes
by a discussion of the results in Section 4.

2. Reflection and multipath effects

Within LMDS cells we usually have a low penetration rate
especially in urban areas. This is caused by the obstruction
due to buildings, vegetation etc. An inexpensive option to
increase penetration might be the usage of reflected waves
into non-line-of-sight (NLOS) areas, if the reflection losses
are smaller than a certain available system margin. This
might be an option, especially in the vicinity of the hub
below a radius of about 2 km where the system margin can
be larger than 20 dB [6]. Besides the usage of such reflected
waves, they always generate additional interference due to
multipath propagation. For both, it is of interest to model
the reflection losses realistically.

2.1. Reflection measurements

The reflecting wall or ground can be simply modeled in
a first step by the Fresnel reflection coefficients for a plain
dielectric surface and for perpendicular and parallel polar-
ization:

Rk =

q
ε2�sin2(ϑin)� ε2 �cos(ϑin)q
ε2�sin2(ϑin)+ ε2 �cos(ϑin)

;

R? =
cos(ϑin)�

q
ε2�sin2(ϑin)

cos(ϑin)+
q

ε2�sin2(ϑin)
; (1)
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with the complex permittivity ε2 = ε2 (1� j tan (δ )) of the
dielectric material and the angle of incidence ϑin (Fig. 1).
In a second step we assumed a slightly rough surface with
Gaussian distributed roughness [8], having a standard de-
viation σh < λ . This leads to the following reduction co-
efficient [9]:

ρ(x) = e�x
� I0(x); x= 8 �

�
π σh cos(ϑin)

λ

�2

; (2)

where I0 is the modified Bessel function of the order zero
and hence to the following modified Fresnel reflection co-
efficients:

Rkrough= Rk �ρ ; R?rough= R? �ρ ; (3)

which exhibits very good agreement with measurements of
slightly rough and large surfaces compared to λ .

Fig. 1. Systematic reflection measurements on a brick wall.

For 42 GHz, Fig. 2 shows some results of systematic
2D-measurements of the bistatic reflection profile for
R?(ϑ ) and Rk(ϑ ) from a brick wall with an average value
of σh�λ=7, which was carried out by a measurement setup
schematically shown in Fig. 1. Since the electric properties
of the brick wall were not exactly known, we compared
these measurements with the reflection losses calculated
with Eq. (3) for three different materials: glass, concrete
and wood. The measured reflection losses exhibits similar
behavior vs. the angle of incidence as the calculated mod-
ified Fresnel reflection losses and are mostly in between
the curves for concrete and wood, indicating of course,
a large spread of about 5 dB due to some measurement un-
certainties like slight misalignment of the very directional
receiving antenna, temperature effects of the measurement
equipment etc.
In order to model the reflection losses more realistically for
LMDS scenarios, several systematic 3D-reflection measure-
ments at 42 GHz were carried out at buildings in real en-
vironments with different materials, structures and surface
roughness σh in dependence of the angle of incidence and
along several measurement paths. One scenario is shown
in Fig. 3a, where the LMDS transmitter was located at the
top of a high building at 46.2 m and the received power of

Fig. 2. Measured reflection loss of a brick wall and the mod-
ified Fresnel reflection losses for glass, concrete and wood for
perpendicular polarization R?(ϑ ) (a) and parallel polarization
R
k
(ϑ ) (b) at 42 GHz.

the reflections from a building front was recorded along the
measurement path l at a height of 1.8 m above ground. The
received power due to reflections from the building front
along the path is indicated by the bars in Fig 3b. The vari-
ation in the received power of up to about 5 dB was partly
caused by time variant effects like moving transmitter, re-
ceiver and vegetation being within the path due to wind
forces as well as small alterations in the alignment of the
receiving antenna around the direction where the maximum
level was found.

To analyze 3D-reflections and to compare these measure-
ments with prediction, two theoretical curves have always
been plotted in addition: the free-space attenuation due to
the wave travelling from the transmitter via the reflection
point to the receiver (curve at the top) and this free-space
attenuation plus the reflection loss (curve at the bottom).
This last factor was calculated by firstly splitting up the in-
cident field strength vector into parallel and perpendicular
components to the plane of incidence, and then weighting
both components with the corresponding modified Fres-
nel reflection coefficients for concrete according to Eq. (3).
After that, the total field strength is given by summing up
both vectors and hence the received power can be predicted
by taking into account the polarization mismatch with the
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Fig. 3. (a) Typical LMDS scenario for measuring reflections
from buildings; (b) received power of reflected waves recorded
along a measurement path l in comparison with two theoretical
curves.

receiving antenna, as well as the additional free-space at-
tenuation. As we can see from Fig. 3b, all measured power
levels (bars) are several dB above this predicted curve at
the bottom, which has been valid for nearly all measure-
ments. One reason for this higher measured levels than
predicted for concrete (σh = 1 mm, tan(δ ) = 0.01, ε2 = 7)
is of course, that all buildings consist of a mixture of dif-
ferent materials, in particular of concrete and glass, but
also wood and metal frames. A second reason is that an
exact alignment of the receiver antenna on the theoretical
reflecting point of the buildings was very difficult. There-
fore, we simply looked for the maximum of the received
reflected power even it was found apart from the theoreti-
cal reflection line. This maximum is often caused by areas
of the buildings with smooth window panes and metallic
window frames, having relatively low reflection losses, and
thus increasing the measured power levels compared to the
predicted ones by assuming purely concrete with rough sur-
faces. Hence, these predicted curves for concrete walls are
usually to pessimistic.
Beside that, our 2D- and 3D-measurements indicate, that
on principle, the relatively strong reflections (except in the
region of the Brewster angle for the parallel polarization)
could be used to enhance the area coverage also into the

NLOS areas when the system margin is sufficient. Thus, in-
creasing the penetration rate of LMDS cells. Unfortunately,
good reflectors of buildings are often windows, which are
not reliable, because they can be opened and hence chang-
ing its scattering features. Hence, for using natural reflec-
tions, it has to be ensured that they are caused dominantly
by static walls. A reliable option to enhance penetration
into shadowed regions is the use of elliptical reflectors as
passive repeaters [10].

2.2. Multipath propagation

Apart from using natural reflections to enhance penetration,
strong reflections have always to be considered in conjunc-
tion with multipath propagation. This is generally agreed to
be neglectable for LMDS, because of the very directional
antennas of the customers, having half power beam widths
usually in between 2Æ and 5Æ. But even, if the probability
might be low to catch some multipath propagation compo-
nents within this HPBW, there will partly be interference,
if just one reflected wave in addition to the direct wave
will be received within the HPBW of the customer anten-
nas. Thus, it should be considered for the design of the
equalizer of the receiver. Based on the reflection measure-
ments and modeling those reflections for rough surfaces
above, we carried out a worst-case estimation with a sim-
ple two-ray model according to the geometric arrangement
in Fig. 4, assuming only one “optimally”-oriented slightly
rough dielectric surface (dielectric reflector), which might
be a building wall or a roof.

Fig. 4. Simple geometry for the estimation of worst-case multi-
path propagation (two-ray model).

For this simple arrangement, the direct ray is defined to go
through the �3 dB point of the transmitter antenna and hits
the maximum of the receiver antenna, whereas the reflected
ray goes through an arbitrary point within the HPBW of the
transmitter antenna under the angle θ , hits law of reflection
and then cuts the receiver antenna at the �3 dB decay
point. Hence, the antennas are sufficiently described by
their HPBW θtrans and θreceiv and the antenna pattern of
the transmitter within its HPBW, which is approximated
by sin2 (π=4+ θ ) with θ 2 [0; π=2] for the 90Æ-antenna.
By the use of this simple geometrical arrangement, the
magnitudes of both rays at the receiver, the relative time
delay between the direct and the reflected waves as well as
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Fig. 5. Power delay profiles at the receiver with respect to the
relative attenuation of the reflected path compared to the direct
wave in dB with various roughness σh of the wall and HPBW
Θreceiv of the receiver antenna: (a) without considering a specific
antenna pattern of the transmitter; (b) taking into account the
sin2(π=4+θ ) antenna pattern of the transmitter.

the power delay profiles were estimated for certain materials
of the dielectric reflector in dependence of the distance d
between the transmitter and receiver and the HPBW’s of
both, the transmitter and receiver antennas. The relative
time delay is:

∆τ =

�
s3

sin(θreceiv=2)
+

s3

sin(θ )
�d

�
�c�1 ;

with s3 =

�
1

tan(θreceiv=2)
+

1
tan(θ )

�
�d�1 : (4)

For typical LMDS receiver antennas with θreceiv< 8Æ, use
can be made by the following linear approximation:

∆τ � 0:32�10�3
�θ �θreceiv�d [ns]; (5)

where the parameters θreceiv and θ are given in degrees and
d in meter. The estimation error for this approximation re-

mains low up to about θreceiv= 16Æ, where it exceeds 13%.
For example, assuming θtrans= 90Æ, θreceiv= 4Æ and a dis-
tance d of 2 km, the maximum relative delay ∆τmax can be
230 ns (i.e. if θ = θtrans). So, even for narrow customer an-
tenna pattern, this delay can be several times of the symbol
rate of a QPSK-signal within a LMDS specific bandwidth
of 33 MHz, which cannot be ignored for system design. It
can easily be seen from Fig. 4 and Eq. (5), that each delay
value ∆τ has its corresponding value of the angle θ and
hence, angle of incident on the reflecting surface:

ϑin =
1
2
(180Æ�θreceiv=2�θ ) : (6)

With this angle of incidence ϑin, the reflection losses can be
estimated by the use of Eq. (3). As a worst-case estimation
of a power delay profile, this has only been carried out for
the perpendicular polarization, having less losses than the
parallel polarization according to Fig. 2.
The envelope of the power delay profile can easily be de-
rived with the close relationship between ∆τ and this mod-
ified Fresnel reflection coefficient R?(ϑ ) due to the fixed
geometrical arrangement according to Fig. 4. In a first iter-
ation, it has not been taken into account a specific antenna
characteristic of the transmitter antenna within θtrans= 90Æ.
For the antenna configuration shown in Fig. 4, Fig. 5 shows
the total received power at 42 GHz with respect to the one
of the direct wave in dependence of the relative path delay
∆τ for different θreceiv and σh (e.g. glass and concrete), but
fixed distance d = 2 km. It can be seen from Fig. 5a, that
the envelope of the relative losses (i.e. power delay profile)
is nearly proportional to the relative delay ∆τ and θreceiv
of the receiver antenna. Taking into account the speci-
fied 90Æ-transmitter antenna characteristics and the other
parameters as mentioned before, the power delay profiles
in Fig. 5b are even worse. Comparing our results, the two
ray models proposed in the IEEE 802.16 [11] standard are
potentially to optimistic.

3. LOS interference

In this paper, we present the LOS calculations for the cell
areas affected by the cochannel interference and the ad-
jacent channel interference for a cellular LMDS architec-
ture suggested by Telenor in the CRABS report [1, p. 46],
which yields the same results as for a similar scheme pro-
posed by Deutsche Telekom in [2]. In both, the maxi-
mal spectral efficiency was obtained with a dual frequency
and polarization reuse plan according to Fig. 6, where the
macrocells are square in shape. For this architecture, the
cochannel cells appear in the 5th tier. The 42-GHz-LOS-
interference calculations are done based on a H-plane or
E-plane sectoral horn antennas for the transmitter at the
base stations, providing horizontal and vertical polarization,
respectively. The transmitter antennas have a half power
beam width approximately equal to 90Æ. The receiver an-
tennas of the subscribers are assumed to have a circular
aperture with a parabolic taper on pedestal with a 10 dB
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Fig. 6. Dual frequency and polarization reuse plan as suggested
in the Telenor scheme of the CRABS report [1]. The circles
in the figure denote the position of the base stations, on which
four 90Æ-sectoral horn antennas are mounted. The two closest
cells experiencing CCI are labeled (5, 5) and (1, 5) and those
cells experiencing ACI are labeled (5, 3) and (1, 3), assuming the
interfering cell is (1, 1).

edge illumination, having high gain between 30 to 40 dB
with a very narrow HPBW of 5Æ to 2Æ for a diameter of
about 10 to 24 cm.
The cochannel interference has been calculated for LOS
under clear weather conditions without any power control
strategy (worst case) using the formula:

C=I(L; L2; p) = [EIRP�EIRP1]+ [GR(0)�GR(θ )]+
�[Lf s(L)�Lf s(L2)]� [Acs(L)�Acs(L2)]+

�Af (L2; p) [dB] ; (7)

where EIRP and EIRPI are the equivalent isotropic radi-
ated powers of the desired and interfered signals at the
customer location, GR(θ ) is the receiver antenna gain at an
angle θ off the boresight, Lf s is the free space path loss,
Acs is the attenuation during clear sky, Af is the short term
enhancement due to atmospheric multipath and focussing
effects, p is the time percentage for which Af exceeds a cer-
tain value [2], L and L2 are the distances in km from the
base station of the desired and cochannel cell, respectively.
At 42 GHz, Acs has been taken as 0.2 dB/km [4, p. 92]. The
short term enhancement due to atmospheric multipath and
focussing effects, Af , is determined using the formula [2]:

Af = 2:6(1�e�L=10) log10(p=50) : (8)

3.1. LOS interference calculations

Numerical simulation was carried out to determine the
percentage of areas where the C=I was above a specified

threshold. Simulations were carried our both for cochan-
nel and adjacent channel interference. The C=I levels of
interest were 10, 15, 20, 25 and 3 dB, depending on the
operating modulation scheme (QPSK, 8-PSK, 16-QAM or
even 64-QAM).
The percentage of cell area below these C=I threshold lev-
els are given in Table 1. The simulation takes into ac-
count a squared cell dimension L = 2 km, a time per-
centage p= 0:01% for which short term enhancement due
to atmospheric multipath and focussing effects, Af , ex-
ceeds 6.51 dB according to Eq. (8), and a receiving an-
tenna of the customer with a diameter of 10 cm, i.e. an
antenna gain of about 30 dB and a HPBW of about 5Æ.
The areas within the cell that experience these C=I levels
(as a percentage of the total cell area) are shown in Fig. 7.
Figure 7a gives the regions experiencing high CCI values
while Fig. 7b depicts the regions with high ACI.

Table 1
Approximate areas within the cell that experience

different levels of CCI

C=I value Approximate areas [%]

in cell (5, 5) [dB] CCI ACI

Below 10 5:48 0.14

Below 15 15.14 1.45

Below 20 22.24 4.80

Below 25 27.33 13.80

Below 30 29.87 24.85

Above 30 70.12 75.15

Next, simulations were carried out for different receiver an-
tenna diameters/HPBW to see the effect of increasing the
receiver antenna beamwidth. The results are given in Ta-
ble 2. For these simulations, the transmitter is a H-plane
sectoral horn and the receiver is a dish with a parabolic
squared aperture. Interference from the most dominant
cochannel cell has been considered only. The transmit-
ter antenna characteristics are: HPBW= 88Æ, A= 0:46 cm
(0.65 λ ), R1 = 2:00 cm. For the simulation, the time per-
centage, p= 0:01 and the cell radius = 2 km.
In order to observe the effect of the time percentage, p, on
the C=I , the parameter p was varied from 0.001% to 10%.
The results are given in Table 3. It can be seen from the
table that p, which has an effect on Af (the short term
enhancement due to multipath and focussing effects), has
an important role to play in the determination of C=I . When
we relax the time percentage parameter to even 0.1%, the
C=I does not fall below 10 dB. However, p has a less
severe effect on higher C=I . For example, a change in p
from 0.001% to 10% causes the area where C=I < 15 dB
to change by 89%, the area where C=I < 20 dB to change
by 48% and the area where C=I < 30 dB to change by
only 7%. Thus, the effect of p should not be neglected for
low C=I .
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Fig. 7. Color coded areas within the cell (5, 5) that experience
C=I levels below a specified level for (a) CCI and (b) ACI. The
units of the color bar is in dB. The squared cell dimension is
L = 2 km, the time percentage p= 0:001% for which Af exceeds
7.81 dB and the HPBW of the receiver antenna is 5Æ.

Fig. 8. The four disjoint wedges in which the receivers are
reoriented.

Next, the effect of varying the cell radius on the interference
was analyzed. The cell radius also plays a crucial role in the
calculation of C=I . It has been mentioned earlier, the cell
radius in the LMDS architecture can range from 1 to 10 km.

Fig. 9. The areas experiencing high levels of CCI (a) and ACI (b)
in cell (5, 5) in the Telenor scheme after reorientation of receiver
antennas. The units of the color bar is in dB. The HPBW of the
Tx = 88Æ, that of the Rx = 3Æ, p= 0:001, cell radius = 2 km.

Simulations were performed to find out the variation of C=I
with the cell radius. The radius of the cell was varied from
0.5 to 15 km and the results are given in Table 4.

It can be observed from the table that the areas where the
C=I is below a specified level at first increases with the
increase in the cell radius. It reaches a maximum and
then starts to decrease. The cell radius that results in the
minimum C=I (i.e., the maximum areas experiencing high
interference) is approximately 3 km, for the simulation pa-
rameters considered here. This behavior can be explained
as follows. At very low values of the cell radius, the free
space path loss, Af s, is the dominant factor. As the cell
radius increases, the short term enhancement due to mul-
tipath and focussing effects, Af , starts playing a dominant
role and increases the interference level. As we increase
the cell radius further, the increase in the interference due
to Af is compensated by the free space path loss, Af s. Con-
sequently, the total interference starts decreasing.
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Table 2
Percentage of areas below a specified C=I ratio in cell (5, 5)

Rx antenna Cell (5, 5)

Diameter [cm] HPBW [Æ] C=I < 10 dB C=I < 15 dB C=I < 20 dB C=I < 25 dB C=I < 30 dB

24 2.0 0.15 1.08 1.52 1.95 2.51

20 2.4 (CRABS) 0.82 4.44 7.22 8.93 9.40

10 4.7 1.94 8.52 13.08 15.59 18.41

9.6 5.0 2.00 8.99 13.85 16.97 19.05

Table 3
Percentage of areas below a specified C=I ratio in cell (5, 5) (diameter of the receiver = 20 cm, HPBW= 2:4Æ)

Time percent, p [%] C=I < 10 dB C=I < 15 dB C=I < 20 dB C=I < 25 dB C=I < 30 dB

0.001 2.68 4.99 8.12 9.17 9.47

0.01 0.61 4.23 6.85 8.83 9.38

0.1 0 3.55 5.65 8.53 9.29

1.0 0 1.92 4.84 7.86 9.12

10 0 0.51 4.20 6.71 8.84

Table 4
Percentage of areas below a specified C=I ratio in cell (5, 5) (diameter = 20 cm, HPBW= 2:4Æ, p= 0:01%)

Cell radius [km] C=I < 10 dB C=I < 15 dB C=I < 20 dB C=I < 25 dB C=I < 30 dB

0.5 0 2.00 4.88 7.92 8.88

1.0 0 3.54 5.49 8.48 9.25

2.0 0.61 4.23 6.85 8.83 9.38

3.0 0.71 4.36 7.06 8.89 9.40

5.0 0.28 3.95 6.29 8.74 9.36

10.0 0 0.51 4.22 6.75 8.87

15.0 0 0 0.59 4.32 6.92

3.2. Reducing CCI using reorientation of receiver
antennas

Having investigated the LOS cochannel and adjacent chan-
nel interference problem, we now propose a simple tech-
nique for the reduction of areas within the cell experiencing
high levels of interference. Let us assume that the current
BS location is (0, 0) as given in Fig. 1. It should be noted
that the coordinate system for the BS is different from that
used for representing the cells. We need two different coor-
dinate systems because the BS are not placed at the center
of the cell, but at one of the corners. Hence, in many cases
the same BS location is valid for four cells. From Fig. 7
we note that the regions of high interference roughly form
wedges within the cell. There are three disjoint wedges
where the interference levels are unacceptable due to the
three cochannel cells: (1, 5), (1, 1) and (5, 1). The receivers
in these regions of high interference can be reoriented to
the BS of nearby cells in order to reduce interference lev-

Table 5
After reorientation, the current and the interfering BS

for the four wedges

Wedge Current BS Interfering BS (CCI)

(after reorientation) dominant less dominant

1 (2, 2) (6, 6) (10, 6) –

2 (0, 2) (�4, 10) (�4, 6) (�4, 2)

3 (2, 0) (10, �4) (6, �4) (2, �4)

4 (2, 2) (6, 6) (6, 10) –

els. Here we have taken the cut-off C=I = 30 dB to label
an area as a high interference zone. By simply observing
the cells around the wedges that depict high interference
regions, we choose the reorientation scheme as following.
The receivers located in wedge 1 are reoriented to BS at
(2, 2), those in the top section of wedge 2 to BS at (0, 2),
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those at the bottom half of wedge 2 to BS at (2, 0) and
those in wedge 4 to BS at (2, 2). Thus, there are now four
wedges from the point of view of reorientation, as depicted
in Fig. 8. Due to reorientation, new cochannel cells come
into picture. Table 5 gives the list of the new cochannel
cells for the four wedges after reorientation.
As a first level interference estimation, only the dominant
cochannel cell was considered for line of sight CCI calcula-
tions after reorientation. The areas facing high interference
after reorientation is shown in Fig. 9. Table 6 compares the
percentage of areas suffering from high CCI values before
and after the reorientation scheme. If, upon reorientation
of a receiver antenna the CCI worsens, it is reverted back
to the original base station.
Since we make the best choice for a receiver regarding
which BS it should point to, the reorientation strategy can
only provide improvement. It can be seen in Fig. 9 that
there are still some areas where, even after reorientation,
the interference level is unacceptable. However, the levels
are better than before. For example, the worst C=I value
prior to reorientation was 6.65 dB, and after reorientation,
the worst value is C=I = 9:74 dB (over 3 dB improvement,
though still unacceptable).
We next look at the effect of reorientation of receiver an-
tennas on adjacent channel interference. The process of
reorientation to reduce CCI also results in new ACI cells.
Table 7 lists the new cells that offer ACI as a result of
reorientation in order to reduce the problem of CCI. The
values of the resulting ACI due to the reorientation of Rx

antennas is given in Table 8. The plot of the areas expe-
riencing ACI is also shown in Fig. 9. From Table 3 it is
clear that the process of reorientation has not reduced the
ACI much. The values are comparable to those obtained
prior to reorientation. This was expected as the strategy
for reorientation of Rx antennas was to reduce CCI, and
not ACI. It could be possible that there is a slight increase
in the ACI values after reorientation.

Table 6
Approximate areas within the cell that experience

different levels of CCI before and after reorientation
of Rx antennas

C=I value Approximate areas [%]

[dB] before reorientation after reorientation

Below 10 3.52 0.04

Below 15 9.71 0.70

Below 20 13.05 1.56

Below 25 17.05 3.12

Below 30 19.12 3.47

Above 30 80.87 96.52

A more appropriate solution would be to check every Rx

location and see whether the reorientation to reduce CCI or
ACI produces a better result. The reorientation should be

Table 7
After reorientation, the current and the interfering BS

for ACI calculations

Wedge Current BS Interfering BS (ACI)
(after reorientation) dominant less dominant

1 (2, 2) (6, 4) – –

2 (0, 2) (�4, 8) (�4, 12) –

3 (2, 0) (6, �2) (10, �2) (10, �6)

4 (2, 2) (6, 4) – –

Table 8
Approximate areas within the cell that experience different
levels of ACI before and after reorientation of Rx antennas

C=I value Approximate areas [%]
[dB] before reorientation after reorientation

Below 10 0.10 0.17

Below 15 0.83 1.18

Below 20 2.71 3.43

Below 25 8.08 9.07

Below 30 14.66 15.55

Above 30 85.33 84.44

done accordingly. In many cases, one of the two, CCI or
ACI increases and the other one decreases due to reorien-
tation. Plus a third choice is not to go for reorientation. So
the strategy should be to choose the best of the three pos-
sible solutions using the following decision rule: “Choose
orientation to maximize the minimum of (CCIi , ACIi) for
the ith choice” i.e.,

decision variable di = max
�
min(CCIi ; ACIi)

�
: (9)

3.3. Reorientation under the constraint of system
availability

In actual scenarios, reorientation of receiver antennas at all
locations is not possible because of the system availability

Table 9
Approximate areas [%] within the cell that experience

different levels of interference after the reorientation of Rx

antennas, with and without system availability constraint
(p= 0:01% and receiver HPBW= 2:4Æ)

C=I value CCI ACI
[dB] without 99.7% without 99.7%

constr. sys. avail. constr. sys. avail.
Below 10 0 0.16 0.03 0.00

Below 15 0.51 2.35 0.50 0.42
Below 20 0.52 3.46 1.84 1.57

Below 25 1.54 5.71 5.46 5.06
Below 30 1.58 6.04 10.88 10.18

Above 30 98.42 93.95 89.11 89.81
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constraint. If we try to orient the receiver antennas to far
off alternate base stations, the LOS may not exist due to tall
buildings and foliage. To get a feel for the performance due
to the system availability constraint, we put in the following
restriction: we do not reorient those receiver antennas for
which the alternate base station locations are more than
1.5 times the cell radius (one side of our square cell). This
factor, r , equal to 1.5 approximately corresponds to 99.7%
system availability. The results of the CCI and ACI with
this constraint is given in Table 9 for p= 0:01%.

Table 10
Approximate areas [%] within the cell that experience
different levels of interference before reorientation of

receiver antennas

Rx C=I value p= 0:01 p= 0:001

HPBW [dB] CCI ACI CCI ACI

Below 10 0.79 0.03 2.60 0.07

Below 15 6.13 0.40 6.95 0.64

2:4Æ Below 20 9.89 1.56 11.53 2.15

Below 25 13.15 4.68 13.57 6.43

Below 30 14.01 9.80 14.11 11.36

Above 30 85.98 90.19 85.89 88.64

Below 10 1.61 0.05 5.48 0.16

Below 15 12.30 0.85 15.14 1.38

5:0Æ Below 20 20.40 3.35 22.24 4.63

Below 25 25.24 9.84 27.33 13.44

Below 30 29.34 20.76 29.87 24.58

Above 30 70.65 79.24 70.12 75.41

Table 11
Approximate areas [%] within the cell that experience
different levels of interference after reorientation of Rx

antennas

Rx C=I value p= 0:01 p= 0:001

HPBW [dB] CCI ACI CCI ACI

Below 10 0.16 0.00 0.43 0.05

Below 15 2.35 0.42 2.57 0.74

2:4Æ Below 20 3.46 1.57 5.02 2.30

Below 25 5.71 5.06 5.87 7.22

Below 30 6.04 10.18 6.08 11.73

Above 30 93.95 89.81 93.92 88.26

Below 10 0.23 0 1.42 0.12

Below 15 5.32 0.72 7.70 1.45

5:0Æ Below 20 10.60 3.01 12.39 4.50

Below 25 13.45 9.51 16.34 13.30

Below 30 17.59 19.58 17.80 22.97

Above 30 82.40 80.41 82.19 77.02

It can be observed that, under this constraint, there is a de-
crease in the system performance with respect to the CCI,
as expected. However, there is an improvement in the levels

of ACI. This is because, in the first case where we reori-
ent with the sole objective to reducing CCI, in many cases
we end up increasing the ACI in the process. However,
when we reorient under the system availability constraint,
we only reorient some of the receiver antennas. In order to
get a feel for the typical and the worst case scenarios, we
obtain the CCI and ACI for receiver HPBW of 2.4Æ (typ-
ical) and 5Æ (worst case). We also carried out simulations
for p= 0:01 (typical) and p= 0:001 (strict). The interfer-
ence levels before and after reorientation are tabulated in
Table 10 and Table 11 respectively.

Fig. 10. The percentage of areas in the cell (after reorienta-
tion of receiver antennas) versus the multiplicative factor r which
determines the system availability.

The extra restriction of the system availability constraint
results in a degradation in the system performance, as indi-
cated earlier. In Fig. 10 we plot the percentage of areas in
the cell (after reorientation of receiver antennas) versus the
multiplicative factor r which determines the system avail-
ability. For example, r = 1:5 implies that receiver antennas
will be reoriented to an alternate BS if the LOS distance
does not exceed 1.5 times the cell radius. This corresponds
to system availability of 99.7%.

4. Conclusions

In this paper we have investigated the intra-cell interference
as well as LOS cochannel and adjacent channel interfer-
ence for the LMDS architecture. Simulations have beenper-
formed at 42 GHz. Our reflection measurements and multi-
path propagation studies have shown, that even for very di-
rectional customer antennas (HPBW= 2Æ) strong mulipath
components might occur and that they are not neglectable.
Therefore, the multipath propagation has to be considered
in the design of the equalizer of the receiver.
It has been observed that about 10�15% of the areas suf-
fer from interference problems (for an acceptable threshold
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of C=I > 20 dB) under LOS and clear weather conditions
when cell dimensions of about 2 km are deployed. An in-
teresting thing that has been observed is that for a fixed
percentage p, the percentage of cell area below these C=I
threshold levels firstly increases with the cell dimension L,
reaching its peak value at about 3 km, and then decreases
again. The LOS interference problem will be reduced if
the HPBW of the subscriber’s antennas are decreased down
to 2Æ, which means comparatively large antenna diameters
of up to 25 cm and more difficulties of arranging them
to point precisely to the base station, thus suffering some
alignment losses.
In the latter portion of the paper we have proposed a sim-
ple technique to reduce the cochannel interference simply
by reorienting the receiver antennas to a more favourable
base station. It was observed that by reorientation, the area
encountering CCI below 30 dB was decreased from 19.1%
to 3.4%. This big improvement comes at no additional cost.
The ACI values remain comparable to those prior to reori-
entation. If the system availability constraint is put, we still
observe a big improvement, though not as large as without
any constraint. Further improvement is possible if we check
every receiver location and see whether the reorientation to
reduce CCI or ACI produces a better result.

References

[1] CTS Project 215, “Cellular Radio Access for Broadband Services
(CRABS)”, Feb. 1999, pp. 18–19.

[2] ITU-R Rec. 452-6, “Prediction Procedure for the Evaluation of Mi-
crowave Interferrence between Stations on the surface of the Earth at
Frequencies above 0.7 GHz”, PN Series, Propagation in Non Ionized
Media, 1990, pp. 565–591.

[3] A. Seville, M. Willis, and E. Falaise, “Area coverage studies for
millimetre-wave services”, in Millennium Conf. Anten. Propag.,
Davos, Switzerland, Apr. 2000.

[4] R. Jakoby and M. Grigat, “MMDS zur Erweiterung von BK-Netzen”,
Research Report from the Research Center of Deutsche Telekom AG,
1996.

[5] P. B. Papazian, G. A. Hufford, R. J. Achatz, and R. Hoffman, “Study
of the local multipoint distribution service radio channel”, IEEE
Trans. Broadcast., vol. 43, no. 2, pp. 1–10, 1997.

[6] A. Hayn and R. Jakoby, “Propagation and standardization issues for
42 GHz digital microwave video distribution system (MVDS)”, in
Tech. Rep. COST 259 TD (99) 021, Thessaloniki, Greece, Jan. 1999.

[7] A. Hayn, G. Bauer, J. Freese, and R. Jakoby, “Entwicklung von
Ausbreitungsmodellen und Software-modulen zur Abschätzung der
MWS-Versorgung unter Berücksichtigung von abgeschatteten Bere-
ichen”, Research Report for T-Nova, Deutsche Telekom, Nov. 1999.

[8] W. S. Ament, “Toward a theory of reflection by a rough surface”,
Proc. IRE, vol. 41, no. 1, pp. 142–146, 1953.

[9] L. Boithias, Radio Wave Propagation, New York: McGraw-Hill,
1987.

[10] G. Bauer, J. Freese, and R. Jakoby, “Single-cell coverage prediction
of LMDS including passive reflectors”, in ICAP 2001, Manchester,
Apr. 2001.

[11] IEEE 802.16.1pc-00/15, “Proposed System Impairment Models”,
Feb. 2000.

Ranjan Bose received his
B.Tech. in electrical engi-
neering from IIT, Kanpur in
1988 and his M.Sc. and Ph.D.
in electrical engineering from
the University of Pennsylvania,
PA in 1993 and 1995, respec-
tively. He worked as a Senior
Design Engineer in Alliance
Semiconductors Inc., San Jose,
CA from 1996 to 1997. Since
November 1997 he is working

as an Assistant Professor at IIT, Delhi in the Department
of Electrical Engineering. His research interests lie in the
areas of broadband wireless access and coding theory. He
received the URSI Young Scientist award in 1999 and is
currently at the Technical University of Darmstadt, Ger-
many on the Humboldt Fellowship.
e-mail: rbose@ee.iitd.ernet.in
Technische Universität Darmstadt
Institut für Hochfrequenztechnik
Fachgebiet Mikrowellentechnik Merckstrasse 25
D-64283 Darmstadt, Germany

Andreas Hayn received the
Dipl.-Ing. (M.Sc.) degree
from the Technical Univer-
sity of Darmstadt, Germany
in 1997. He is currently
working towards the Dr.-Ing.
(Ph.D.) degree in electrical
engineering at the Institute
of Microwave Engineering at
the Technical University of
Darmstadt. His research inter-
ests include the electromag-

netic and acoustic wave propagation and broadband wire-
less radio systems.
e-mail: a.hayn@ieee.org
Technische Universität Darmstadt
Institut für Hochfrequenztechnik
Fachgebiet Mikrowellentechnik Merckstrasse 25
D-64283 Darmstadt, Germany

Rolf Jakoby received the
Dipl.-Ing. and Dr.-Ing. de-
grees in electrical engineering
from the University of Siegen,
Germany, in 1985 and 1990,
respectively. In 1991, he
joined the Research Center of
Deutsche Telekom in Darm-
stadt, Germany. There, he
has first conducted radiowave
propagation research in the
Ku- and Ka-band within ESA’s

19



Ranjan Bose, Andreas Hayn, and Rolf Jakoby

OLYMPUS satellite campaign and in the UHF-band for
UMTS mobile communications in urban microcells. Then,
he lead a project concerning Local Multipoint Distribution
Systems (LMDS) at 42 GHz. In April 1997, he got
a professorship for Microwave Technology at the Technical
University of Darmstadt, where his research is focused on
broadband wireless systems and on adaptive antennas at
microwaves. He is a member of the IEEE and the German
Society for Information Technology ITG. In Feb. 1992, he

received a prize and award for his Ph.D. thesis from the
CCI Siegen and in Dec. 1997, a prize and award from
the ITG for an excellent scientific publication in the IEEE
AP-44, 1996.
e-mail: jakoby@hrzpub.tu-darmstadt.de
Technische Universität Darmstadt
Institut für Hochfrequenztechnik
Fachgebiet Mikrowellentechnik Merckstrasse 25
D-64283 Darmstadt, Germany

20



Invited paper Radio wave propagation
and single-cell coverage prediction
of broadband radio access systems

including passive reflectors
Georg Bauer, Jens Freese, and Rolf Jakoby

Abstract — This paper presents the scheme of a software
planing tool for single microcells of broadband radio access
systems operating at millimeter waves, providing local multi-
point distribution services (LMDS), particularly in urban or
suburban areas. The aim of this planing tool is to provide
operators with information, which supports the assessment
of the profitability by calculating link budgets and the area
coverage and by roughly estimating the maximum number of
potential customers, i.e. the total number of households in
a certain area, as well as the number of customers (house-
holds) which will actually be covered from a site. A house-
hold is here considered as a single apartment or flat, thus
a building usually consists of several households. This novel
household-estimation model is able to estimate the number of
households based only on the 3D-data of buildings, without us-
ing residential data. Besides the optimization of line-of-sight
(LOS) coverage, also the possibility is considered to enhance
the coverage into shadowed areas by using optimized reflec-
tors as passive repeaters up to distances of 1 km from the
base station, depending on the system margin and the rain
climate zone. All calculations are based on 3D-databases of
both, buildings and vegetation.

Keywords — millimeter wave propagation, LMDS, coverage pre-
diction, passive reflectors.

1. Introduction

Broadband radio access systems operating at millimeter
waves, used for local multipoint distribution services, are
local cellular point-to-multipoint radio systems, delivering
multimedia services and/or broadcast services from a cen-
tral transmitter or base station to individual houses or
blocks of apartments or houses for residential and business
customers within its cell size, offering rapid infrastructure
deployment and the ability to provide local content. It can
be significantly cheaper to install than a cable system since
only homes requesting LMDS are provided with receivers
(extension on demand). Hence, these LMDS systems can
be applied as a supplement of the broadband cable TV
network (CATV), as a substitution of the CATV or direct
broadcast via satellite (DBS) or as a cable pull through
during the building up or extension of parts of the cable
networks. For these reasons and because of its flexible in-
stallation, LMDS systems have recently gained popularity

worldwide, in particular in the USA, Canada and in Eastern
Europe.
Figure 1 exhibits an example of a bi-directional cellular
LMDS system primarily for broadcast services to residen-
tial customers. The different sources, e.g. from satel-
lite, terrestrial VHF/UHF or local contents are collected in
a Head End, and then provided to the LMDS base stations
via a backbone network, which might consists of radio links
in the millimeter wave region, optical fiber or other cable
networks. Beyond one-way broadcasting distribution, this
wireless technology has the potential 1) for providing ex-
panded TV services like pay per view, near or video on de-
mand as well as, 2) to become a low-cost integrated medium
for providing voice and data services, as well, having the
potential to integrate the CATV and ISDN networks. This
allows fully interactive services such as video conferences
and high speed access to Internet. This wireless technology
can be a quick, simple and cost-effective solution.

Fig. 1. Example of a bi-directional cellular LMDS system.

Local multipoint distribution services systems at millimeter
waves have a large bandwidth of up to 2 GHz but a very
limited coverage to a few kilometers only [see Section 3].
This is mainly because they require clear line of sight for
reliable point-to-multipoint links between the base station
and the subscriber antennas as well as because millimeter
waves for LMDS in between 26 GHz and 43 GHz suffer
on large propagation losses, particularly free-space propa-
gation losses and attenuation caused by rain as well as large
diffraction and reflection losses on buildings.
Hence, in literature, very often only the number of cov-
ered buildings within a cell is used to estimate the penetra-
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tion rate of a LMDS microcell. It is usually calculated by
checking only the roof tops of the buildings for coverage.
In general, however, the number of covered buildings does
not agree with the number of customers, since there are of-
ten several households (customers) in one building, which
might be served only via one customer station located on
the roof top. However, similar to satellite broadcasting,
many customers, in particular residential subscribers, might
wish to have direct access to a broadband multimedia wire-
less network. As a consequence, the percentage of cus-
tomers that can be covered by one LMDS base station is
much lower than the number of covered roof tops. While
a roof top coverage (buildings) of up to 70% can usually
be achieved in a area range of 1 km around the base station
Biddiscombe [3], only 25�35% of the customers (house-
holds) can be supplied with a direct access. Even near the
base station there are a large number of uncovered house-
holds. Therefore, a simple household-estimation model is
presented to get more realistic results, and in addition, the
use of a shaped metallic reflector is introduced in order to
enhance the area coverage into shadowed areas. Both, the
household-estimation model and some approximated results
of the reflector analysis with physical optics (PO) Diaz [4]
have been implemented into a software tool for single-cell
LMDS coverage prediction.

2. Example of an unidirectional LMDS
system for broadcast services

There are many standardization boards and hence differ-
ent standards for LMDS worldwide. As a standardization
example in Europe, the 40:5� 42:5 GHz band has been
harmonized within the CEPT for a multipoint video dis-
tribution system (MVDS) or unidirectional LMDS system.
The standards for digital 42 GHz MVDS [3] are based
on performance specifications from working groups in the
UK [7] and the DVB-Adhoc group [2, 8]. Hereafter, the
system performs the adaptation of the base band TV sig-
nals from the output of the MPEG-2 transport multiplexer
to the MVDS channel characteristics. Then, it uses ran-
domization for energy dispersal and a concatenated error
protection strategy based on a shortened Reed-Solomon
(RS) code with a code rate r1 = 188=204= 0:922, convolu-
tion interleaving and convolution code, in order to provide
a quasi error free quality target at the input of the MPEG-2
demultiplexer. The convolution code r2 is flexible, allow-
ing the optimization of the system performance for a given
MVDS transmitter bandwidth, e.g. for 33 MHz, for which
the useful bit rate Ru = r1� r2�Rs in Mbit/s is shown in
Table 1. To achieve a very high power efficiency without
excessively penalizing the spectrum efficiency, MVDS uses
base band shaping by applying a square-root raised cosine
filter with a roll-off factor of 0.35 (BRF;3 dB=RS = 1:27)
and QPSK modulation with a symbol rate Rs of 26 Mbaud
for 33 MHz. Table 1 exhibits the corresponding required
signal-to-noise power ratio at the receiver input as a func-
tion of the convolution code r2 [3].

Table 1
Useful bite rate Ru, energy per bit to noise power,
Eb=N0, and the required signal-to-noise power ratio
S=Nreq = 2 � r1 � r2 �Eb=N0 at the receiver input as
a function of r2 for QPSK and a 3-dB-bandwidth

of 33 MHz

Parameter r2 = 1=2 r2 = 2=3 r2 = 3=4 r2 = 5=6 r2 = 7=8

Ru [Mbit/s] 24.0 31.9 35.9 39.9 41.9

Eb=N0 [dB] 4.5 5.0 5.5 6.0 6.4

S=Nreq [dB] 4.1 5.9 6.9 7.9 8.5

The allocated 2-GHz-frequency spectrum for digital MVDS
is divided 1) into a downstream, including 96 RF-channels
with a bandwidth of 33 MHz and a channel spacing of
39 MHz, and 2) into an upstream for return paths, having
a bandwidth of 50 MHz at both ends of the 2 GHz band,
respectively (Fig. 2). To double the capacity in cellular
networks, use is made of vertical and horizontal polariza-
tion. Hence, the available spectrum might be separated
into four groups of 24 RF-channels for cellular MVDS net-
works. The frequency error of each carrier shall not exceed
�0:5 MHz at 40 GHz and the carrier output power shall
not exceed 0.5 W (UK) or 1 W (GER) per channel. The
power of spurious emission is given in [7]. Many aspects
and issues of a one-way MVDS were already been dis-
cussed in the DIMMP-Project [2] and some proposals for
the upstream issues are made by DAVIC [1] and DVB [4].

Fig. 2. Channel plan for digital MVDS.

Typical transmitters in lower frequency bands uses
IF-modulation, followed by a combiner, a solid state am-
plifier and transmit antenna. With the today’s state of the
art amplifiers, a maximum output power of 3 to 5 W is
achievable at 40 GHz. However, typical values are 0.5 to
1 W (national limitations), providing an output power per
channel of 10 to 20 mW for 24 RF-channels (low-power
MVDS), taking into account a output back off of 5 to
6 dB. To increase the output power for achieving larger ser-
vice distances, each RF-channel can be build up separately
without a combiner (high-power MVDS). Figure 3 shows
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a proposal from Philips broadband systems. After the mul-
tiplexer, each RF-unit consists of a QPSK-modulator, up-
converter, amplifier and sector-horn antenna with a gain of
approximately 15 dBi. A transmitter unit including 8+1 re-
dundant of such RF-units with one local oscillator is shown
in Fig. 3, too. Hence, 4 of such transmitter units are nec-
essary for each MVDS cell.

Fig. 3. High-power MVDS (each RF-channel is build up sepa-
rately) from Philips broadband systems.

Close to the base station, a simple horn antenna can also
be sufficient at the subscriber site, whereas pencil-beam
antennas with very high gain are needed with increasing
distance from the base station. This can be achieved by
using paraboloidal or lens-horn antennas (Fig. 3), having
a gain of around 30 to 36 dBi and 3-dB beamwidths of 5Æ

to 2.5Æ for diameters of 10 to 20 cm.
Especially, the compact lens-horn antenna can easily be
mounted on walls, is more aesthetic and causes much less
mechanical problems due to wind forces than typical DBS
antennas in the Ku-band. The receiving antenna is followed
by a MMIC low noise amplifier and mixer, having a total
noise figure of less than 6 dB. The mixer converts the re-
ceived 40 GHz signal down to the 12 GHz region, where
use can be made of standard DBS components (12-GHz
LNB, a digital receiver and the TV).

3. LOS-propagation and service
distances

The basic radio propagation characteristics and service area
coverage of MVDS or LMDS systems is usually being lim-
ited to clear line of sight between the base station antenna
and the customer antenna. Without atmospheric losses, the
system gain is

Gs = PTx�LFTx+GT �LR+GR�LFRx�N [dB] ; (1)

where

N = 10� lg

�
k �BRF �

�
TA

LFRx
+TF

�
1�

1
LFRx

�
+

+
�
F�1

�
�T0

��
� 10� lg

�
k �BRF �T0

�
+F [dB] (2)

is the thermal noise power, PTx the transmitter power, GT
and GR the transmit and receive antenna gain, LFTx and
LFRx the feeder losses, LR the losses due to imperfect align-
ment, k the Boltzmann constant, BRF the RF-bandwidth,
F the noise figure of the receiver, TA; TF and T0 = 290K the
antenna, feeder and the ambient temperature. The signal- or
carrier-to-noise ratio C=N in the link budget is calculated
by summing the system gain and the total path loss, in-
cluding free-space attenuation Lf s = 20� lg

�
4π �L=λ

�
with

L for the distance and λ for the wavelength, clear sky atten-
uation Acs, attenuation due to fog Af og and rain attenuation
Ah;v(p):

C=Nh;v(p) = Gs�Lf s�Acs�Af og�Ah;v(p) [dB] : (3)

According to ITU-R Rep. 719-3 and 721-3, the specific
attenuation during clear sky or due to fog are usually less
than 0.25 dB/km or in between 0.05 to 1 dB/km for an
average up to a high fog density at 42 GHz. The predom-
inant factor affecting performance of LOS systems above
10 GHz is signal fading caused by heavy rain. Calcula-
tion starts from a knowledge of rain intensity statistics, e.g.
those of ITU-R Rec. 837-1 for an average year, taking into
account the climate zones (CZ)E;H and K for variations
across Germany, and an appropriate rain attenuation and
cross-polarization model (Table 2) [5, 6].

Table 2
Rain intensity and specific attenuation ( f = 42 GHz,

horizontal polarization) for some percentages of time p of
an average year and three climate zones E; H and K

(ITU-R Rec. 837-1)

Total time Point-rain rate Specific attenuat.
p [%] of a year R(p) [mm/h] Ah(p) [dB/km]

E H K E H K

1 3.65 days 0.6 2 1.5 0.24 0.73 0.56

0.5 1.83 days 1.6 3.1 2.9 0.56 1.1 1.03

0.3 1.1 days 2.4 4 4.2 0.86 1.4 1.5

0.1 8.8 hours 6 10 12 2.0 3.2 3.8

0.03 2.6 hours 12 18 23 3.8 5.5 7.0

0.01 52 min. 22 32 42 6.7 9.4 12.1

0.003 16 min. 41 55 70 11.9 15.6 19.5

0.001 5 min. 70 83 100 19.5 22.8 27.0

In order to determine rain attenuation Ah;ν(p) use was made
of a spatial rain model

Ah;ν(p) = ah;ν �
h
R(p)

ibh;ν
�L [dB]

for R� 10 mm/h and

Ah;ν(p) = ah;ν �
h
R(p)

ibh;ν 1�e�γ�bh;ν�ln(R=10)�L cosε

γ �bh;ν � ln(R=10) �cosε| {z }
L�reduction factorr

[dB]

for R> 10 mm/h ,
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where R(p) is the point rainfall rate (integration time of
1 min), p the exceeding probability of an average year,
L the path length, ah;ν ; bh;ν the regression coefficients, de-
pending on polarization, temperature, frequency and the
drop size distribution, h and ν the symmetry axes of the
raindrop, ε the elevation angle and γ = 1=14a fitting param-
eter for the rain profile (spatial decrease). Since the Laws-
Parsons drop-size distribution characterizes the median val-
ues of statistical measurements well, the corresponding re-
gression coefficients recommended by ITU-R Rep. 721-3
were used to determine cumulative distributions of an av-
erage year at 42 GHz. Because of paper limitations, all
figures below are restricted to calculations for CZ H and
horizontal polarization (worst case). For others see [5].

In order to illustrate trends in service areas, typical system
parameters were assumed in the link budget of a digital
MVDS: required C=N = 6:8 dB, PTx= 0:5 W, GT = 15 dBi
for a 64Æ-sector horn, GR= 32 dBi for a lens-horn antenna,
F = 6 dB, BRF = 33 MHz, LR = 0:5 dB, LFTx = 1 dB and
LFRx = 0:5 dB. Figure 4 illustrates the coverage area of
a 64Æ-sector horn transmit antenna of an elliptical, nearly
circular shape. It is placed on the periphery has an az-
imuth pattern shown in Fig. 4. The effect of rain is quite
apparent. For low rain rates, which correspond to low sys-
tem availability percentages (1� p) in %, the service area
is large. Conversely, the higher rain rate, or percentage
availability, the smaller service area. To ensure that the
target performance is maintained, e.g., for 99.9% of the
time, the maximum service distance is nearly 6 km, com-
pared to 27 km without rain. Because of this difference,
an adaptive power control strategy seems to be reasonable,
to reduce interference and EMC problems. The maximum
service distance or the system margin at a given distance
can be depicted from Fig. 5, where C=N is plotted vs. the
service distance. For an average required C=N of 7 dB, the
maximum service distance is approximately 6 or 3 km for
an availability of 99.9 or 99.99% of the time.

Figure 6 exhibits the maximum service distance versus
transmitter power per RF channel for a required C=N
of 6.8 dB. A low-power MVDS with 10 to 20 mW meets
the 99.9% criterion at a maximum LOS range of 2.5 to
3 km and a high-power MVDS with 0.5 to 1 W at 5.5
to 6 km.

MVDS especially in industrialized countries will only be
competitive to CATV and DBS, if it can provide service-on-
demand (SoD), i.e. if it can become a low-cost integrated
medium with high-speed access to subscribers for interac-
tive multimedia applications. For these interactive services
an upstream or return path is needed from subscribers to the
base station. Hence, interactive LMDS includes 1) a uni-
directional forward broadcast path (FBP) for video, audio
and data distribution, 2) a bi-directional interaction system
composed of a forward interaction path (FIP) and a re-
turn interaction path (RIP) [1, 4]. The required data rates
for interactive services are very dependent on the kind of
services being requested. For example, video on demand,
tele-shopping, or remote learning needs high bit rates of 2

Fig. 4. (a) Azimuth pattern of a 64Æ-sector horn transmit an-
tenna and (b) coverage area at 42 GHz for CZ H and horizontal
polarization.

Fig. 5. C=N versus service distance for CZ H and horizontal
polarization.

to 6 Mbit/s in the FIP, whereas 20 kbit/s are sufficient in
the RIP. In contrast, a video conference or an exchange
of multimedia data needs in both interaction paths several
Mbit/s. There are different strategies to meet these differ-
ent data rate requirements and future service requests of
customers 1) RIP and/or FIP are implemented out of band,
offering low data rates via an external medium and, 2) RIP
and/or FIP are embedded in the 2-GHz MVDS spectrum
(in-band), able to provide higher bite rates up to several
Mbit/s. The first option causes problems in combining the
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Fig. 6. Service distance versus the transmitter output power per
RF channel for C=Nreq = 6:8 dB, CZ H and horizontal polariza-
tion.

Fig. 7. Maximum coverage between customer station and base
station versus RF-bandwidth of the RIP for an output power
of 10 mW.

connections of FBP with external FIP and/or RIP, whereas
transporting inter-active broadband services over a single
wireless link seems to be more attractive from a customers
point of view (single connection) and, it can be the only or
at least a cost-effective solution for the competitors of the
established operators in some areas. Therefore, solely the
last option will be considered in this paper.

In order to keep the expenses of the customer station as low
as possible, its complexity and transmitter output power
should be low. Hence, robust modulation techniques such
as QPSK or DQPSK without the need of a FEC is a good
candidate. Figure 7 shows the maximum distance or cover-
age between customer stations and base station as a func-
tion of the RF-bandwidth of the RIP for an output power
of 10 mW, where the 99.9% availability criterion meets the
maximum LOS distance at 3.5 and 2.5 km for a bandwidth
of 1 and 8 MHz. The distance can be increased up to 4 and
6 km for PTx of 100 mW [5].

4. The single-cell LMDS planing tool

The single-cell coverage prediction takes place in three
steps as shown in Fig. 8. First, the number of visible
households is calculated in order to select the best site for
the base station, where usually only few sites are at one’s
disposal. Therefore, the visible parts of all buildings within
the considered area have to be evaluated serving as input in-
formation for the household-estimation model, which will
be presented below. All these calculations are based on
3D databases of both, buildings and vegetation. By the
way, vegetation is here considered as blocking obstacles.
This seems to be reasonable, because of large transmission
losses of more than 30 dB above 26 GHz and the large
time variations in the received power of up to 10 dB due
to wind and seasons. Thus, a coverage through vegetation
is not practicable at millimeterwaves.

Fig. 8. Scheme of the single-cell LMDS planing tool.

Having selected the best site, the parameters of the base
station’s transmitter can be optimized in a second step, par-
ticularly the transmitter power and the orientation of the
antenna in both, azimuth and elevation, by calculating the
LOS area coverage under rainy conditions for certain rain
climate zones. In a final step, specific reflectors can be used
to increase the number of households by covering shadowed
areas near the base station [9].

4.1. The household-estimation model

Firstly, it has to be defined what a potential customer might
be. This is quite difficult, because this may vary with the
provided application or service. Therefore, in our approach,
a household is considered as an individual apartment or ac-
commodation unit. This assumption is valid for most of the
private buildings in urban or suburban areas, but will not
be correct for public and business buildings representing
just one customer, independent of the building size. To
avoid any mistakes, additional residential information are
needed.
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The number of households within a building can be as-
sessed either by the space-volume or the external surface
of a house. Because a household is counted to be cov-
ered if at least a part of the corresponding surface of the
building is covered, it seems to be reasonable to choose
a surface-oriented algorithm rather than a space-volume-
oriented method to estimate the number of households.
Therefore, a building is represented by its surface consist-
ing of walls and roof plains as shown in Fig. 9.

Fig. 9. Surface-oriented model of a building.

To estimate the number of covered households NHH cov, the
covered parts of the building surface is needed. This input
information has to be delivered by the planing tool. Hence,
it has to be taken into account that the number of covered
households depends not only on the size of the covered area
but also strongly on the location of the covered parts. An
example is shown in Fig. 10.
Therefore, the basic idea behind our household-estimation
model is to choose the most probable location of a house-
hold in a building. Firstly, this is done by dividing a build-
ing into floors using an average floor height hfloor. In addi-
tion, the roof is treated as a floor, however with a weight-
ing factor less than 1 or even neglected, depending on the
declination of the roof. Furthermore, every wall is sub-
divided into several sections according to an average esti-
mated length of a household lHH as shown in Fig. 11. Of
course several sections can belong to just one household.

Thus, by considering the floors separately, the calculation of
the number of households NHH and the number of covered
households NHH o becomes to

NHH =

Nfloor

∑
i

NHH;floor(i) (4)

NHH cov =

Nfloor

∑
i

NHH cov;floor(i) : (5)

For the calculation of the number of covered households of
a certain floor NHH cov;floor it has to be taken into account,
that one household can have several covered sections as
shown in Fig. 12, where the household has to be considered
only once.
A deterministic approach to avoid a multiple considera-
tion of one household would be to define households and

Fig. 10. Building with two visible parts of nearly the same size,
but covering different numbers of households.

Fig. 11. Front sight of a single building wall (a) divided into
floors and sections as well as the corresponding ground plane of
the building with 6 households per floor (b).

Fig. 12. One household (no. 3) with two covered sections.

assign the boundary sections to them. Then, also the num-
ber of households could easily be calculated. This method
would be based on the assumption that the real households
are essentially represented by sections, which generally is
not valid. Therefore, in the following a more statistical
algorithm is suggested for the estimation of NHH;floor and
NHH o;floor, respectively.
Obviously, there must be a correlation between the number
of existent households per floor NHH;floor and the number
of sections of a floor NS;floor, depending on the shape of
the building. For this correlation a good approximation is
given by

NHH;floor = NS;floor�Nconvex; (6)

where Nconvexis the number of convex corners of a building.

Only the covered walls of the building are considered for the
estimation of the covered households of a floor NHH o;floor.
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Fig. 13. Building with three covered walls (thick lines) and one
covered convex corner (Nconvex;cov = 1).

A wall is counted to be covered, if only a part of it is
covered. The percentage of covered sections of these walls
are calculated and multiplied with the total number of all
those households NHH walls;o with covered walls. Thus, the
number of covered households of a floor is approximated
by

NHH cov;floor�
NScov;floor

NSwalls;cov
�NHH walls;cov : (7)

Similar to the estimation of the existent households, the
number of households NHH walls;cov with covered walls is
computed from the number of sections NSwalls;cov and the
number of convex corners Nconvex;cov of the covered walls:

NHH walls;cov = NSwalls;cov�Nconvex;cov : (8)

Here, a convex corner has to be formed by two adjacent
covered walls as shown in Fig. 13.
The quality of our results of the presented model depends
very much on the choice of the fitting parameters hf loor
and lHH , which have to be assessed on average from cor-
responding residential data. Therefore, a real validation of
the suggested models requires a very large number of data,
which has not been available yet. However, tests with build-
ings of the most common shapes show that the estimation
of the number of existent households works quite well. In
general, the results are getting more and more incorrect,
the more complex the structure of a building is. However,
because the estimation model for the number of covered
households of a building and the model for the number
of existent households of a building are quite similar, the
quotient of both numbers, representing the percentage of
coverage, will be quite accurate, even if the single estima-
tions are not precise.

4.2. Design of passive reflectors to cover shadowed areas

In order to increase the number of covered households, par-
ticularly near the base station, the possibility to cover shad-
owed areas by using shaped metallic reflectors has been
investigated for 42 GHz. In [11], use was already made
of plane reflectors acting as passive repeaters. But cov-
ering additional households needs usually a much wider
beamwidth, thus a reflector has to be convex. In fact, the

Fig. 14. Shape of the passive reflector.

radiation pattern of a passive reflector has to be adapted
to a local situation, in order to cover as many customers
as possible or aimed customers to be covered with LMDS,
e.g. a shadowed street or building block. The required
beamwidth in azimuth and elevation needs usually only
a weak curvature of the reflector, i.e. only a slight deviation
from a plane reflector. Hence, it is sufficient to consider
merely a part of an ellipsoid with the diameters Dx and Dy

or a part of a sphere (Dx = Dy = D), both with the height
h of the cap as shown in Fig. 14.
For both shapes, a pattern analysis using PO has been car-
ried out in dependence of the height h, the diameters Dx

and Dy as well as the angle of incidence of the incom-
ing wave from the base station. In order to accelerate the
computer speed to analyze the impact of passive reflectors
applied in LMDS cells as well as for practical reasons, sim-
ple rules have been derived from the PO analysis for the
design of metallic reflectors with a desired radiation pattern
and gain [9].
The radiation patterns of a spherical reflector for different
curvatures are shown in Fig. 15.
As you can see from Fig. 15, there are ripples in the
main beam so that there is no real half power beamwidth
(HPBW). Nevertheless, you can define a kind of average
beamwidth ΘBW, which seems to be proportional to the
height h of the reflector, whereas the power density p de-
creases with h�2. Including the influence of the diameters
Dx and Dy you can find the approximations:

ΘBW; Az � 890Æ �
h

Dx
[Æ] (9)

ΘBW; El � 890Æ �
h

Dy
[Æ] (10)

for 3 mm < h< 15 mm and 0.3 m < Dx; Dy < 1 m.
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Fig. 15. Radiation pattern in a distance r = 150 m of
a spherical reflector with infinite conductivity and a diameter of
Dx = Dy = 0:7 m for different heights h of the spherical cap and
perpendicular incidence.

Fig. 16. Radiation pattern in a distance r = 150 m of a spherical
reflector (Dx=Dy= 0:7 m, h = 0.006 m) with infinite conductivity
and for different angles of incidence Θ0.

Thus, the height h of a ellipsoidal reflector is determined
by the maximum diameter corresponding to the smaller
beamwidth. Another important result of the PO simula-
tions is: varying the angle of incidence Θ0 in a range
of up to Θ0 = 60Æ has nearly no impact on the average
beamwidth ΘBW, it causes only slightly different ripples as
shown in Fig. 16.
The power density p(r) at the observation point can easily
be calculated by the following far-field expression

p(r) = PR �G �
1

4π � r2 ; (11)

using an approximation for the “gain” of the reflector

G�
4π

ΘBW; AZ �ΘBW; EL
(12)

and the reflected power

PR� p0 �
Dx �Dy �π

4
; (13)

where p0 denotes the power density from the source at the
reflector surface and r the distance from the reflector.
This approximation has to be refined especially near the re-
flector. After introducing an additional empirical factor and
defining a breakpoint r1, we actually found the following
approximations from the PO analysis:

p(r)
p0

= 1 for r <
Dx �Dy

1:28 m
(14)

p(r)
p0

=
1

1:28 m
�
Dx �Dy

r
�

1
r

for r < r1 (15)

p(r)
p0

=
1:34
m

�
1
h
�

�
Dx �Dy

r

�2

�
1
r2 for r > r1 (16)

with the breakpoint at

r1 = 1:71�
Dx �Dy

h
: (17)

Fig. 17. (a) Radiation pattern in a distance r = 150 m and
(b) relative power density as a function of the distance for an
ellipsoidal reflector with Dx = 0.5 m and Dy = 1 m and height
h = 0.006 m.
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Fig. 18. Example of covering a shadowed street with a passive
reflector: (a) layout of the arrangement: base station, metallic re-
flector (Dx = 0:5 m; Dy = 1:0 m; h= 0:006 m) and the receiving-
point plane (RP), which is located 10 m above ground; (b) relative
power density profile p=p0 in dB in azimuth.

For a typical ellipsoidal reflector, Fig. 17 shows a good
agreement of these approximations with the result of the
PO simulations, the radiation pattern with PO (Fig. 17a)
and the relative power density as function of the distance
with PO (Fig. 17b). Obviously, there is a deep fading near
the reflector. However, the fading only occurs very close
to the boresight axis (Θ < 1Æ) and can therefore usually be
neglected.
In practice the size of the reflector is for aesthetic reasons
limited to about 1 m. Because of the limited gain, the range
of using passive reflectors is restricted to a distance of about
1 to 2 km around the base station. The range of the reflec-
tor’s covering itself along the boresight is then up to about
200 m (Fig. 18), depending on the reflector’s curvature or
required beamwidth and the system margin [9, 10]. Thus,
the usage of passive reflectors to cover shadowed areas is
in principal possible and can be a cheap solution in certain
areas, e.g. a shadowed street or building blocks.

5. Conclusions

A software tool for single-cell LMDS coverage prediction
has been implemented based on 3D databases of buildings
and vegetation. In order to provide the operator with infor-
mation about the profitability of a cell, the desired number
of potential customers has been approached by using sim-
ple household-estimation models. Apart from mere LOS
considerations, also the coverage via shaped metallic re-
flectors has been investigated. Simple designing rules for
these reflectors have been derived from detailed simulations
at 42 GHz using PO. It shows that a passive reflector can
be a cheap solution to cover shadowed areas for distances
of about 1 to 2 km around the base station. As a next step,
the multipath propagation effects caused by reflections and
scattering on buildings and vegetation as well as co-channel

interference have to be considered in the software planing
tool. This has already been started in [12] and will be in-
vestigated in more detail in the near future using ray tracing
techniques.
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Paper Fuzzy logic classifier
for radio signals recognition

Jerzy Łopatka and Maciej Pędzisz

Abstract — This paper presents a new digital modulation
recognition algorithm for classifying baseband signals in the
presence of additive white Gaussian noise. Elaborated classifi-
cation technique uses various statistical moments of the signal
amplitude, phase and frequency applied to the fuzzy classifier.
Classification results are given and it is found that the tech-
nique performs well at low SNR. The benefits of this technique
are that it is simple to implement, has generalization property
and requires no apriori knowledge of the SNR, carrier phase
or baud rate of the signal for classification.

Keywords — modulation recognition, fuzzy logic.

1. Introduction

The problem of automatic classification of the applied mod-
ulation type of a digital transmission has received interna-
tional scientific attention for over a decade now.
An automatic modulation classifier is a system that auto-
matically identifies the modulation type of the received sig-
nal. It is an intermediate step between signal interception
and information recovery. When the modulation scheme of
a received signal is identified, an appropriate demodulator
can be selected to demodulate the signal and then recover
the information.
Modulation type classifiers play an important role in some
communication applications such as signal confirmation,
interference identification, surveillance, monitoring, spec-
trum management, electronic warfare, military threat anal-
ysis, or electronic counter-counter measure [6].
In this paper, we propose a new pattern recognition ap-
proach based on various statistical characteristics of the sig-
nal amplitude, phase, and frequency. Theoretically, feature
patterns should produce independent and isolated classes.
In practice, the classes are overlapped and it is hard to
classify observed pattern to only one class. In such a case,
there is a need to specify the grade of membership to each
class. This method is naturally implemented as a fuzzy
classifier.
Extracted features are applied to the Mamdani fuzzy clas-
sifier [4]. Chosen features create a low order modulation
type model. This increases the generalization capability
of the model, reduce computational complexity, simplify
fuzzy rules and improve decision process.
In Section 2, we give signal model and problem formula-
tion. In Section 3, the feature extraction process is shown
and in Section 4 the classification algorithm is discussed.
Section 5 illustrates the experimental results and conclu-
sions are presented in Section 6.

2. Signal models

Let us assume knowledge of the carrier frequency. Re-
ceived baseband signal can be expressed as

s(t) = x(t)ejΘc +n(t) ; (1)

where Θc is the carrier phase and n(t) is a complex white
Gaussian noise.
For quadrature amplitude modulation (QAM) signals,

xQAM(t) =
N

∑
i=1

(Ai + jBi)u(t� iT ); (2)

where Ai ;Bi 2 f2m�1�M; m= 1;2; : : : ;Mg. When Bi in
Eq. (2) is zero, then QAM signal becomes amplitude shift
keying (ASK) signal.
For phase shift keying (PSK) signals,

xPSK(t) =
p

S
N

∑
i=1

ejϕi u(t� iT); (3)

where ϕi 2 f2π
M (m�1); m= 1;2; : : : ;Mg.

For frequency shift keying (FSK) signals,

xFSK(t) =
p

S
N

∑
i=1

ej(ωit+Θi)u(t� iT ); (4)

where ωi 2 fω1;ω2; : : : ;ωMg;Θi 2 (0;2π).
In Eqs. (2), (3) and (4), S is the signal power, N is the
number of observed symbols, T is the symbol duration and
u(t) is the pulse shape of duration T.

3. Feature extraction

On the basis of Eqs. (2� 4); one can see that for spe-
cific modulation type, one or more parameters are being
changed. In ASK case – amplitude is being modulated,
for FSK signals – frequency, QAM is the case where both
amplitude and phase are being changed. Number of param-
eters and the way in which they are changed are specific to
each modulation type. They may be described by a set of
statistical parameters related to its moments and distribu-
tions. After initial selections we have chosen three of them
as most comprehensive way of signal description.
The first feature we propose to use is a kurtosis of a signal
envelope. Kurtosis is a measure of how outlier-prone the
distribution is. The kurtosis of the normal distribution is 3.
Distributions that are more outlier-prone than the normal
distribution have kurtosis greater than 3, distributions that
are less outlier-prone have kurtosis less than 3. Theoreti-
cally, the envelope distribution of PSK and FSK signals is
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a Rician distribution. In practice, this distribution may be
approximated by Gaussian distribution for SNR > 10 dB.
In that case, kurtosis for these signals will be approximately
equal 3. If we receive ASK signal, envelope distribution
will be a mixture of Rayleigh and Rician distribution, and
kurtosis will be approximately 1. In M-ary ASK and QAM
cases, distributions will be a combination of distributions
given above.
Second feature we extract from the phase histogram of the
analyzed signal. One well-known asymptotic expression of
a phase probability density function (PDF) under assump-
tion that σw! 0 is a Tikhonov probability density function:

fφ (φ0)
�= exp

�
2γ cos(φ0)

�

2π I0(2γ)
; �π < φ0 � π ; γ =

A2

2σ2
w
; (5)

where σw is the noise standard deviation, I0[�] is the zero-
order modified Bessel function of the first kind. The ap-
proximation in (5) is considered good for values of γ > 6
dB and is considered fair for γ around 0 dB. For M-ary
PSK signals, M = 2α ;α = 0;1;2:::, the PDF of φα is a sum
of the noncentral Tikhonov functions [6]:

fφ (y;α) =
1

2α

2α

∑
k=1

expf[2γ cos[y�ηk(α)]g
2π I0(2γ)

; (6)

where ηk(α) is the phase of k-th phase state and can be
expressed as

ηk(α) =
(2k�2α �1)

2α ;

k = 1;2; : : : ;2α
;

α = 0; : : : ; log2M :

The number of peaks in the phase PDF, indicates the num-
ber of signal phase states. Generally, fφ (y;α) approaches
1/2π for SNR !�∞ dB or α ! ∞. When we compute
FFT magnitude of the phase histogram, it is easily seen that
for M-ary PSK and QAM signals there are spectral lines
that indicates M-ary number. For ASK and FSK signals,
there are no spectral lines and the power spectral density
(PSD) is much smoother. If we compute derivative of that
PSD, this effect will be more visible. Figure 1 shows both:
PSD and its derivative for ASK and 4DPSK signals. If in
the received signal, phase is a parameter being modulated
(PSK, QAM), the variance of the PSD derivative should be
large. In the other case (ASK, FSK), variance should be
smaller.
Third feature we propose is a mean signal frequency. Sup-
pose that the receiver is tuned to signal center frequency.
Digitally modulated signals we can model as a set of com-
plex exponentials. In this case, one can estimate signal
PSD by Burg’s method [3]. This method fits an autoregres-
sive (AR) model to the signal by minimizing the forward
and backward prediction errors while constraining the AR
parameters to satisfy the Levinson-Durbin recursion. The
PSD estimated in this way is much smoother than estimated
by nonparametric methods (Welch, FFT), and the spectrum
consists only the meaningful part of the signal. This mean-
ingful part means surroundings of the carier frequencies

Fig. 1. PSD and its derivative (ν = 200 Bd; SNR = 15 dB).

in ASK, PSK and QAM signals. If the assumption con-
cerning proper tuning of the receiver is reached, then the
mean of the absolute value of instantaneous frequency is
approximately zero for ASK, PSK, and QAM signals, and
is larger for FSK and MSK signals. Its value depends on
the symbol rate and the frequency deviation.
These features create overlapped classes, and it is hard to
say what means for example “large variance”. To solve this
problem, we conducted experiments to define the member-
ship functions for each feature. There are three membership
functions for the amplitude, two for the phase, and two for
the frequency feature. We also defined membership func-
tions for the classifier output. This output produces fuzzy
decisions.
Applied modulation type may be in some degree ASK,
PSK or FSK. Membership functions used for the inputs are
sigmoidal:

f (x;a;c) =
1

1+e�a(x�c)
; (7)

where a is the stretch parameter, and c is the mean param-
eter.

Fig. 2. Membership functions for the inputs and the output.
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Membership function for the output is a generalized bell-
shaped one:

f (x;a;b;c) =
1

1+ j x�c
a j2b

; (8)

where c locates the center of the curve, a is the stretch
parameter, and b is related to its width. Figure 2 shows all
these membership functions for the inputs and the output.

4. Classification

After the features are extracted, the classification process
can be applied. Because membership functions overlap
each other, the fuzzy rules of classification and inference
were used.
We constructed five rules to specify which modulation
type has been applied in the received signal. We also
used symbolic descriptions for the features and for the
fuzzy sets. A, φ , ω are the features extracted from signal
envelope, phase and frequency, whereas ask, psk, qam, fsk,
mfsk and other are fuzzy sets associated with appropriate
membership functions. The proposed rules are as follows:

If (A is ask) and φ is other) and (ω is other) then (type is ask)
If (A is qam) and (φ is psk) and (ω is other) then (type is ask)
If (A is qam) and (φ is psk) and (ω is other) then (type is psk)
If (A is other) and (φ is psk) and (ω is other) then (type is psk)
If (A is other) and (φ is other) and (ω is fsk) then (type is mfsk)

Weighting coefficients for these rules are assumed: 1, 0.5,
0.5, 1 and 1 respectively. The classifier is based on Mam-
dani fuzzy classifier [4] with following parameters:

� AND method: PROD;
� IMPLICATION method: MIN;
� AGGREGATION method: PROBOR;
� DEFUZZYFICATION method: CENTROID.

The answer of the classifier can be given either as the single
output or as three-output. Single output gives the number,
which indicate what type of modulation has been applied.
This value ranging from 0 to 4, where 1 corresponds to
ASK signal, 2 to PSK signal, 3 to FSK signal and combined
modulation types are indicated as an intermediate numbers
(i.e. QAM may be represented as 1.5). The three-output
answer gives three numbers, which specify the degree of
membership of the three basic modulation types (i.e. QAM
may be represented as: 0.5, 0.5, 0).

5. Experimental results

In this section, we demonstrate the performance of the sug-
gested algorithm. Our goal is to discriminate between ASK,
4DPSK, 16QAM and FSK signals. We assume that we have
8000 samples of the complex signal, sampling frequency is
8 kHz, baud rate is 200 Bd and in FSK case – frequency
shift is orthogonal. We use three-output classifier answer,
and four signals for tests (ASK, 4DPSK, 16QAM and FSK).

As we increase SNR, the performance of the classifier im-
proves. For SNR > 5 dB, the classifier output is very good.
When SNR is less than 5 dB then classifier performance
is getting worse. The worst results we get for the 16QAM
case: when SNR = 0 dB, then analysed signal is classi-
fied as a PSK signal. We have to notice that classifier was
trained only for SNR > 5 dB (for distinguishing member-
ship functions), and its behavior for SNR < 5 dB results
from its generalization property. Table 1 shows simula-
tion results of estimated correct classification probabilities
versus SNR for four tests signals and 100 repetitions.

Table 1
Probability of correct recognition versus SNR

SNR [dB] 0 2 4 6 8 10
ASK 0.91 0.99 1.00 1.00 1.00 1.00
4DPSK 0.85 0.90 0.95 0.98 1.00 1.00
16QAM 0.00 0.31 0.73 0.95 0.99 1.00
FSK 0.99 1.00 1.00 1.00 1.00 1.00

6. Conclusions

In this paper a new method for the automatic modulation
classification of ASK, PSK, QAM and FSK signals has
been presented. This method requires no apriori knowledge
of the SNR, carrier phase, or baud rate of the signal. Sim-
ulation results proved that the elaborated algorithm, using
proposed set of the features is very robust with respect to
SNR. The robustness of the classifier follows from its fuzzy
structure. The cost of this achievement lies in the additional
complexity of the inference process. Simulations showed
that for SNR larger than 5 dB, classifier works properly.
Soft decisions generated by the classifier carry two types
of information: the applied modulation type and the degree
of membership of this type. It can be used as a parameter
in the next stage of the classification process, identification
of the constellation shape and M-ary number in PSK and
QAM signals or determining number of frequencies and
shifts in FSK signals. It allows to create intelligent radio
links, efficient monitoring and control systems.
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Paper Modelling of CDMA systems
Piotr Gajewski and Jarosław Krygier

Abstract — This paper describes a model of a system with
wideband CDMA that is a proposal of user access for fu-
ture UMTS. This model has been implemented using OPNET
tool. The model enables network architecture, radio interface,
mobile station motion, call generation, signalling, etc. The ex-
amples of simulation results of call and handover blocking
probability are also presented in this paper.

Keywords — OPNET, DS-CDMA, cellular systems, network
simulation.

1. Introduction

The commercial proliferation of cellular voice and limited
data service has created a great demand for mobile commu-
nication and computing. Third generation systems, such as
UMTS in Europe, CDMA-2000 in US and TTA I in Korea,
are based on combination of integrated fixed and wireless
mobile services that form a global personal communication
network [11]. Each of them is proposed as a IMT-2000 (in-
ternational mobile telecommunication) system. Wideband
code division multiple-access (WCDMA) has been cho-
sen as the basic radio access technology for such systems.
Comparing to the narrow-band CDMA, the WCDMA ra-
dio interface offers significant improvement, especially for
higher rate and multimedia services.

Recently, different components of CDMA systems as well
as theirs behaviour and particular performance have been
described in many papers [1, 2, 10, 11]. Most of them have
used simulation models as a basic way to resolve many
complex problems. There are two approaches to simulate
the overall performance of DS-WCDMA system [4]. One
is a combined approach where the link level and cellular
network level simulations are combined into one package.
Another approach is to separate the link and system level
simulations to reduce the complexity of the simulators. In
both cases specialised simulators are needed.

In this paper, the model of WCDMA system with direct
sequence spreading scheme is presented. It was elabo-
rated using MIL-3 OPNET radio-modeller tool. The model
consists of network architecture, radio interface, subscribes
mobility, traffic generation, channel allocation, handover,
signalling, etc. It enables the comprehensive analysis of
the influence of many WCDMA system components on the
quality of service (QoS). Results of such analysis can be
utilised to solve the questions concerning base stations de-
ployment in a given area, optimisation of channel allocation
and handover procedures in urban and suburban environ-
ments, etc.

2. Simulation tool characteristic

Taking into account the growing interest for WCDMA sys-
tem modelling, we decided to elaborate our model us-
ing MIL-3 OPNET. Optimised network engineering tool
(OPNET) is an example of commercial software package
that is capable of simulation of large communications net-
works with detailed protocol modelling and performance
analysis. It consists of specialised modules for creation of
network and node models, elaboration of models process-
ing, simulation executing, and simulation data analysis as
well as output data edition.
OPNET simulation bases on a discrete-event modelling ap-
proach, where the progression of the model over simulation
time is decomposed into separated time points in which the
system state can change.

3. Network architecture

The cellular network is a complex system that includes ar-
chitecture, procedures and services both on user, network
and management levels. The network architecture consists
of the mobile stations (MS), base stations (BS), base sta-
tion controllers (BSC), mobile switching centres (MSC),
management centre, and exterior public switching telecom-
munication network (PSTN) (Fig. 1). These elements are
interconnected by transmission links – wired or wireless.

Fig. 1. Cellular network architecture.

The radio link is the duplex communication channel from
the base station to each mobile user and from user to base
station.
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4. Simulation model structure

General simulation model structure is displayed in Fig. 2.
The model consists of five basic levels:

– input data setting,

– net (configuration, cell sizes, dimension of switching
regions),

– user’s behaviour (generation of calls, mobility, soft
handover effect),

– call service (allocation and reallocation of channels,
transfers, supervising of connections),

– collecting simulation effects.

Fig. 2. Simulation program structure.

The following parameters can be determined in the input
data set:

– mean number of mobile station users for one cell,

– general amount of duplex channels for speaking,

– amount of fixed and dynamic channels for one cell,

– number of channels reserved for switched calls,

– channel holding mean time,

– mean interval time for successive calls coming from
any free subscriber,

– probability of outer subscriber’s inaccessibility,

– mean value and standard deviation of mobile velocity,

– cellular network modulus and switching region ra-
dius.

5. Real-time services traffic model

In the real-time services case the traffic model is a tra-
ditional birth-death process. Speech users arrive to the
system according to simple Poisson process with inten-
sity λ :

P(k; t) =
(λ t)k

k!
e�λ t

;

where: P(k; t) – probability that there k calls take place
during period of time (0; t), t – time, k – number of calls
during period of time (0; t).

Fig. 3. Types of calls directed to the cell (M1, 2, 3, 4 – number of
users, λ1, 2, 3, 4 – calls intensity, µ1, 2, 3, 4 – service intensity).

Fig. 4. Traffic generation and calls service algorithm.

The call generators as well as communications traffic
procedures were elaborated in presented model. The traffic
in each cell consists of four kinds of calls (Fig. 3). They
are:
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– intra-cell calls generated by MS in the cell that are
directed to the other MS in the same cell,

– calls incoming from other cells,

– calls incoming from PSTN,

– calls handovered from neighbouring cells.

Number of users M, calls intensity λ and service intensity
µ are the basic parameters of each part of traffic that should
be serviced in each cell. Call duration and time between
calls are exponential random variables that finally define
the traffic intensity generated in cell. Moreover, we assume
a number of call priorities in our model.
In case of inter-call, two traffic channels have to be assigned
for it. In the other cases, one channel is used for connection.
Simplified algorithm of mobile traffic generation is shown
in Fig. 4.
It should be noticed, that a call handovered from neigh-
bouring cell has the highest level of priority and that a call
generated by PSTN is directed to the cell in which MS is
being in a given moment.
The remaining, non real-time services are not taken into
consideration in this paper since their models are being
elaborated. Channel allocation and deallocation model
mention in Fig. 4 is based on modified dynamic channel
MDCA allocation policy described in [6].

6. Mobility model

Mobility modelling is involved with the analysis aspects re-
lated to location management (location area planning, pag-
ing strategies), radio resource management (access tech-
nique, channel allocation strategies, handover rates), net-
work signalling loads and propagation (handover decision).
Different purposes require different types of mobility mod-
els. In vehicular outdoor area, there should be used dif-
ferent mobility model then in indoor environment. Let as-
sume outdoor pedestrian environment, where deployment
area is a regular grid of streets and buildings. In this
connection the mobile station mobility can be model as
fourth-directional motion with the same probability each
one. There can be defined motion attributes such as: mean
mobile velocity, mean way length, mean time to point of di-
rection change and PDF of applied random variables. The
mobile’s position is updated every specific time that is de-
pendent on its speed. In such points, remaining call time
is checked according to drawn channel holding time.

7. Mobility management model

Mobility management contains two components: handover
management and location management [11]. Handover
management enables the network to maintain a user’s con-
nection as the mobile station to move and change its ac-
cess point to the network. Handover management includes

Fig. 5. Handover phases.

Fig. 6. Measure points and soft handover area.

two conditions intercell and intracell handover. Let assume
that we deal with omni directional antennas and only inter-
cell handover will be taken into consideration. A handover
procedure in such case can be divided into three phases:
measurement, decision and execution phase, as illustrated
in Fig. 5 [4].
Due to specific properties of CDMA system connected with
the possibility of using the same frequency band in the
whole network, the soft handover is often utilised. It means
that two or more BS supervise the quality of radio connec-
tion in case of the mobile station moving inside the so-
called soft handover range and choose the most convenient
base station through which useful information exchange is
carried on. In wideband CDMA system with asymmetric
traffic, at least the following parameters can be identified:

– distance attenuation,

– uplink interference,

– downlink interference.
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Built handover model takes into account distance attenua-
tion. The same measures as in mobility model are needed
to gather information for a handover decision in such situa-
tion. The averaging period for the measurement results de-
pends on the mobile speed and is updated more frequently
when the speed of the mobile increases (Fig. 6).

Location management is a two-stage process that enables
the network to discover the current attachment point of the
mobile user for call delivery. The thirst stage is location
registration (location update) and the second one is call de-
livery. In the location update stage the mobile periodically
notifies the network of its place of stay.

The model of location management consists of the way of
location area LA as well as base stations distinguishing.
All indispensable data are stored in home location register
(HLR) and visitor location registers (VLR). BSs, BSCs,
MSCs and PLMN are addressed by means of their nametags
specified directly in network editor.

They are next converted on ISDN numbers as follows:
10000000*PLMN nametag + 100000*MSC nametag +
+ 1000*BSC nametag + BS nametag.

Fig. 7. Modelled location areas.

So the last three digits represent adequate BS, next four
digits – BSC and MSC and the last one – PLMN. For ex-
ample 10302001 is a number of BS with nametag amount
to 1, which is connected to BSC with nametag amount to 2,
while MSC nametag is amount to 3. VLRs are connected
to MSCs, so the number of MSC unambiguously identi-
fies them. Whole network is divided into location areas
that are recognised by the BSC number. Such situation is
shown in Fig. 7. Therefore, 10201000 is an address of the
LA1 location area, 10101000 – LA2, 10103000 – LA3 and
10102000 – LA4.

Home location register is a some kind of data base stor-
ing information about registered MSs. On the beginning of
the simulation there is created configuration file describing
each mobile station. During simulation there are created
working files representing VLRs. They are updated ac-
cording to mobility and handover model.

8. Example of signalling model

When the user of a MS originates a call, he first enters the
called number and possibly additional information with the
MS keypad and then depresses the send button. Figure 8

Fig. 8. Signalling for the set-up of the call originated by MS.

Fig. 9. Example signalling procedure process.
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shows the signalling for the set-up of the call which is used
in the model.
The abbreviations in Fig. 8 means logical channels:
RACH – random access channel, PCH – paging channel,
DCCH – dedicated control channel, DTCH – dedicated traf-
fic channel and adequate protocols: RR – radio resource
management, MM – mobility management, CC – connec-
tion control management.
Such signalling procedures are modelled by their imple-
mentation in processes form. The process states and con-
ditional transitions are shown in Fig. 9.
After call beginning, each mobile station model starts its
work from “idle” state. Its state is being changed when in-
terrupt named “MO call arv” appears. In the MS call state,
mobile is being waited for “Immediate assignment” proce-
dure directed from the network (Fig. 9). After receiving
this interrupt it is being moved to dedicated state and send
“Request” and “Set-up” procedures to the network. Such
situation last as long as the model achieve of “online” state.
It means the MS has established the connection.
The MS model state is being came back to the “idle” state
after receiving “Call end arvl” or “Disconnect arvl” inter-
rupt. There are two ways of coming back, depending on
disconnecting manner (disconnected by MS or by the net-
work). It should be mentioned that this is only a part of
whole signalling process model.

9. Example simulation results
The simulation results were presented in [2, 5, 12]. Fig-
ures 10�12 show the example results of investigation of
quality of service as a call and handover blocking proba-
bility versus mean traffic intensity in the cell for different
method of channel allocation, for different values of han-
dover region.
On the basis of presented results of simulation we can no-
tice that:

– usage of the MDCA significantly decreases call
blocking probability comparing to fixed channel al-
location method,

– handover area decrease causes the call blocking prob-
ability increase,

– MS velocity decrease causes the call blocking prob-
ability increase.

Fig. 10. Call blocking probability versus mean traffic intensity
in the cell for two methods of channel allocation.

Fig. 11. Call blocking probability versus mean traffic intensity
in the cell for two handover radiuses.

Fig. 12. Handover blocking probability versus mean traffic in-
tensity in the cell for two handover regions.

10. Conclusions

The model of WCDMA system has been elaborated by au-
thors for investigations and planning of universal mobile
telecommunications system proposed as IMT-2000 stan-
dard. System behaviour was modelled as a set of pro-
cedures in OPNET C language. The system properties for
modified DCA and soft handover as well as for various
methods of channelisation and spreading was investigated.
The obtained results confirmed that model is useful and
flexible. Model is open and can be extended on the other
procedures used in UMTS parts, for example on the infor-
mation privacy methods.
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Paper Performance of CDMA systems
with Walsh and PN coding

Piotr Gajewski and Jerzy Dołowski

Abstract — Wideband CDMA method has been recently in-
vestigated for its using in the future communication systems.
Such systems capacity depends on many factors, the main is
multi-access interference (MAI). MAI is an inherent CDMA
property connected to correlation characteristics of codes used
to access and to spreading. The influence on CDMA perfor-
mance of these codes families and parameters is presented in
this paper. The standard Gaussian approximation has been
used for interference analysis. Bit error rate (BER) on detec-
tor output is a measure of interference influence on transmis-
sion quality. It can be used for SNRi evaluation on receiver
input for channel assignment and handover procedures. The
results of interference analysis for the pseudo-noise sequences
(M-sequences, Gold, de’Bruin and Jennings) as well as for the
Walsh orthogonal mapping are presented in this paper.

Keywords — PN spreading, CDMA, multi-access interference.

1. Introduction

Recently, wideband code division multiple access
(WCDMA) has become the most promising technology for
the future personal communication systems (PCS) [1, 2].
This access scheme has a very good behaviour in the ur-
ban areas also in case of coexistence with the other cellular
systems.
In DS-CDMA systems, channels are created using the spe-
cific code sequences. These sequences are used for the
spectrum spreading, synchronisation as well as for infor-
mation transmission. The number of logical channels used
is limited by a number of accessible codes in suitable fam-
ily and by some level of interference. In known standards
(IS-95, IS-665), each base station uses the same sets of
the code sequences but with different phase shifts [3]. In
CDMA standard, the same channel can be used at neigh-
bouring cells; it gives the channel reuse factor approxi-
mately equal to one. So, the system capacity is limited
by required level of interference from other users from the
current and neighbouring cells [4].
Additionally in CDMA, interference results from the non-
zero correlation value between two various sequences of
used code. The analysis of parameters of codes and their in-
fluence on the CDMA performance make possible a choice
of codes for the CDMA system. The channel assignment
to the particular call could be realised by calculation of the
minimal correlation factors with regard to each channel in
the interference area.
Thus, the main goal of this paper is to present an evalua-
tion of performance of the DS-CDMA system with different
pseudo-noise (PN) as well as orthogonal Walsh code fami-

lies. Bit error rate BERon detector output is the measure of
interference influence on the transmission quality. It can be
used for SNRi evaluation on a receiver input for the channel
assignment and handover procedures. BER is defined here
as:

pe = lim
n!∞

ni

n
; (1)

where: ni – number of errors, n – total number of trans-
mitted bits.
The results of interference analysis for the pseudo-noise
sequences (M-sequences, Gold, de’Bruin and Jennings) as
well as for the Walsh orthogonal mapping are presented
here. The standard Gaussian approximation was used for
BERevaluation. BERwas estimated for n= 103�105.

2. Multi-access interference in WCDMA
with PN spreading

Let consider the simplified CDMA system with BPSK,
with the ideal power control and without the synchroni-
sation errors. We assume a radio channel with n(t) – addi-
tive white Gaussian noise (AWGN). Let K is a number of
users each generating series bk(t) of binary data with bit
duration T (Fig. 1). Each user’s data is multiplied by chip
that is a binary PN spreading sequence ak(t) with duration
TC � T:

ak(t) =
∞

∑
j=�∞

a(k)
j

pTC
(t� jTC) ; (2)

where pT(t) = 1 for 0� t � T or pT(t) = 0 otherwise.

Fig. 1. DS-CDMA model.

We assume that N = T=TC, so we have N chips
a(k)

0
; a(k)

1
; : : : ; a(k)

N�1
in each data bit.
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The signals on the transceiver output and on the receiver
input are respectively:

sk(t) =
p

2P�ak(t)bk(t) cos(ωCt +θk) ; (3)

r(t)=n(t)+
K

∑
k=1

p
2Pak(t�τk)bk(t�τk)�cos(ωCt+φk) ;

(4)

where: P – power, ωC – carrier frequency, φk = θk�ωCτk,
θk – phase, τk – delay of k-th signal.
It can be noticed that θi = 0 and τi = 0, so 0< τk < T and
0< θk < 2π for k 6= i.
A signal on the output of the receiver correlator can be
expressed as [5]:

Zi =

r
P
2

(
bi;0T +

K

∑
k=1
k6=i

h
bk;�1Rk;i(τk)+

+bk;0R̂k;i(τk)
i
�cosφk

)
+

Z T

0
n(t) �ai(t) cosωCtdt ; (5)

where Rk;i ; R̂k;i are the correlation functions. For 0� lTC�
τ � (l +1)TC � T , they are given by:

Rk;i(τ) =Ck;i(l �N)TC+
h
Ck;i(l +1�N)+

�Ck;i(l �N)
i
� (τ� lTC) ; (6)

R̂k;i(τ) =Ck;i(l)TC +
h
Ck;i(l +1)+

�Ck;i(l)
i
� (τ� lTC) ; (7)

where Ck;i is the aperiodic cross-correlation function for

sequences (a(k)
j
) and (a(i)

j
) defined as:

Ck;i(l) =

8><
>:

∑N�1�l
j=0 a(k)

j
�a(i)

j+1
0� l � N�1

∑N�1+l
j=0 a(k)

j�l
�a(i)

j
1�N� l < 0

0 jl j � N

: (8)

It is easy to see, the correlation performance of the PN
codes should be analysed for MAI evaluation. Signal-to-
noise ratio on I -th output of correlation receiver can be es-
timated using Gaussian approximation taking into account
that binary data, time delay and phase shift of each sig-
nal are independent random variables. So, Zi is normally
distributed with the mean value

p
P=2�T and covariance:

σ2 =
PT2

12N3

K

∑
k=1
k6=i

rk;i +
N0T

4
; (9)

where rk;i can be calculated from [6]:

rk;i =
N�1

∑
l=1�N

Ck(l) [2Ci(l)+Ci(l +1)] : (10)

Here, Ck;l is the autocorrelation function.

SNRis defined as:

SNRi =

p
P=2�T
σi

: (11)

Replacing (9) in (11) the SNRon the output of correlator
can be calculated as:

SNRi =
1vuut 1

6N3 �
K

∑
k=1
k6=i

rk;i +
N0
2E

; (12)

where E = P �T is the bit energy.
Thus BERcan be estimated from

Pe
�= Q(SNRi) ; (13)

where Q(�) is the error function defined as follows:

Q(x) =
1p
2π

Z ∞

x
e�

t2
2 dt : (14)

3. Multi-access interference in WCDMA
with Walsh mapping

One of the main methods used for MAI reduction is the or-
thogonal mapping of data stream generated by the user in
the uplink. Each group of data are replaced by the orthogo-
nal sequence in this method. Most often, Walsh sequences
are used in practise [1]. The model of quadrature modulator
for system with M-ary mapping is presented in Fig. 2.

Fig. 2. The quadrature modulator with M-ary mapping.

The orthogonal sequence of k-th user is given by [8]:

Wk(t) =
∞

∑
ν=�∞

Wk
ν (t) �PT(t�υT) ; (15)

where PT(t) = 1 for 0� t � T or PT(t) = 0 otherwise.

Here, each of m bits is replaced by one of M
Walsh functions of length T (Fig. 3). In (15)
Wk

ν is the Walsh symbol of k-th user from the set
fW0(t); W1(t); W2(t); : : : ; WM�2(t); WM�1(t)g correspond-
ing to m bits of input data. Symbol Wk

ν consists of M
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Walsh “chips” wi; j ( j = 0; 1; : : : ; M�1) of duration TW
(T = M �TW).

Therefore

Wi(t) =
M�1

∑
j=0

wi; j �PTW
(t� jTW) : (16)

Fig. 3. The sequences in modulator from Fig. 2.

The transmitted signal of k-th user can be expressed as

sk(t) =
p

P�W(k)(t) �A(k)(t) �exp( jθk) ; (17)

where A(k)(t) is a complex spreading sequence of k-th
user that consists two sequences a(k)

I
and a(k)

Q
in the in-

phase I and quadrature Q branches, respectively.
For a system with K users working asynchronously and
simultaneously, the receiver input signal is [8]:

r(t) =
K

∑
k=1

p
P �W(k)(t�τk) �A(k)(t�τk) �exp( jφk)+n(t) :

(18)

The detection could be performed using a set of M matched
filters [8].
From [8], the variance of signal on the output of k-th filter
is

σ2 =
1
2

varfZkg=
PT

24N3

K

∑
k=1
k6=i

γk;i +
N0

2
(19)

and the probability of bit error can be obtained from:

pe=
2K�1

2K�1

(
1�

M�1

∑
k=0

(�1)k

k+1
�
�

M�1
k

�
�e�

s2�k
2σ2(k+1)

)
; (20)

where

pc=
1

2σ2

Z ∞

0

�
1�e�x=2σ2

�
�e�(x+s2)=2σ2�I0

�
s
p

x
σ2

�
dx: (21)

In (21), s2 =P�T and I0(�) is the modified zero-order Bessel
function.

4. Numerical results

Basing on above analyses, the simulation program was elab-
orated in C++. The generators of maximal length sequences
(M-sequences), Gold sequences, de’Bruin sequences, Jen-
nings sequences as well as Walsh (Walsh-Hadamard) or-
thogonal sequences were implemented in this program. It
enabled to examine the BER as a function of Eb=N0 for
code families mentioned above. Some numerical results
are presented below.
Figure 4 shows simulation results for sequences length
N = 63 (64) and N = 511 (512) for K = 10 users. The
numbers in round brackets concern de’Bruin and Jennings
sequences. The length increase causes the BER decrease.
In practise, the codes of bigger length are used. For exam-
ple, the codes with N = 242�1 and N = 215�1 are used
in IS-95 systems.

Fig. 4. Simulation results for various codes, K = 10, N= 31.

Fig. 5. BERversus users number, N= 127, Eb=N0 = 6 dB.

Figures 5 and 6 show the BER for K = 3, 10 and 20 users
for code sequences length N = 127 (128) and two values of
Eb=N0 equal 6 and 12 dB respectively. It can be observed
the differences between results obtained for various codes
(except M-sequences) decrease with Eb=N0 increasing.
Figures 7, 8 and 9 show the results obtained for Walsh
mapping with additional PN spreading by Gold and
M-sequences. The PN length equals N = 2n, here one 0 bit
is added to the sequence for 0 and 1 balancing [8].
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Fig. 6. BERversus users number, N= 127, Eb=N0 = 12 dB.

Fig. 7. Simulation results for Walsh mapping, M = 64, K = 10,
added M- and Gold sequences spreading.

Fig. 8. Simulation results for Walsh sequences, K = 5;10, added
Gold sequences spreading.

In Fig. 7, n is the number of PN bits added to one Walsh
chip. Here m= 6, so one of Walsh 64 bits sequence corre-
sponds to 6 bits of input data. In IS-95, n= 4 and m= 6.
Figure 8 shows the impact of number mapping bits m for
two numbers of users K = 5 and 10. Here, the 127+1 bits
Gold sequence is used for spreading. The m increase de-
creases the level of MAI.
As it can be seen in Fig. 9, the increase of users number
does not significant decrease of the BER for longer Walsh

Fig. 9. Simulation results for Walsh sequences, M = 64,
K = 3;10, 20, Eb=N0 = 6 dB, added Gold sequences N= 128.

sequences. It is caused by BER reduction companying the
increasing of mapped bits that increases the spreading code
length.

5. Conclusions

The multi-access is the main source of interference in
WCDMA systems.
Taking into account the simulation results it can be con-
cluded that:

– M-sequences have the worst correlation properties
comparing to the other considered PN codes; more-
over, the number of different sequences in code fam-
ily is very limited, so the main goal of such codes
analysis is they are basis for many other PN codes;

– the very good results was obtained for Gold se-
quences; it explains these codes usage in real sys-
tems;

– the code length has a significant impact on MAI
level, so the longer codes are preferred to use in
WCDMA systems; that is no problem to generate
the long codes, but it can cause an increasing of syn-
chronising time;

– the number of users increasing causes the MAI in-
creasing that limits the system capacity;

– the best results was achieved for Gold and de’Bruin
sequences that prefer their usage in WCDMA; but,
the performances of Jennings sequences (large num-
ber of codes in family, not poor correlation proper-
ties, 0–1 symbols symmetry) make these codes very
interesting for using in military systems;

– in Walsh mapping, the mapped bits number increase
causes the significant reduction of BER even a few
ranges;

– the very good results in BERdecreasing are obtained
using Walsh mapping companying to PN spreading;
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– the PN code type has a less influence on MAI level
than a number of mapped bits.

It must be noticed, that presented analysis and results was
obtained while some simplified assumptions had been done.
It especially concerns the power control in up- and down-
links, users mobility, absence of the noise from narrowband
systems, the call traffic performances, etc.
However the results of this analysis can be used in channel
access as well as in handover procedures.
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Paper Model of e-book
for distance-learning courses

Bogdan A. Galwas, Mariusz Pajer, and Jolanta Chęć

Abstract — Structure of electronic book, prepared as auxil-
iary materials of courses for specialists in the field of telecom-
munications and informatics, will be described. Assumptions
undertaken and their grounds will be presented. Model of
a single lecture, way of a control of student progress and
technique of movement through the course content will be
described.

Keywords — open and distance learning, continuing education,
multimedia, compact disc.

1. Introduction

Continuing education especially professional continuing ed-
ucation have developed for last decade [1, 2], both in re-
spect of the number of courses that are offered and the
development of different educational forms. Different tools
offered by multimedia techniques and Internet are widely
used.
In 1985–95 a synchronous model of distance learning, us-
ing satellite television and feed-back for asking the lecturer,
was developed. This model is used with pleasure for em-
ployee training by corporations, as it gives considerable
savings of travel and accommodation (hotels) costs.
Increasing knowledge gained during attending lecturers,
their better understanding and getting knowledge how
to use the learning are necessity. Thus the possibility of
self-education is a very important element in education pro-
cess.
Traditional tools used for self-education are books, set of
lecturers, printing materials. New multimedia technolo-
gies and Internet give new possibilities for preparing di-
dactic materials in useful form facilitating material study by
learners. Works concerning preparation of a new model of
e-book that uses existing possibilities have been launched.

2. Basic assumptions of e-book model

Analysis of needs and possibilities has been made during
preparation of the model design of course materials, some
assumptions also have been undertaken [3].
First it is assumed that the course material will be provided
in electronic form. Because of the big cost of connections
and their low quality in Poland it is decided to place di-
dactic material on CD. It will give students the possibility
of course content studies without restraint. It is also as-
sumed that material will be published by the use of informa-
tion service accessible on-line. Location of course content
on a single CD limits the amount of material possible for

transfer. Though capacity of one disc CD should be enough
the possibility of the use of additional discs for content lo-
cation should be taken into consideration.
Farther it is assumed that the material in electronic form
should be transferable between many system platforms. Re-
production (playback) of material should be done by the use
of non-commercial software. Tools for review of course
content should be provided together with the material.
Next it is assumed that the form of the didactic material
should ensure the highest interaction degree for the user.
The possibility of most interesting and full presentation of
material should be ensured.
Taking into account mentioned above assumptions and ex-
periences of other teams preparing materials for distance
learning [3, 4], it is assumed that didactic materials will be
developed in the form of HTML documents. Programming
language JavaScript will be used for dynamic management
of the content of created documents.
It is noticed that authors of didactic materials prefer mostly
MS Word editor and use it to prepare documents. It is
decided to use MS FrontPage programme to facilitate doc-
ument conversion from MS Word format to HTML. By the
use of MS FrontPage a template of e-book will be devel-
oped for material presentation.
Lecture material will be enriched, according to the possi-
bilities, using pictures, animations, sound comments, mul-
timedia presentations, questions and tasks with answers or
without answers. Besides basic lecture material, according
to the possibilities, auxiliary materials in the PDF docu-
ments form (review possible by the use of free Acrobat
Reader software) will be provided.
CD-ROM containing lecture and auxiliary materials will be
provided with HTML browsers (Netscape Navigator and In-
ternet Explorer), Acrobat Reader and, according to the pos-
sibilities and needs, applications for reproduction of multi-
media files.
Such material after preparation will be published by the use
WWW service accessible through educational portal.

3. E-book structure

The material, with regard to functional aspects, is divided
into three main parts: introductory part, lecture’s part, aux-
iliary part.
Introductory part contains large amount of information
of different kind but needful and useful. All together is
the preparation and introduction for students to appropriate
part of material. The content of introductory part may be
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different depending on needs. The following elements are
assumed to place in this part:

� Information about authors. It presents authors of
didactic materials, their professional profile, espe-
cially taking into consideration professional experi-
ence and didactic knowledge.

� Course purpose. It is formulated and prepared by
authors. It presents level of knowledge and acquire-
ments which students should gain (according to au-
thors intention) after getting knowledge of prepared
material. In this part authors can present conditions
for understanding didactic material: which minimum
level of knowledge and in which areas learners should
have to understand the material.

� Requirements concerning credit for a course. It is
a point specific and characteristic for a given course.
They are placed in the case when the course ends
with the exam or test.

� Requirements for equipment and description con-
cerning the way of CD use. They are a kind of
advice and instruction prepared by software develop-
ers. Guides placed there may be obvious for many
students but for others may be a great assistance.

Lecture’s part contains series of didactic units, that can be
called lectures. It is assumed that each lecture is a separated
unit, basic course quantum, specified entity that student
should learn himself. Material of subsequent lectures is
obviously connected with each other by the structure and
logic of the course and should be studied in the sequence
assumed by the author.
Next it was assumed that a lecture is composed according
to a given schema and it contains many essential, from
student point of view, elements [4]. The elements are as
follows:

� Basic knowledge segments. They contain didactic
material that should be learnt by students. Segments
can contain repetitions of material presented during
lectures or presented in Internet. Certain parts of
material can go beyond the course programme and
be an extension recommended to study.

� Questions, problems and tests for self-evaluation en-
able student to get to know the degree of his knowl-
edge. A very important problem is to create the pos-
sibility for a student to get to know if his degree of
getting knowledge contained in the lecture and un-
derstanding of it, meet lecturer expectations and his
requirements and in perspective enable to meet ex-
amination requirements.

� Glossary and subject matter index contain an ar-
rangement of terms and definitions introduced into
a given lecture. Glossary enables a student to ensure
if all lecture contents are understood and learnt.

� Bibliography contains a list of most important items.
Getting to know them may be helpful to understand
lecture material. They can be as follows book chap-
ters, scientific and technical publications, information
contained in Internet, etc.

Understanding of materials and lecturers contents can be
facilitated and hastened using auxiliary multimedia tools
containing written comments, audio comments, simulations
and animations, video insertions, etc. All mentioned, auxil-
iary multimedia tools should be used, by authors of lectures,
purposely and in a well-founded manner. Use of auxiliary
multimedia tools differentiates an e-book from a written
book. Simple scanning of written-book pages and their
presentation on a computer screen does not automatically
create the electronic book. Purposeful use of auxiliary mul-
timedia tools creates the new kind of a manual.
Auxiliary part can contain different elements, according
to the course subject matter. However, listed below three
components should be placed in this part according to the
essential role they play in the education process:

� Index of all new definitions and terms introduced
in subsequent lectures. Each definition and term is
provided with a short description and information in
which part of material the subject matter was intro-
duced and described. List of that kind facilitates stu-
dents to remind definitions and terms already known
but not yet fix in the memory and eventually their
repetition.

� Library of materials and publications should not be
the usual sum of items mentioned in subsequent lec-
turers. In this part there is a place to give items, that
can be the introduction to the taught material and also
items that are the extension of this material. Valuable
items can be the texts of current papers from confer-
ence proceedings and technical and scientific articles
published lately. Lists of Internet addresses to mate-
rials placed in Internet by publishers and firms can
be also given here.

� Auxiliary software attached in this part can facilitate
to read certain texts, animations, to do simulation
calculations or preparing simple projects.

The most important elements were considered in the as-
sumed model of e-book and their list would probably be-
come longer. However now it can be seen that the number
of tools used in such electronic manual exceeds consider-
ably everything that in a paper manual authors can invent
and introduce.

4. Pages construction and navigation
through the manual

Prepared electronic book was built in the dynamic HTML
technology: HTML, Cascading Style Sheets, Java Script.
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Thus the whole navigation is based on HTML references
and dynamic processing of WWW pages by Java Script.
After placing the mouse pointer to the reference the text
being a reference is dynamically underlined. Functionally,
navigation is a result of a book organisation.

Navigation begins from a front page, it is the first naviga-
tional level. Information about authors and the first page
in a book can be called up from the front page. In each
case a new window is opened. The first page of a book is
the second navigational level and it enables input to sin-
gle pages, concerning user introduction explaining how to
work with a book, or input to the table of contents. Pages
containing information about authors and user introduction
how to work with a book form the introductory part. The
table of contents is the third navigational level, it enables
to open particular lectures and the index. A lecture is the
last and fourth navigational level. It is impossible to come
from one lecture into another lecture without return to the
table of contents. The table of contents and lecturers (con-
taining materials, problems, list of terms and bibliography)
form the lecturer’s part. Elements of auxiliary part are at-
tainable by dispersed navigation according to its character.
Index is accessible from the table of contents and lectures,
while library of materials and publications from bibliogra-
phy.

Construction of a first page of a book (Fig. 1a) is based
on three basic elements: an upper information-navigational
bar, a left navigational bar and a main window with the
essential content of a page. All other pages of a book have
the same form. Upper and left bars have azure background
and form upside-down letter L. Reference to the previous
level of navigation is placed in the left corner of an upper
bar. Name of the subject and series of manuals is placed in
the middle of an upper bar. A subject title and a page title
are placed there (Fig. 1b) in the case of pages containing
the user introduction and the table of contents. Left bar on
the second navigational level and on pages accessible from
it is empty.

Navigation at second and third levels is based on the content
of the main window. The first page of a manual contains
navigational menu in the form of a list of references to
pages with introductory information and the table of con-
tents. The table of contents (Fig. 2a) is a numbered list of
lectures with two part description. The number of a lecture
is the reference opening a given lecture, name of a lecture
is the reference that unroll and roll up list of lecture seg-
ments in the table of contents. Number of a segment is
the reference that opens a segment in a given lecture. At
the bottom of the table of contents reference to the index
is placed, that is opened in the new window.

Structure of a lecture (Fig. 2b) is based on the assump-
tion that it is a separated unit, specified entity, that student
should get to know. The lecture contains the main contents
of a manual. The upper bar informs about the number of
a lecture and its title. It contains the reference to the table
of contents and bookmarks enabling to open each of the
lecture functional unit. Bookmarks contain titles of func-

Fig. 1. (a) First page of a book. (b) Description of requirements
concerning user computer.

tional parts. The title of a current bookmark is enlarged in
comparison with others, colour of background is the same
as the colour of background of the essential content (white).
Non-active bookmarks have grey background. If pointer is
placed under non-active bookmark its background lightens
and the title becomes enlarged. In order to come to the part
presented by the bookmark, the mouse pointer should be
placed under the bookmark and than the left mouse button
should be pressed.

The left bar of WWW page changes according to the actual
functional part. Common element for all parts is a book
icon with a question mark that is the reference to the index.
For materials the left bar will contain references to the seg-
ments. For the current segment references to its screens
will be specified. In the part “Problems” the left bar can
contain the references to particular problems, tasks and
tests. For dictionary and bibliography the left bar has not
dedicated content. For preparing materials it was assumed
that users will have the minimum resolution of a screen
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Fig. 2. (a) Table of contents. (b) Lecture material.

800�600 points and they will work in a full-screen mode
to acquire materials. The result of the assumption is to as-
sume that the essential content will be presented in a very
small degree in a format of 600� 500 points. These as-
sumptions are reflected on the organisation of presented
material.
The lecture material was divided into segments, for the
purpose to acquire a knowledge easier. Each segment is
a single HTML file. For the purpose of easier orientation
and navigation segments are divided into agreed screens
being the smallest basic organisational unit of a lecture
material. At the beginning of a page, the title of a segment
is placed, farther screens, with screen titles at the beginning,
are placed. The segment title and screen titles are HTML
references. Important messages are brought into relief by
the style or colour of a font. Definitions of laws are denoted
by the use of red and blue fonts and the name of a given
law is in the bold style. Conclusions are distinguished as
a navy blue text on azure background with a key word
“Conclusion” in a bold style. Important phrases are brought

into relief by the use of a bold style. The signs below
figures are written by the use of italics style.
Lecture material is rich in illustrations. Illustrations oc-
cur in the different configurations. Single illustrations with
a description are the basic form. Pairs of illustrations (ar-
ranged horizontally or vertically) with a common sign be-
low also occur. Larger sets of illustrations with a common
sign occur seldom. Often the size of readable illustration is
too big to be placed on one page. In such case the minia-
ture of illustration is put in the page and it is the reference
(distinguished by the use of a colour frame) to the new win-
dow filled only with the illustration. Each of illustrations
is opened in a separated window. Animations and films are
put in four ways: directly on the page (picture with the first
frame and control buttons is visible), using reference in the
form of a picture with selected frame, using the reference
in the form of an icon or using reference in the form of text.
Sound elements are accessible by the use of references in
the form of an icon with a loudspeaker or reference with
text. Items of bibliography can also be references. For
the purpose to use the references mouse pointer should be
placed on one of them and started by press the left mouse
button.

5. Summary

For preparation of a model of an electronic book it was
assumed that a student has a contact with the lecturer dur-
ing the studies. However the contact is not sufficient to
get knowledge of the material and a student should addi-
tionally by himself work to enlarge his knowledge and its
understanding. Electronic book is prepared as a tool for
self-education and it should help him in this work.
Periodic contact with a lecturer by the use of Internet and
electronic mail can be the assistance in the studies of the
material. The contact can be used to send questions and
answers, to receive comments concerning tasks and tests
being solved.
Compact disc with such prepared material can be used suc-
cessfully instead of materials printed for courses, seminars
and postgraduate studies. It can decrease the number of
lecture hours, skipping most of learning process for self-
education.
Labour consumption for preparation of an electronic book
is much bigger than for a book or sets of lectures written
using traditional printing technology. It requires the work
of multidisciplinary team and achievement of an appropri-
ate experience. Preparation of single didactic material page
in A4 format can take about half or one hour, when there
are only simple texts and pictures. It could take three or
more hours too, when team have to prepare animations,
films, sound commentaries or supplementary applications.
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Paper IP over optical network:
strategy of deployment

Mirosław Klinkowski and Marian Marciniak

Abstract — In this paper, we present main issues of appli-
cation IP technology directly over optical transport network.
The capabilities of WDM transmission systems and techniques
which allow the integration of IP with the physical layer are
discussed. A detailed description of most solutions is reported.
In particular the MPLS/MPλS techniques are discussed in de-
tail. Also problems for further development are outlined.

Keywords — optical networks, WDM, IP, MPLS, MPLambdaS.

1. Introduction
At the rise of the new millennium communication era we
witness the convergence of concepts that were quite op-
posite in the past. Such traditional distinctions as “wired
or wireless”, “stationary or mobile”, “voice or data”, or
“radio or optical”, have lost much of or even all their rele-
vance. This is reflected in novel concepts as “radio over the
fibre”, “voice over IP, “IP over optical”, “free-space opti-
cal”, “wireless Internet”, “convergence of mobile and fixed
networks”. Further examples are “wireless LANs”, “MPLS
towards MPλ S”, or “software defined radio”.
There is no doubt that the demand for multi- and hiperme-
dia services foreseen for the near future will require qual-
itatively new telecommunication technology approaches.
Although some of them, e.g. UMTS, 3G, 4G, 5G, or
IMT-2000 and beyond, have been already defined, much
more should emerge in the near future. Consequently,
it is of crucial importance to draw a roadmap for har-
monised migration from present communication technolo-
gies towards future systems that will be highly efficient at
local, regional, and universal scale.
Actually, it is difficult to find a domain of human activity
in the world, which would be granted with more global in-
terest and popularity than the Internet and related technolo-
gies. Telecommunication technology achievements repre-
sented by the exponential growth of the Internet traffic have
resulted in the technical availability and the foreseen in-
tense demand for broadband services. Almost all types of
traffic are expected to run over Internet. Internet traffic is
growing around 10% a month and it is estimated that it
would represent over 90 percent of the total public network
traffic by the year 2002 [1]. Foreseen immense interest
of IP (internet-protocol) technology in the nearest future
induces a research for more effective methods of utilising
this technology. The most straight and also bringing great-
est profit method making possible enlargement of transmis-
sion performance seems to be the elimination transmission
protocols which lay between physical and IP layers with
simultaneous superposition of their functions directly over
optical and IP layers.

Development of transmission systems based on dense wave-
length division multiplexing (DWDM) technology will
make possible building of completely optical networks in
the not-distant future where all information will be trans-
mitted and converted as optical signal. Optical crossconects
(OXC), optical add-drop multiplexers (OADM) and optical
amplifiers will establish optically transparent core of such
systems [2]. As it would not be necessary to convert the
optical signal to the electrical form for regeneration and
switching purposes, the signal degradation resulting from
switching procedure as well as the bit-error rate (BER)
level will be much lower in those systems [3]. An ob-
vious advantage of DWDM systems is also huge available
transmission capacity that significantly exceeds the demand
of present applications. At present, transmission systems
that can carry up to 40 Gbps on each wavelength are tested
commercially [3]. However, the main advantage of DWDM
is its compatibility with SONET/SDH, ATM and IP sys-
tems.
Two technologies have emerged recently to this purpose.
The multi-protocol label switching (MPLS) technology,
worked out to assure quality of service (QoS) mechanisms
in IP environment, makes possible the integration of IP with
other transmission technologies and provides the tools to
support different types of services including real-time ser-
vices [4]. Consequently, the multi-protocol lambda switch-
ing (MPλ S) technology developed for WDM facilitates
wavelength switching mechanism [5].
A huge research is ongoing at global scale to introduce
more intelligence in the control plane of the optical trans-
port systems, which should make them more flexible, sur-
vivable, controllable and open for traffic engineering. Some
of the essential desirable attributes of optical transport net-
works include real-time provisioning of optical channel
trails, providing new capabilities that enhance network sur-
vivability, providing functionality and interoperability be-
tween vendor-specific optical sub-networks, and enabling
protection and restoration capabilities in operational con-
texts. The research efforts now are focusing on the efficient
internetworking of IP with wavelength division multiplexed
(WDM) layer.
In the paper the recently proposed technology solutions for
IP and optical network integration, grouped according to
main issues, are reviewed and discussed.

2. Architecture

One approach for sending IP traffic on WDM net-
works would use a multi-layered architecture consisting
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of IP/MPLS layer over ATM over SONET/SDH over
WDM [6]. If an appropriate interface is designed to pro-
vide access to the optical network, multiple higher layer
protocols can request lightpaths connected across the opti-
cal network. An alternative consists of dropping away the
ATM layer, and use a packet over SONET/SDH approach,
by putting IP/PPP/HDLC into SONET/SDH framing.
The fact that it supports multiple protocols will increase
a complexity for IP-WDM integration because of various
edge-interworkings required to route, to map, and to protect
client signals across WDM subnetworks. The existence of
separate optical layer protocols will increase management
costs for service providers. Problems could also arise from
the high level of multiplexing. The optical fibre transmis-
sion systems comprise a large number of higher layer flows
such as SONET/SDH, IP flows or ATM VCs. Since these
have their own mechanisms, a flooding of alarm messages
can take place.
One of the main goals of the integration architecture is
to make the optical channel provisioning driven by IP data
paths and traffic engineering mechanisms. This will require
a tight co-operation of routing and resource management
protocols at the two layers. The multi-layered protocol ar-
chitecture can complicate the timely flow of the possibly
large amount of topological and resource information. The
two-layer model, which aims at a tighter integration be-
tween IP and optical layers, offers a variety of important
advantages over the current multi-layer architecture. The
benefits include more flexibility in handling higher capacity
networks, higher network scalability, more efficient opera-
tions and better traffic engineering.
Multi-protocol label switching for IP packets is believed to
be the best integrating structure between IP and WDM [7].
MPLS brings two main advantages. First, it can be used
as a powerful instrument for traffic engineering. Second, it
fits naturally to WDM when wavelengths are used as labels.
This extension of the MPLS is called the multi-protocol
lambda switching.
Multi-protocol label switching is a switching method in
which a label field in the incoming packets is used to de-
termine the next hop. At each hop, the incoming label is
replaced by another label that is used at the next hop. It
works similarly like switching of the virtual channels (VC)
and the virtual paths (VP) in ATM.
The path that is realised this way is called a label switched
path (LSP). Each LSP has a set of criteria associated with
it, that describe the traffic that the LSP traverses. LSPs
can be established using MPLS signalling, e.g., RSVP-TE
or CR-LDP [8]. A device that can classify incoming traf-
fic is called a label edge router (LER), while the devices
which base their forwarding decision only on the basis of
the incoming labels (and ports) are called label switched
routers (LSRs).
The model of the network proposed by Internet Engineer-
ing Task Force (IETF) consists of both types of IP routers
attached to an optical core network (Fig. 1). The optical
network consists of multiple optical crossconnects intercon-

Fig. 1. IP optical network model.

nected by optical links. An OXC is a hybrid node consist-
ing of switching element referred to as the optical layer
crossconnect (OLXC) and a control plane. Each OXC is
capable to switch the data stream from an input port to an
output port using a switching function, controlled by ap-
propriately configuring the crossconnect table. OXCs are
programmable and should support wavelength conversion
and translation.

3. Switching in optical network

The exponential growth in Internet traffic leads to a need
to scale networks far beyond present speed, capacity and
performance. Wavelength division multiplexed transmis-
sion and switching are considered the potential solutions to
the performance and scaling bottlenecks and offer a lim-
ited transparency to packet data-rate and format. However
internet-protocol (IP) packet routing and forwarding present
a bottleneck in the individual fibre links approach since ter-
abit/s packets must be processed at nearly real-time. Opti-
cal WDM switching technology is becoming essential for
realisation of the evolving transmission method which is IP
over WDM networks.
Evolution of switching in IP/WDM network assumes two
phases. First version bases on connection-oriented circuit-
switched WDM optical layer, which is supported by MPLS
technology. Second phase will make possible fast optical
switching in connectionless packet-switched WDM optical
layer environment [9]. The two phases are discussed in
detail below.

3.1. Phase I

The optical network model consists of multiple optical
crossconnects interconnected by optical links in a gen-
eral topology (referred to as an “optical mesh network”).
Each OXC is assumed to be capable of switching a data
stream from a given input port to a given output port. This
switching function is controlled by appropriately configur-
ing a crossconnect table. Conceptually, the crossconnect
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table consists of entries of the form <input port i, output
port j>, indicating that data stream entering input port i
will be switched to output port j. An “lightpath” from an
ingress port in an OXC to an egress port in a remote OXC
is established by setting up suitable crossconnects in the
ingress, the egress and a set of intermediate OXCs such
that a continuous physical path exists from the ingress to
the egress port. Lightpaths are assumed to be bi-directional,
i.e., the return path from the egress port to the ingress port
follows the same path as the forward path.
Multi-protocol label switching has been proposed as the
integrating structure between IP and optical layers in the
Phase I.

3.2. Phase II

The routing method supports autonomous transmission
method: once the packet enters the network, it propagates
uninterruptedly to the final destination, excluding the small
delay at each routing junction (order of several tens of
nanoseconds). In high-performance optical-networks, opti-
cal data packets require rapid routing at all-optical switches.
In order to achieve an efficient and high-throughput switch-
ing, the individual routing bits in the address header must
be recovered sufficiently fast.
One of the methods which facilitates a fast conversion of
the address header leading the data packet from source to
destination was developed by BATM Advanced Commu-
nications and Lynx-Photonic-Networks [10]. The method
is based on an all-optical-header recognition, whereby the
address header, leading the optical data packet, is stripped
off the packet, and side tracked to a recognition module
(Fig. 2). The method is suitable for address bit rates of
2.5 GHz, 10 GHz and beyond. Since the data block remains
in the optical domain, it can be encoded in a possibly high
(and practical) bit rate.

Fig. 2. The routing system based on all-optical address recogni-
tion method.

The generated instructions control an OXC, control the en-
tire routing procedure including the regeneration of the new
optical address header, restoring it in the proper position.
Once the regenerated address has been transmitted into the
configured OXC, the data block emerges from the delay
loop, following the same path. Each of the OXC’s inputs
has a dedicated routing module. If collision events (differ-
ent inputs requiring same OXC output) should become an

issue, an optical buffer could be added at the OXC input
side, controlled by the electronic module.

4. Signalling & control

Internet Engineering Task Force proposes that control in
the IP over optical networks is supported by MPLS con-
trol plane. In this solution each node consists of an inte-
grated IP router and reconfigurable optical layer crosscon-
nect equipped with an MPLS control plane.
The IP router is responsible for all non-local management
functions, including the management of optical resources,
configuration and capacity management, addressing, rout-
ing, traffic engineering, topology discovery, exception han-
dling and restoration.
The IP router implements the necessary IP protocols and
uses IP for signalling to establish lightpaths. Specifically,
optical resource management requires resource availability
per link to be propagated, implying link state protocols such
as OSPF [7]. On each link within the network, one chan-
nel is assigned as the default routed (one hop) lightpath.
The routed lightpath provides router to router connectivity
over this link. These routed lightpaths reflect (and are thus
identical to) the physical topology. The assignment of this
default lightpath is by convention, e.g. the “first” chan-
nel. All traffic using this lightpath is IP traffic and is for-
warded by the router. All control messages are sent in-band
on a routed lightpath as regular IP datagrams, potentially
mixed with other data but with the highest forwarding prior-
ity. Multiple channels on each link are assumed, a fraction
of which is reserved at any given time for restoration. The
default-routed lightpath is restored on one of these chan-
nels. Therefore, we can assume that as long as the link is
functional, there is default routed lightpath on that link.
The IP router communicates with the OLXC device through
a logical interface. The interface defines a set of basic
primitives to configure the OLXC, and to enable the OLXC
to convey information to the router.
The mediation device translates the logical primitives to
and from the proprietary controls of the OLXC. Ideally,
this interface is both explicit and open. One recognises
that a particular realisation may integrate the router and
the OLXC into a single box and use a proprietary inter-
face implementation. Signalling among various nodes is
achieved using CR-LDP and RSVP protocols [7].
Any network addressable element must have an IP address.
Typically these elements include each node and every opti-
cal link and IP router port. When it is desirable to have the
ability to address the individual optical channels those are
assigned to IP addresses as well. The IP addresses must
be globally unique if the element is globally addressable.
Otherwise domain unique addresses suffice. A client must
also have an IP address by which he is identified. However,
optical lightpaths could potentially be established between
devices that do not support IP (i.e., are not IP aware), and
consequently do not have IP addresses. This could be han-
dled either by assigning an IP address to the device, or by
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assigning an address to the OLXC port to which the device
is attached. The network using traditional IP mechanisms
can discover whether or not a client is IP aware.

5. Optical network management

Management in a system refers to a set of functions like
performance monitoring, link initialisation, and other net-
work diagnostics that allow verifying safe and continued
operation of the network. The management functionality
in optical networks is still far from being fully developed.
The wavelengths in the optical domain will require routing,
add/drop, and protection functions that can only be achieved
through the implementation of network-wide management
and monitoring capabilities.
The links between OXCs will carry a number of user bearer
channels and possibly one or more associated control chan-
nels. Link management protocol (LMP) that can be run
between neighbouring OXCs can be used for both link pro-
visioning and fault isolation [7]. A unique feature of LMP
is that it is able to isolate faults independent of the encoding
scheme used for the bearer channels. LMP will be used to
maintain control channel connectivity, verify bearer chan-
nel connectivity, and isolate link, fibre, or channel failures
within the optical network.
Current-generation DWDM networks are monitored, man-
aged and protected within the digital domain, using
SONET/SDH and its associated support systems. However,
to leverage the full potential of wavelength-based network-
ing, the provisioning, switching, management and monitor-
ing functions have to move from the digital to the optical
domain. The information generated by the performance
monitoring operation can be used to ensure safe operation
of the optical network. In addition to verify the service level
provided by the network to the user, performance monitor-
ing is also necessary to ensure that the users of the network
comply with the requirements that were negotiated between
them and the network operator. For example, one function
may be to monitor the wavelength and power levels of sig-
nals being input to the network to ensure that they meet
the requirements imposed by the network. Current perfor-
mance monitoring in optical networks requires termination
of a channel at an optical-electrical-optical conversion point
to detect bits related to BER of the payload or frame. How-
ever, while those bits indicate if errors have occurred, they
do not supply channel-performance data. This makes it
very difficult to assess the actual cause of the degraded
performance.
Fast and accurate determination of the various performance
measures of a wavelength channel implies that measure-
ments have to be done while leaving it in optical format.
One possible way of achieving this is by tapping a portion
of the optical power from the main channel using a low loss
tap of about 1%. In this scenario, the most basic form of
monitoring will utilise a power-averaging receiver to detect
loss of signal at the optical power tap point. The existing

DWDM systems use optical time-domain reflectometres to
measure the parameters of the optical links.
The procedure of determining the threshold values for the
various parameters at which alarms must be declared causes
another problem. Very often those values depend on the bit
rate on the channel and should ideally be set up depending
on the bit rate. In addition, since a signal is not terminated
at an intermediate node, if a particular wavelength fails, all
nodes along the downstream path of the failed wavelength
could trigger an alarm. This can lead to a large number of
alarms for a single failure, and provokes the determination
of the cause of the alarm and alarm correlation excessively
complicated.
Care should be taken in exchanging those performance pa-
rameters. The vast majority of commercial telecommunica-
tion networks use framing and data formatting overhead as
the means to communicate between network elements and
management system. It is worth to mention that while the
signalling is used to communicate all monitoring results,
the monitoring itself is done on the actual data channel, or
some range of bandwidth around the channel. Therefore,
all network elements must be able to transmit this band-
width in order to monitor the events that happen at any
point in the network.

6. Fault restoration in optical networks

With the introduction of IP in telecommunications networks
there is tremendous focus on reliability and availability of
the new IP-optical hybrid infrastructures. Automated es-
tablishment and restoration of end to end paths in such
networks require standardised signalling and routing mech-
anisms. Layering models that facilitate fault restoration are
discussed. A better integration between IP and optical will
provide opportunities to implement a better fault restora-
tion.
Telecom networks have traditionally been designed with
rapid fault detection, rapid fault isolation and recovery.
With the introduction of IP and WDM in these networks,
these features need to be provided in the IP and WDM
layers also. Automated establishment and restoration of
end-to-end paths in such networks requires standardised
signalling, routing, and restoration mechanisms.
The concept of SONET/SDH ring architectures can be ex-
tended to WDM self-healing optical rings (SHRs). As in
SONET/SDH, WDM SHRs can be either path switched or
line switched. Multiwavelength systems add extra complex-
ity to the restoration problem. Under these circumstances,
simple ring architecture may be not sufficient.
Although the current routing algorithms are very robust
and survivable, the amount of time they take to recover
from a failure can be significant, on the order of several
seconds or minutes, causing serious disruption of service
in the interim. This is unacceptable to many operators that
aim to provide a highly reliable service, and thus require
recovery times on the order of tens of milliseconds. This
problem can be solved by MPLS standards enabled for IP
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layer restoration. The MPLS label-switched paths disrupted
by a link failure are restored in the IP layer itself, and
no restoration occurs in the OLXC layer. MPLS enables
a hierarchy of LSPs to be defined by pre-pending a stack
of labels or tags to packet headers. When a failure occurs,
packets along a given LSP can be routed to a predefined
restoration LSP by modifying the labels maps of the routers
at the ends of the original LSP [11]. In fact, a protection
priority could be used as a differentiating mechanism for
premium services that require high reliability.
There are same particular goals for MPLS based protection.
First, MPLS-based recovery mechanisms should facilitate
fast (within 10 ms) recovery times. MPLS-based recovery
techniques should be applicable for protection of traffic at
various granularities and for an entire end-to-end path or for
segments of an end-to-end path. As an example, it should
be possible to specify MPLS-based recovery for a portion
of the traffic on an individual path, for all traffic on an
individual path, or for all traffic on a group of paths. MPLS-
based recovery mechanisms should be able to take into
consideration the recovery actions of other layers. MPLS-
based recovery mechanisms should also minimise the loss
of data and packet reordering during recovery operations.

7. Conclusion
Development of IP, MPLS and WDM technologies makes
possible close integration of the Internet applications based
on IP technology and optical network infrastructure. Cus-
tomers will have access to new high-bandwidth services
made possible by the increased capacity affordable by the
optical layer. Services that today are considered pro-
hibitively expensive, such videoconferencing to the desktop,
electronic commerce, and high-speed video imaging, will
become commonplace because they will be technologically
and economically feasible. It is a giant step forward towards
fulfilment idea of information society, which means wide
utilisation of information techniques and universal access to
communication applications and resources of information.
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Paper Analysis of optical-microwave
mixing process in electro-optical modulators

Bogdan A. Galwas and Zenon R. Szczepaniak

Abstract — The principle of operation and the general pa-
rameters of the electro-optical Mach-Zehnder modulators are
reminded in the paper. With the use of the mathematical
relationships describing the transmission of the optical signal
through the modulator, the theoretical model of the optical sig-
nal transmission with two modulating signals at two frequen-
cies will be presented. The theoretical relationships describing
the efficiency of the optical-microwave mixing and frequency
multiplying in the two-tone operation will be derived. The
analysis and the simulations will be performed for different
operating points, where the nonlinearity of the transmission
characteristic is specially strong.

Keywords — electro-optical modulator, nonlinear effects,
microwave-optical mixing.

1. Introduction

During the last years the nonlinear effects in the processes
of optical signals modulation and detection are investigated
very intensively. It is related to the development in a new
type of optical fibre links with capability of transmitting lots
of electrical signals with the use of many carrier frequen-
cies (subcarrier multiplexing) and achieving an operation
without the intermodulation distortions.
The analysis of the nonlinear effects allows explaining the
electrical-optical mixing processes and further it allows us-
ing them for different purposes.
In the photodetection processes the PIN photodiodes and
the phototransistors are commonly used. In both cases
the nonlinear effects are observed, who could be used in
the frequency conversion process. The modulation of the
optical signals can be obtained in different ways. When
the laser generation conditions are changed in this process,
thereby causing the changes in the power or the frequency
of the generated signal – it is so-called internal modula-
tion. Whereas when there is no disturbance of the gener-
ation process and the optical signal parameters are being
changed during the transmission through the separate de-
vice placed at the laser output – it is so-called external
modulation. There are two types of modulators, which are
now commonly used: electro-absorption modulators and
electro-optical modulators called Mach-Zehnder modula-
tors. The characteristics of the second ones are well known
and described.
The electro-optical modulators are readily used in the ana-
logue optical links, for the sake of exceptional good trans-
mission conditions while operating with the high levels of
the optical power. The important problem that appears is
the linearization of the transmission characteristics and the

minimization of the nonlinear effects. However, the non-
linear effects could be used in the frequency conversion
processes for obtaining required conversion products, for
example, such as the harmonics of the modulation signal.
The work presented here treats of analysis of the conditions
to rise up such products.

2. Mach-Zehnder electro-optical
modulator

The electro-optical effect appears when the refraction coef-
ficient n(E) of an optical material is a function of electric
field E

n(E) = n+a1E+
a2

2
E2+ : : :�= n�

1
2

n3 rE : (1)

When the two of the first parts of the expression (1)
are dominant in the electro-optical material, this phe-
nomenon is called Pokels effect. In the expression (1)
the Pockels coefficient is denoted as r and it is equal to
10�10: : :10�12 m/V at the electric field E = 106 V/m, then
∆n = 10�6 : : :10�4. The materials having this effect are
called the electro-optical ones and they are, for example,
LiNbO3, LiTaO3, CdTe, GaAs [1].
With the use of the Pockels effect it is possible to make an
optical signal phase modulator. In the material demonstrat-
ing the electro-optical effect, for example, LiNbO3, a pla-
nar optical waveguide is made. This optical waveguide is
placed in an electric field created by the electrodes. Then
the electric field as a result of a signal connected to the
electrodes causes a change of the phase of an optical signal
transmitted through the optical waveguide.
The use of an interferometer allows constructing an opti-
cal signal amplitude modulator. A planar version of such
modulator is shown in Fig. 1. An optical beam with the
power P0 is divided in two equal parts and directed into two
branches. Within theses branches two electro-optical phase
modulators are placed and they work in counter-phase. The
next coupler sums the two beams. When the effects of
a high frequency and the attenuation of the planar optical
waveguides are neglected, the power transmission of the
modulator can be described by a simple formula. The op-
eration of both phase shifters in the interferometer branches
is shown in Fig. 2a [2].
The output signal and further the transmission of the mod-
ulator can be obtained by summing the optical signals from
two branches. It is shown in Fig. 2a.
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Fig. 1. Planar structure of electro-optical Mach-Zehnder modu-
lator.

Fig. 2. (a) Illustration of Mach-Zehnder interferometer/modulator
operation. (b) Characteristic of power transmission through M-Z
modulator.

The transmission can be described as:
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The maximal transmission TMAX of optical power is less
than unity because the modulator has its own losses result-
ing from the planar optical waveguides losses. The formula
describing the optical power transmission should include
them. When the characteristic value of the modulator volt-

age (Vπ) is considered the transmission can be expressed
as (3):

T(V) =
Poout

Poin
=

TMAX

2

�
1+cos

�
π V
Vπ

��
: (3)

In this expression the voltage V =V0+VRF is the superpo-
sition of a bias voltage V0 and a signal voltage VRF. The
full shape of the transmission characteristic is shown in
Fig. 2b. The power transmission in the point of equality
decreases almost to zero. When the symmetry of the power
dividing and summing is achieved the ratio Pmax=Pmin can
be obtained up to 1000:1. In the point of inflexion of the
T(V) characteristic there is a long straight line section at
V0 =Vπ=2 and with a slope SMZ:

SMZ =
∂ T (V)

∂ V

����
V=Vπ

=�
π TMAX

2Vπ
: (4)

The modulator transmission T(VRF) at V0 =Vπ=2:

T(VRF)
�=

TMAX

2
+SMZVRF =

TMAX

2

�
1�

π VRF

Vπ

�
: (5)

The pre-bias at point A allows the interferometer to operate
as a linear amplitude modulator. This mode of operation
is used in the analogue optical links [3]. The voltage VRF
can be a sine-form signal or to be a superposition of many
carrier frequencies with the modulation side bands.
When the modulator is supplied by a rectangular shape
wave with the signal levels corresponding to the points B
and C, the device operates as two-state switch. The opera-
tion at the bias corresponding to the points B or C has the
strongest nonlinearities. This mode of the operation is the
most proper in the case of a mixing process.
When the RF signal frequency is being increased, the opti-
cal signal transit time τ , through the area of an alternating
electric field, becomes comparable with the period T equal
to T = 1= fmod. When the signal transit time becomes equal
to the period T , the modulation effects obtained during one
half-period will be disturbed in the next half-period.
Let’s assume that:

VRF =VM sin(ω t+Θ) : (6)

The presence of the alternating field causes the modulation
of the angle ∆φ :

∆φ = m( f )
π VM

Vπ
sin(ω t +Θ) ; (7)

where m( f ) – the modulation depth coefficient depends on
the modulation signal frequency:

m( f ) =

����∆φ ( f )
∆φ j0j

����=m0

sin
�
ωmodτ=2

�
ωmodτ=2

: (8)

The finite transit time has the result in the decreasing of
the optical signal modulation depth.
Another cause limiting the modulator working bandwidth
is the RF signal path mismatching. The RF signal path
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is ended with the capacitance which reactance decreases
with the increase of the frequency thereby causing the RF
path almost short-circuited. A solution for this problem
is a travelling wave modulator. In this construction the
following situation is obtained. The optical signal speed in
the planar waveguide is equal to the modulating microwave
signal speed. There are many very interesting solutions for
travelling wave modulator structures. However, they will
not be described in this paper.

3. Optical-microwave mixing with
single M-Z modulator – bias in

inflexion point

It was mentioned above that the bias in the inflexion point of
the transmission characteristic allows to linearly modulate
the optical power transmitted through the modulator. It will
be found out that in this point it is possible to work with
the optical-microwave frequency mixing process with the
use of the nonlinear modulator characteristics [4, 5]. The
starting point of the theoretical analysis will be the formula
(3), and it will be expressed in a new form (9):

TN

�
V0;VRF

�
=

Poout

PoinTMAX
=

=
1
2

�
1+cos

�
φ0(V0)+

π VRF

Vπ

��
: (9)

In the formula above, TN(V0;VRF) is the power transmit-
tance of the electro-optical modulator normalized to the
maximal power transmittance. By setting appropriate value
of the bias voltage to achieve φ0(V0) = 90Æ and to work in
the inflexion point of the transmission characteristic the
formula (9) can be written as:

TN (VRF) =
1
2

�
1�sin

�
π VRF

Vπ

��
: (10)

The optical-microwave mixing process analysed in this
point can be performed in the system setup shown in Fig. 3.

Fig. 3. System to perform optical-microwave mixing process
with the use of M-Z modulator.

A combiner and an appropriate bias circuit allow inputting
the bias voltage and two alternating sine-form voltages into
the modulator. One can write:

VRF =V1sinω1 t+V2 sinω2 t : (11)

The normalized transmission TN can be written as:

TN =
1
2

�
1�sin

�
X1sinω1 t+X2sinω2 t

��
; (12)

where X1 and X2 are respectively:

X1 =
π V1

Vπ
; X2 =

π V2

Vπ
: (13)

With the use of three well-known identity relations, pre-
sented in the Appendix, there is possible to expand the
transmittance (12) into the Fourier series. This Fourier se-
ries expression contains Bessel functions. Considering only
the first terms of the expansion one can obtain:

TN =
1
2
�J1(X1)J0(X2) sinω1 t+

�J0(X1)J1 (X2) sinω2 t�J1(X1)J2 (X2)�

�

�
sin

��
ω1�2ω2

�
t

�
+sin

��
ω1+2ω2

�
t

��
+

�J2(X1)J1 (X2)

�
sin

��
2ω1�ω2

�
t

�
+

+sin

��
2ω1+ω2

�
t

��
+ : : : : (14)

The expression above allows analysing and explaining two
phenomena related to the nonlinearities of the modulation
process.

3.1. Intermodulation distortions during two-tone
operation

During the two-tone operation the amplitudes of both sine-
form signals are equal to each other V1 = V2. When the
amplitude values are small, then X1 = X2 << 1. Consider-
ing only the first terms of the expansion into the series of
the Bessel functions in (14): J0(X); J1(X) and J2(X), ac-
cording to the formula given in Appendix, one can obtain
the following simplified form of the expression (14):

TN =
1
2
�

X1

2
sinω1 t�

X2

2
sinω2 t+

�
X1X2

2

16

�
sin

��
ω1�2ω2

�
t

�
+

+sin

��
ω1+2ω2

�
t

��
�

X2
1 X2

16

�
sin

��
2ω1�ω2

�
t

�
+

+sin

��
2ω1+ω2

�
t

��
+ : : : : (15)

The power spectrum of the electrical signal at the photode-
tector output contains, beside the expected signals at the
frequencies ω1; ω2 and the amplitudes which are propor-
tional to V2

1 and V2
2 , also the undesired intermodulation

products (2ω1�ω2) and (2ω2�ω1) with the amplitudes
which are proportional to the third power of the both signal
powers at the input of the modulator.
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3.2. Products of optical-microwave mixing at bias in the
inflexion point

In the optical-microwave mixing process there are also two
signals at the frequencies ω1; ω2 connected to the modu-
lator. The amplitude of the first of them, called also the
signal, is small so the condition X1 << 1 is fulfilled. The
second signal at the amplitude V2 plays role of a hetero-
dyne and usually V2>>V1. The process products described
above and undesired become now useful products of the fre-
quency mixing. The values of the transmission TN terms
at the frequencies ω1(2ω2�ω1) are equal to:

TN(ω1)
= �

X1

2
J0 (X2) sinω1 t ;

TN(2ω2�ω1)
= �

X1

2
J2 (X2) sin

h
(ω1�2ω2) t

i
: (16)

The results of the simulation calculations are presented in
Fig. 4. It was assumed that the power of the signal at the
M-Z modulator input is simply related to the amplitude
V1;2 and the characteristic impedance Z0 of the modulator
planar transmission line PLO =V2

1;2=2Z0. In calculations it
was assumed: Z0 = 50Ω; Vπ = 7 V.

Fig. 4. Products of optical-microwave mixing for circuit shown
in Fig. 3 and at bias in the inflexion point. Calculations have
been made for Z0= 50Ω and Vπ = 7 V.

The analysis of the Bessel functions curves presented in
the Appendix allows explaining the role of the heterodyne.
The increase of the amplitude V2 causes decreasing of the
amplitude of TN(ω1)

until it disappears at X2 = 2:42, when

J0(2:42)= 0. At the same time the amplitude of TN(2ω2�ω1)

increases obtaining the maximum at X2OPT = 3:05, when
J2(3:05) = 0:486. The frequency conversion process is the
most effective at this value of X2 and the conversion losses
have the smallest value equal about 6 dB.
The power of the signal led to the M-Z modulator is re-
lated in a simple way to the amplitude V1;2 and the char-
acteristic impedance Z0 of the planar transmission line of
the modulator. The optimal value of the heterodyne power
PLOOPT, at which X2 =X2OPT and the conversion losses are

the smallest, can be calculated with the use of the following
formula:

PLOOPT=
V2

2

2Z0
=

V2
π X2

2OPT

2π2Z0
: (17)

One can notice that the lower sideband (2ω2�ω1) used
in the mixing process corresponds to the harmonic mixing.
The upper sideband (2ω2+ω1) can be used as well.

4. Optical-microwave mixing with
single M-Z modulator – bias in point

of maximal transmission

The bias at the maximum of the transmission characteris-
tic, obtained when φ0(V0) = 0Æ, causes also the frequency
conversion process to take place. This characteristic is then
expressed by:

TN (VRF) =
1
2

�
1+cos

�
π VRF

Vπ

��
: (18)

When the RF voltage VRF is a superposition of two parts
according to the formula (11), the normalized transmission
TN can be written as:

TN =
1
2

�
1+cos

h
X1sinω1t+X2sinω2t

i�
: (19)

With the use of the relations presented in the Appendix
and by limiting analysis to few terms of the expansion, the
transmission TN can be expressed as:

TN =
1
2

h
1+J0

�
X1

�
J0

�
X2

�i
+

+J2

�
X1

�
J0

�
X2

�
cos

�
2ω1t

�
+

+J0

�
X1

�
J2

�
X2

�
cos

�
2ω2t

�
+

�J1

�
X1

�
J1

�
X2

�n
cos

h�
ω1�ω2

�
t
i
+

�cos
h�

ω1+ω2

�
t
io

+ : : : : (20)

The relationship obtained above allows using interesting
applications of this characteristic mode of the operation of
the M-Z modulator.

4.1. Operation in frequency doubler configuration

When the modulator has only one signal given at the input

VRF =V1 sinω1 t (21)

then in the power spectrum at the photodetector output the
strong product at the frequency 2ω1 is observed, beside
the constant product. The amplitude of the term TN(2ω1)

increases at the beginning proportionally to V2
1 , and reach

its maximum at X2 = 1:84, when J2(1:84) = 0:581. At
this value of X2 the frequency multiplying process has the
maximal efficiency.
The frequency multiplying process is applied in the fibre-
radio systems to overcome the limit resulting from the max-
imal modulation frequency of the electro-optical modulator.
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4.2. Optical-microwave mixing products

The situation is similar like in the Sec. 3.2, in the optical-
microwave mixing process two signals at the frequencies
ω1 and ω2 are connected to the modulator. The amplitude
of the first of them, called signal, is small, to fulfil the
condition X1 << 1. The second signal at the amplitude V2,
plays role of the heterodyne, and V2 >> V1. The trans-
mittance term TN at the frequency according to the lower
sideband (ω1�ω2) is then expressed as:

TN(ω1�ω2)
=�

X1

2
J1

�
X2

�
sin

h�
ω1�ω2

�
t
i
: (22)

The results of the calculations are shown in Fig. 5.

Fig. 5. Products of optical-microwave mixing for circuit shown in
Fig. 3 and at bias in point of maximal transmission. Calculations
have been made for Z0 = 50Ω and Vπ = 7 V.

The value of the lower sideband (ω1 � ω2) amplitude
reaches its maximum at X2 = 1:84, when J1(1:84) = 0:581.
Because the maximum of function J1(X) is quite bigger
than the maximum of J2(X), the conversion efficiency in
this case is higher than the efficiency described in Sec. 3.2.
Also it can be obtained at lower level of the heterodyne
power (then at X2 = 3:05, now at X2 = 1:84). The hetero-
dyne power at the optimal value of the conversion losses
can be calculated with the use of the formulas (5�20).

5. Optical-microwave mixing
with cascade connection

of M-Z modulators

Another possibility to obtain the frequency conversion pro-
cess is the use of the system shown in Fig. 6. Here, the
optical signal generated by the laser is transmitted through
two M-Z modulators.

Fig. 6. System to perform optical-microwave mixing process
with cascade connection of M-Z modulators

5.1. Products of optical-microwave mixing process- both
modulators biased at inflexion points of
transmission characteristics

In the case described here the modulators are pre-biased at
the voltages V01 and V02, which values are set to obtain the
operation in the inflexion points of the transmission char-
acteristics. The power transmission of the single modulator
is described by the formula (9). Assuming that the mod-
ulators are identical, the modulating voltages are equal to:
V1 sinω1 t and V2 sinω2 t, respectively, and the values of
the variables X1 and X2 are defined according to (13). The
overall transmission TNC can be expressed as follows:

TNC = TNITN2 =

=
1
4

n
1�sin

�
X1sinω1t

�on
1�sin

�
X2sinω2t

�o
: (23)

With the use of the identity relations presented in the Ap-
pendix there is possible to expand the expression above
into the Fourier series. Considering only the most im-
portant products at the frequencies ω1; ω2; (ω1�ω2) and
(ω1+ω2) one can obtain:

TNC =
1
4
�

1
2

J1(X1)sin
�
ω1t

�
�

1
2

J1(X2)sin
�
ω2t

�
+

�
1
2

J1(X1)J1(X2)
�

sin
�
(ω1�ω2)t

�
+sin

�
(ω1+ω2)t

�o
: (24)

Assuming that the second modulator plays role of the het-
erodyne, and the first one is driven by the signal small
enough to obtain X1 << 1, the transmittance of the product
corresponding to the frequency (ω1�ω2) can be written
as:

TNC(ω1�ω2)
=�

X1

4
J1(X2)sin

�
(ω1�ω2) t

�
: (25)

The results of calculations of some optical-microwave mix-
ing products according to the formula (24) are shown
in Fig. 7.
Also in this case the value of the lower sideband (ω1�ω2)
amplitude reaches its maximum at X2 = 1:84, when
J1(1:84) = 0:581, it means that the value of the conver-
sion losses is the smallest and equal to 10.7 dB.
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Fig. 7. Products of optical-microwave mixing for circuit shown
in Fig. 6. Both modulators are biased at inflexion points. Calcu-
lations have been made for Z0 = 50Ω and Vπ = 7 V.

5.2. Products of optical-microwave mixing process –
modulator biases are different

Very interesting solution is the optical-microwave mixing
process performed in the system where the first modulator,
called the signal modulator, is biased at the inflexion point
of the transmission characteristic, and the second one, the
heterodyne modulator, is biased at the point of the maximal
transmission. The transmission of the modulators is then
described by the formulas (10) and (18). Let’s assume that
the modulators are identical, and the modulating voltages
are: V1sinω1 t and V2sinω2 t respectively, and the values
of the variables X1 and X2 are defined according to (13).
The overall transmission of the cascading connection of the
modulators is then equal to:

TNC =
1
2

n
1�sin

�
X1sinω1 t

�o
�

�
n

1+cos
�
X2sinω2 t

�o
: (26)

The expression above can be expanded into the Fourier
series with the use of the formulas given in the Appendix.
Considering only the most important terms of the expansion
one can obtain:

TNC=
1
4

�
1+J0(X2)

�
� 1

2J1(X1)
�
1+J0(X2)

�
sin

�
ω1 t

�
+

+1
2J2(X2)cos

�
2ω2t

�
� 1

2J1(X1)J2(X2) �

�
n

sin
�
(ω1�2ω2) t

�
+sin

�
(ω1+2ω2) t

�o
: (27)

Assuming X1<< 1, the transmittance related to the product
at (ω1�2ω2) can be written as:

TNC(ω1�2ω2)
=�

X1

4
J2(X2)sin

�
(ω1�2ω2) t

�
: (28)

The relationship above is almost identical with those ob-
tained in previous cases. The conversion system operates
as the harmonic mixer, it can be useful in some cases, the

Fig. 8. Products of optical-microwave mixing for circuit shown
in Fig. 6. Modulators are biased at different points. Calculations
have been made for Z0= 50Ω and Vπ = 7 V

conversion efficiency is a little bit worse, because the max-
imum of the function J2(X2) is smaller, in comparison to
the maximum of the function J1(X1) (Fig. 8).

6. Conclusions

The analysis presented above shows the possibility of per-
forming the optical-microwave mixing process with the
use of the nonlinear abilities of the electro-optical Mach-
Zehnder modulators. The values of the microwave het-
erodyne power level for which the conversion losses reach
their minimum are similar to the optimal heterodyne power
levels for the quad-diode microwave mixers.
The relationships derived above are helpful and ready-to-
use for calculations of the intermodulation distortions con-
cerning the operation in the linear analogue modulation
mode.

Appendix

The identity relations used for the calculations:

sin(A+B) = sinAcosB+cosAsinB ; (A1)

sin(X sinΘ) = 2
∞

∑
k=0

J2k+1(X)sin
�
(2k+1)Θ

�
; (A2)

cos(X sinΘ) = J0(X)+2
∞

∑
k=1

J2k(X)cos2kΘ ; (A3)

where Jn(X) are Bessel functions.

For the small values of X it is usefully to expand the
Bessel function into the series, according to the following
formula:

Jn(X) =
∞

∑
k=0

(�1)k

k!(n+k) !

�
X
2

�n+2k

n= 0; 1; 2; : : : : (A4)
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Paper Methods for description
of the total field propagation

in the irregular dielectric waveguides
Ella V. Bekker, Elena A. Romanova, and Marian Marciniak

Abstract — Numerical and semi-analytical methods useful for
analysis of the total field propagation in dielectric waveguides
with sharp and smooth discontinuities are reviewed. The effi-
ciency of these methods to model the field propagation in such
structures is discussed comparatively. As an example, spatial
transient regime of the radiation field propagation in planar
step-index waveguide excited by a Gaussian beam is simulated
numerically by two different beam propagation methods.

Keywords — optical waveguides, numerical modelling, beam
propagation methods.

1. Introduction

The principle of operation of many fiber-optic devices is
based on the spatial transformation of a guided mode by
means of irregularities. If a fundamental mode occurs to be
mismatched in the consecutive cross-sections of the guiding
structure, spatial transient regime appears. In the smooth
structures (tapers), the regime is continuous and depends
on the taper adiabaticity. After a step-like discontinuity, ra-
diation field leaks out of the fiber over some definite length
and then only the fundamental steady-state mode is left. In
the region of the spatial steady-state regime the electromag-
netic field near the axis of the waveguide consists mainly
of the guided modes. However, in any case the total field
distribution is the result of the interference of the guided
and the radiation parts.
In order to account for the radiation field and simulate
the total field propagation in waveguiding devices, var-
ious methods have been elaborated. These are numer-
ous realisations of the beam propagation method (BPM)
which has been applied to a variety of waveguide prob-
lems. Meanwhile some semi-analytical methods have been
proposed based mainly on solving the system of integro-
differential equations resulting from the spectral expansion
of the Maxwell equation solutions.
The purpose of the present paper is to review and classify
the available techniques proved to be useful in the treatment
of the total field propagation in irregular guiding structures.
The attention will be paid to the single-core structures with
smooth or sharp discontinuities of the core radius which
are known to be the basic elements of the fiber-optic cou-
plers, junctions, launching devices, etc. As an example,
we have considered a planar step-index waveguide which
can be treated as a sharp discontinuity when excited by
a Gaussian beam. Radiation field propagation was simu-

lated numerically by two different beam propagation meth-
ods (FFT-BPM and FD-BPM). The results and comparative
analysis are presented in the second part of this paper.

2. Review of the available techniques

2.1. Beam propagation methods

The most commonly used numerical method to solve the
scalar wave equation is the split-step Fourier series method
which is in fact an extension of the beam propagation
method originally developed by Fleck, Morris and Feit
[1, 2]. Physically the technique corresponds to replac-
ing the continuous refractive index distribution by an in-
finitesimally thin lens emerged in a homogeneous reference
medium of uniform refractive index.
Conventionally to utilise this method in solution of the
wave equation an algorithm is employed which is based on
the fast Fourier transformation (FFT). The so-called beam
propagation method (FFT-BPM) proved to be an accurate
and efficient tool for solving a variety of propagation prob-
lems in waveguide geometries involving one or two trans-
verse Cartesian coordinates [3�8]. However, in application
of this method in cylindrical coordinates one has to cope
with the increased storage and reduced efficiency.
A spectral method is described in [2] for solving the parax-
ial wave equation in cylindrical geometry that is based on
expansion of the exponential evolution operator in a Tailor
series and use of fast Fourier transforms to evaluate deriva-
tives. The scheme avoids operator splitting altogether and
should be useful in the geometries in which the operator
splitting may not be possible. It allows the propagation
calculation to be performed accurately in cylindrical coor-
dinates on a uniform grid.
The accuracy and applicability of the FFT-BPM have been
studied intensively [3, 4] resulting in the conclusion that
the FFT-based algorithm becomes critical for high-contrast
step-index profiles, i.e. the size of propagation steps must
be reduced and the refractive index profile itself must be
smoothed out. The main disadvantage of the method is in
its structured solution since the field should be written in
terms of a coupled set of equations that are solved numer-
ically which require tedious matrix inversions. Further, the
effects of nonlinearity and diffraction are assumed to be
separated in space whereas in reality both act simultane-
ously.

64



Methods for description of the total field propagation in the irregular dielectric waveguides

An alternate numerical scheme to solve the wave equation
is to use a finite difference (FD) approximation [9, 10]. Fol-
lowing the finite-difference beam propagation method (FD-
BPM) the wave equation is replaced by a finite-difference
scheme. The resulting three-diagonal system of equations is
solved by some iterative procedure. FD-BPM has been suc-
cessfully applied mainly to the analysis of the field propaga-
tion in planar waveguides, although nonlinear propagation
in a radially symmetric structure was simulated too [11].

The comparative analysis of FFT-BPM and FD-BPM was
performed in [9]. FD-BPM occurred to be much more
stable with respect to longitudinal step size and number
of grid points variations. For comparable accuracy much
smaller longitudinal step is necessary to use in FFT-BPM
than in FD-BPM, especially in the analysis of the step-
index waveguides. Furthermore, the computation time per
propagation step for FD-BPM is 4�6 times less than that
of FFT-BPM. However the wide-angle implementation of
FD-BPM becomes less accurate if the angle of the struc-
ture relative to the propagation direction increases. In spite
of the justified feasibility of the FD-BPM for the beam
propagation simulations, in the case of the “diagonal dom-
inance” [64] of the tridiagonal matrix coefficients, the al-
gorithm fails. From this point of view the FFT-BPM seems
to be more universal technique. Otherwise, there are few
types of problems that cannot be analysed accurately using
this method. There is a disadvantage consisting of the fact
that FFT-BPM requires an uniform transverse grid spacing
regardless of how fast are the index and field changes in the
transverse direction. This leads to a fast increasing number
of grid points for a sufficient calculation accuracy. In the
contrary, when using FD scheme, one can choose freely
the grid point local density and to increase it at the layer
interfaces with high index contrast.

Another problem is the need to apply stair-case approxima-
tions to any material boundary of the irregular structure.
The boundaries prove to be a non-physical source of nu-
merical noise. The boundary condition used in the con-
ventional BPM is the so-called absorbing boundary condi-
tion. The idea is to artificially place a lossy medium at
the edges of the computational window to absorb the re-
flections at the boundary. The major disadvantage of the
absorbing boundary condition is that for a specific struc-
ture, users have to choose different absorbing parameters.
In addition, the computational window size has to be large
enough. The transparent boundary condition [7] has distin-
guished advantages over the absorbing boundary one. First,
this condition is automatically set in the numerical algo-
rithm. Therefore, it is not problem dependent. Secondly,
a relatively small computational window can be used to
increase the efficiency.

Modified finite-difference schemes have been proposed for
a dielectric step-like structure in order to stabilise the effect
of staircasing on simulated results [12].

Recently the concept of structure related, non-orthogonal
coordinate FD-BPM algorithms has been demonstrated to
overcome both staircasing and wide-angled propagation

problems [13�20]. These algorithms adopt the structure
related coordinate systems which naturally follow the local
geometry of the structure. The algorithm was developed to
describe the taper geometry [18] without introducing any
approximations. This reduces the number of longitudinal
steps that are necessary and the transverse mesh size re-
quired.
Early FD mode solvers were based on the scalar wave
equation. However, the scalar approximation is accurate
only when the refractive index difference is small enough
that the system modes are quasi-degenerative. Many differ-
ent techniques have been adopted for vectorial modelling
[21�23]. One of the schemes based on the Pade approxi-
mation [24, 25] demonstrates considerable improvement in
accuracy over the paraxial BPM’s.
The semivectorial FD method [26] has been proved to be
effective but it does not provide a full vectorial description
of the guided field. A novel iterative approach for solving
finite-difference equations based on nonlinear iteration have
been introduced in [27].
The BPM algorithm breaks down when applied to struc-
tures with high refractive index contrast. As an alterna-
tive a propagation algorithm based on a finite-difference
scheme with a finite element (FE) algorithm is suggested
in [28]. This approach is, in general, not restricted to the
scalar wave equation for weakly guiding structures or to
slow transverse variations in refractive index. The BPM
algorithm consists of two separate steps and large step size
causes its breakdown. The FE algorithm avoids this prob-
lem by not using two separate parts of the propagation.
Therefore even large propagation steps are admissible. For
the case of a Gaussian beam propagating in a homoge-
neous medium (for which analytical solutions are available),
a much higher accuracy was obtained using the FE method
rather than the BPM.
Common FE approaches utilise nodal elements. Nodal ele-
ments have been successfully demonstrated for the simula-
tion of slab (two-dimensional) waveguides [29, 30]. Un-
fortunately, they cannot be applied to three-dimensional
waveguides due to the nature of nodal elements as they
do not prevent spurious solutions and due to the result-
ing nonunitary propagation scheme. The additional use of
edge elements suppresses non-physical solutions [31]. The
combination of edge and nodal elements is called a mixed
element approach [32]. A full vectorial simulation of 3D-
waveguide structures becomes possible, because spurious
modes can be prevented and boundary conditions at inter-
faces are correctly described. Therefore, mixed elements
offer the ability to model waveguides containing lossy me-
dia, dielectric and magnetic materials.
In the eigenmode propagation algorithm based on the
method of lines (MoL) the eigenvectors of the transverse
operator of the wave equation which is discretised by finite
differences are used for the evaluation of the propagating
field [33]. The method is very accurate, because it directly
solves the Helmholtz equation and provides an analytical
solution in propagation direction (along the lines). In con-
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trast to BPM the field calculations include reflections and
radiation from the waveguide discontinuities [34, 35]. Ra-
diation modes are taken into account by using absorbing
boundary conditions. In [36] the MoL has been applied for
studying the propagation of TE polarised field in a nonlin-
ear planar waveguide with saturable nonlinearity. At low
input power there is no practical difference between FD
BPM and MoL results. When the power is large enough
the comparison shows that the paraxial approximation is
not valid.
A new method for studying the propagation of a field
through the general waveguiding structure was developed in
[37, 38]. It is based on converting the scalar wave equation
into a matrix total differential equation using the orthog-
onal collocation method which may be stated as follows.
The partial differential equation is assumed to be satisfied
exactly at some points along the radial coordinate. These
points are known as the collocation points. The total field
is expressed as a linear combination of a set of orthogonal
functions. So, by applying the collocation principle, the
scalar wave equation can be converted into a set of total
differential equations, which can be solved then numeri-
cally using any standard procedure, such as the Runge-Kutta
method.

2.2. Semi-analytical methods

Numerous techniques exist for analysing irregular optical
waveguide systems in which some physical approximations
are made since an exact analytical solution is not avail-
able. The local modes approach is based on the approx-
imation of an irregular waveguide by the consequence of
longitudinally uniform segments [39, 40]. The refractive
index profile is assumed to be the one of a regular waveg-
uide defined at the given longitudinal coordinate for every
segment. The phase of a local mode is approximated by
averaging the longitudinal propagation constant. The local
modes have been proved to be suitable only in adiabatic
approximation of the field propagation in the waveguides
with slowly varying parameters. Since the total field prop-
agating along the irregular waveguide can be expressed as
a sum of the discrete set of the guided modes and the in-
tegral over the radiation modes, the local modes approach
should be generalised on the non-adiabatic case. The total
field is to be approximated by the system of the coupled-
mode equations for the amplitude of every mode of the field
expansion [41�43].
The coupled-mode theory was initially used by Mar-
cuse [44] for analysing wave propagation in dielectric
waveguide transitions in terms of the guided and radia-
tion modes of the waveguide. It has been used to analyse
non-uniform slab waveguides [45] and optical fibers [41].
There are basically two approaches to solve the infinite set
of coupled differential equations resulting from this method.
On one hand, we can solve a fundamental set of equations
numerically by discretising the problem.
Alternatively, we can obtain closed-form expressions using
some physical approximations. Three basic approximations

are made in coupled-mode theory [46]. First, it is assumed
that the waveguide transition is gradual so that, at any point
along the length of the transition, the coupling coefficients
are small. Second, coupling to reflected guided modes
and backward travelling radiation modes is assumed to be
negligible. Third, coupling between the different radiation
modes is ignored. By making these approximations, one
obtains an infinite set of coupled differential equations for
the guided mode and radiation-mode amplitudes that need
to be solved. By making the assumption that the guided
mode amplitude can be treated as a constant, it is possible to
integrate directly the radiation-mode amplitudes. However,
this approach does not always yield physically meaningful
results [46].

To analyse waveguide tapers and step-like structures one
can use the step-transition method [46] which was initially
used by Marcuse to analyse low-loss tapers [47]. The tech-
nique was modified so that it could be used to analyse
any taper and step-like structures [46]. It is based on the
matching procedure of the transverse fields across the step.
A similar mode-matching procedure have been developed
that in addition to discrete set of guided modes in subparts
of the cross-section includes also continuous spectra of ra-
diation modes [48�50]. The method starts by dividing the
total cross-section into laterally uniform sections. For each
section the complete set of modes is set up. By match-
ing tangential field components at the interface to those
of the complete set of modes in the neighbouring section
a scattering matrix is constructed which relates the mode
amplitudes which are excited in the neighbouring section
and the amplitudes of the reflected modes in the section
of incidence to the incident mode amplitudes. For the nu-
merical evaluation of the integrals over continuous spectra
of radiation modes in this formulation suitable discretisa-
tion and normalisation approximates the radiating modes
by discrete set of modes.

The general approach to the diffraction problem solution
applied to the irregular part of the dielectric waveguide is
presented in [51]. It is based on the integral equations for-
malism [66]. The surface currents are presented as a sum
of the uniform part (corresponding to the surface modes of
the waveguide) and the non-uniform one. The latter appears
due to the irregularities and has a complicated structure. To
solve the system of integral equations the Galerkin method
was applied. However the realisation of the method de-
mands large computation time. Another technique based
on the iterative specifications of the surface mode ampli-
tudes occurred to be more efficient. The method was widely
used to calculate and analyse the different types of discon-
tinuities in planar dielectric waveguides [52, 53].

The problem of diffraction of a surface mode by the step-
like irregularities of a thin anisotropic waveguide was stud-
ied in [54] by the spectral expansion of the total field. The
integro-differential equation is transformed onto the Winer-
Hopf one and is solved by the method of approximate fac-
torisation [55]. The cases of the mode scattering by a small
step in a diameter and by an open end of a semi-infinite
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waveguide are analysed in detail. The problem is studied by
the variational method in [56] and the both semi-analytical
techniques are compared in [57].
In the terms of generalised variational approach a method
for obtaining equations for moments of a light beam was
proposed in [58]. The method is based on the use of the
Galerkin criterion on the basis of a small number of flex-
ible Gaussian modes. The system of ordinary differential
equations, with the beam parameters obeying this equation,
is easily solved numerically and can be qualitatively anal-
ysed [59, 60].
Quasi-analytical method for the analysis of rectangular
waveguide structures with step discontinuities is proposed
in [61]. It is one of the versions of the Galerkin method in
which various weighted polynomials are used as the basis
functions. Following this method, one reduces the set of
integral equations to the set of linear algebraic equations.
The basic point of the technique is evaluation of the ma-
trix elements of the algebraic system, since the accuracy
of their computation affects substantially the precision of
the final solution. Rapid convergence and high accuracy of
the numerical results is guarantied by the method proposed
which is based on the separation of the static and dynamic
parts of the matrix operator. The method can be applied
for the design of different waveguide components: filters,
phase shifters, polarisers, etc.

3. The application example

3.1. Comparative analysis of the FD-BPM and the
FFT-BPM simulations of the radiation field
propagation

Two different beam propagation methods have been ap-
plied to simulate the total field propagation in the step-
index planar waveguide with infinite cladding excited by
the Gaussian beam. One is the FFT-BPM used to solve the
Helmholtz equation for the slowly varying amplitude of the
total field [7]. The other is FD-BPM [62] applied to solve

Fig. 1. Input Gaussian beam profile, its modal and radiation
parts.

the paraxial parabolic wave equation, in assumption that
the paraxial approximation is valid for a weakly-guiding
waveguide. The main goal of the treatment is to evaluate
the applicability of the paraxial approximation dealing with
guiding structures with sharp contrast of the refraction co-
efficient. The FD-BPM algorithm is known to fail [64] be-
ing applied to solve the Helmholtz equation. Otherwise, the
FFT-BPM is free of this disadvantage. On other hand, FFT-
BPM is sensitive to refraction index difference in transverse
direction. Therefore FFT-BPM breaks down when applied
to structures with large index discontinuities.
Propagation of the radiation field excited by a Gaussian
beam on an input endface of a single-mode planar waveg-
uide was simulated numerically. The beam was assumed
to be parallel to the waveguide layers. The excitation have
been considered to be symmetric (beam axis coincides with
the input endface center) as well as asymmetric (beam axis
is shifted out of the input endface center). The transverse
distribution of the incident radiation field was taken as

Fig. 2. Spatial transient process of the radiation field propagation
simulated by the FFT-BPM (a) and by the FD-BPM (b).
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Fig. 3. Transverse distributions of the radiation field at the
input endface of the waveguide (solid line), and after the dis-
tance of 150 µm, simulated by the FFT-BPM (dashed line) and
the FD-BPM (dotted line), respectively. (a) Symmetric excitation
(shift = 0), (b) asymmetric excitation (shift = 2 µm).

a difference between the incident field distribution and the
modal one [6]:

Erad = Einc�Emod; (1)

where Emod is proportional to a fundamental guided mode
distribution Ψ0 normalised to unit power flow, with a com-
plex amplitude α:

Emod= αΨ0 : (2)

The Gaussian beam profile and its modal and radiation parts
are shown in Fig. 1.
The refractive indices chosen for the guiding and the
cladding layers were n1 = 1:491, n2 = 1:479, respectively.
The total width of the guiding layer was D = 2:3 µm and
the wavelength was λ = 1:53 µm.
The FFT-BPM computational parameters were chosen in
such a way that a part of the non-propagating (evanescent)
spectrum and the whole propagating spectrum of the field
were included in the ky-space computational window in
order to ensure exact modelling of the field propagation [6].

Fig. 4. Normalised power of the radiation field depending on the
excitation conditions.

The mesh size was ∆x= 0:25 µm and the longitudinal step
size was ∆z= 0:5 µm.
The FD-BPM method has been based on the Crank-
Nicolson scheme and an iterative procedure proposed
in [63]. The mesh size was ∆x = 0:25 µm and the lon-
gitudinal step size was ∆z= 2:5 µm.
Spatial transient process of the radiation field propagation
is shown in Fig. 2 simulated by the FFT-BPM (a) and by
the FD-BPM (b). The radiation field profiles at the in-
put endface of the waveguide and the ones calculated after
a propagation distance of 150 µm are presented in Fig. 3a,b.
Additionally, the radiation field power averaged over the
region x = �30 µm to 30 µm at the distances 96.7 µm
and 150 µm was calculated by both techniques. The dif-
ference (∆P = (PFD�BPM

rad �PFFT�BPM
rad )m=Pg; Pg – guided

mode power) is presented in Fig. 4. The results make evi-
dence that the spreading of the paraxial beam (FD-BPM) is
less than the wide-angle one (FFT-BPM). The discrepancy

Fig. 5. Calculation time of the numerical simulations of the
radiation field propagation (distance = 150 µm, ∆z= 0:5 µm),
using the FD-BPM and the FFT-BPM, depending on the number
of grid points.
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depends on the excitation conditions and grows with the
shift of the input beam relative to the input endface center.
Additionally, the calculation time required to simulate the
radiation field propagation by both these methods was eval-
uated (Fig. 5). The computation efficiency of FD-BPM
simulations is proportional to the number of grid points N
while the one of FFT-BPM is of the order NlogN [17].

3.2. Discussion

The modelling of total field propagation by the FFT-BPM
and FD-BPM is a clear example that shows some features
of these numerical techniques. First, the difference between
the results obtained by these methods depend on the radia-
tion field power. If the input beam is strongly mismatched
with the modal fields, a great part of the input power excites
the radiation field. In this case the results obtained under
the paraxial approximation (FD-BPM) differ significantly
from the wide-angle ones (FFT-BPM).
Secondly, for comparable accuracy much smaller longitudi-
nal step is to be used in the FFT-BPM than in the FD-BPM.
This is one reason for the greater calculation time of the
FFT-BPM to achieve the same accuracy. The other rea-
son is that one has to use many FFT expansion terms to
describe a complicated spectrum of the radiation field.
As a result, the FD-BPM seems to be more efficient tech-
nique comparing with the FFT-BPM being applied to low-
contrast quasi-adiabatic structures with small discontinu-
ities.

4. Conclusions

We have reviewed numerical and semi-analytical techniques
useful to describe field propagation in all-dielectric guiding
structures with smooth and sharp discontinuities. Widely
used finite-difference beam propagation method is shown to
be efficient tool to deal with weakly-guiding structures with
small discontinuities if scalar wave propagation should be
traced. Another restriction is that only one-direction field
propagation can be simulated. Nevertheless, this method
provides good qualitative approach for modelling propaga-
tion phenomena in different guiding structures. The re-
view can be used as a reference directory to design fiber-
optic elements such as tapers and junctions, as well as for
modelling complicated physical phenomena in waveguides
(gain, nonlinearity, etc.), when vectorial and wide-angle
approaches have to be used.
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