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Abstract—The key objective of no-reference (NR) visual met-

rics is to predict the end-user experience concerning remotely

delivered video content. Rapidly increasing demand for eas-

ily accessible, high quality video material makes it crucial for

service providers to test the user experience without the need

for comparison with reference material. Nevertheless, the QoE

measurement is not enough. The information about the source

or error is very important as well. Therefore, the described

system is based on calculating numerous different NR indica-

tors, which are combined to provide the overall quality score.

In this paper, more quality indicators than are used in the

QoE calculation are described, since some of them detect spe-

cific errors. Such specific errors are difficult to include in

a global QoE model but are important from the operation

point of view.
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1. Introduction

Providing not only a high level of traditional Quality of Ser-

vice (QoS), but also Quality of Experience (QoE) is a real

challenge for Internet Service Providers (ISPs), audiovi-

sual service providers, broadcasters and new Over-The-Top

(OTT) service providers. Therefore, objective audiovisual

data metrics are often carried out to monitor, troubleshoot,

analyze and establish patterns of content applications work-

ing in real-time or offline scenarios. Since 2000, the work

bound with the concept of QoE, in the context of different

applications, has gained momentum and achieved business

recognition.

Many researchers focus on different ways to assess the

quality of vision applications, taking into account addi-

tional information used in the evaluation process. Usually,

two main approaches (metrics classes) are distinguished.

The first approach is called full-reference (FR), and as-

sumes unlimited access to the original (reference) video

sequences. FR metrics are usually the most accurate at the

expense of higher computational effort. The second class is

commonly referred to as a no-reference (NR) approach and

is based on the quality assessment without knowledge of

the original material. Due to the missing original signal,

NR metrics may be less accurate than their FR counter-

parts are, but tend to provide much better computational

efficiency and provide information in the case of missing

the source.

In this paper, we present a NR-based metric on a numer-

ous different NR metrics, which predicts a single quality

distortion. The metric itself connects the previously de-

veloped metrics by a machine-learning algorithm. The sin-

gle quality distortion metrics follow the idea of key per-

formance indicators (KPIs) [1]. For developing the global

metric, a full reference Video Quality Metric (VQM) was

used [2].

Most models of quality are based on the measurement of

typical artifacts/KPIs, such as blur, blockiness or jerki-

ness, and produce Mean Opinion Score (MOS) forecasts.

Therefore, many of the algorithms generating an expected

value of MOS use a blend of blur, blockiness and jerki-

ness metrics. Weighting between each KPI can be a simple

mathematical function. However, if one KPI is not cor-

rect, the global result of prediction is completely wrong.

Other KPIs – such as exposure, noise, block-loss, freez-

ing, slicing, etc. – are usually not considered in prognosis

of the MOS [3].

Although not standardized, NR video quality assessment

methods do exist. Zhu et al. presented in [4] model based

on discrete cosine transform (DCT) and non-linear

sequence-level features to subjective scores mapping by the

usage of trained multilayer neural network. Experimental

results have proven that NR metrics can compete with its

FR and reduced reference (RR) counterparts. However, due

to its nature, the NR approach used is both distortion spe-

cific and data driven, as compared to the more universal

FR algorithms. This conclusion is not surprising, consider-

ing the fact that the authors focused solely on H.264/AVC

compression as a fundamental source of distortions. On

the other hand, findings shown in [5] suggest the possibil-

ity to introduce a data independent NR solution. Li, Guo

and Lu use spatiotemporal 3D DCT to extract features in

both space and time. This information is further used to

calculate a small set of parameters, which after temporal

pooling for the entire sequence, be mapped to subjective

scores. Thanks to thorough training and testing on various

databases, the authors of [5] verified data independence of

their solution. Nonetheless, the best results were obtained

for sequences distorted with only a single artifact source,

making this solution not globally applicable.

It is worth mentioning that both [4] and [5] use the lu-

minance channel solely. This concept is also applied in

presented work due to higher human visual system (HVS)

sensitivity for luminance (rather than color) changes.

Another thing to consider about the solution described in

this article is the lack of temporal pooling and subjective

scores mapping, which makes it difficult to directly com-

pare our work with others. Those missing concepts remain

to be implemented and tested in the near future.
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The remainder of this paper is structured as follows. A gen-

eral overview of software structure and quality metrics list-

ing is given in Section 2. Section 3 presents experimen-

tal threshold values for metrics, along with a methodology

used to obtain them. A detailed description of the opera-

tion of the presented software is given in Section 4, which

is further divided into Subsections 1 to 5, all of which pro-

vide a comprehensive guide to the development process.

Integration of quality evaluation software package with the

IMCOP system is provided in Section 5. Section 6 con-

cludes the paper.

2. Structure

Aiming to allow easier evaluation and debugging of the

software, the authors decided to design it in a modular

manner. This basically means that each of the metrics may

be easily detached or attached to the whole topology. Uti-

lizing such a strategy makes it possible to comfortably and

efficiently modify the package functionality. In this way,

the final shape of the application may be precisely carved

to fit the desired use-case scenario.

The software consists of 15 visual metrics, which together

form KPIs that could be used to model predicted QoE, as

seen from the perspective of the end-user. The following

set of metrics is formed:

1. Exposure [6],

2. Freezing,

3. Interlacing [7],

4. Spatial activity [8],

5. Temporal activity [8],

6. Letterboxing,

7. Pillarboxing,

8. Blockiness [8],

9. Noise [7],

10. Slicing [1],

11. Block-loss [1],

12. Blur [8], [9],

13. Contrast,

14. Flickering [8],

15. Blackout.

References next to the above-mentioned metrics lead to

experimental setups providing concept verification. As an

addition, one can refer to the work of Søgaard et al. [10],

which uses some of those indicators to objectively measure

the quality of a video sequence with variable bitrate, uti-

lized to test subjective scores for HTTP Adaptive Streaming

technology and its influence on user experience.

It is worth mentioning that all quality indicators presented

here were developed either by the authors themselves or by

other members of a team, which the authors are part of.

3. Measurement Software Package

As was already mentioned, the presented software package

performs a remote NR quality assessment. The main goal

accompanying its design and implementation was the idea

to create an application that is platform-independent and

does not include proprietary software. Consequently, the

source code of the program was written entirely in C pro-

gramming language and none of the metrics utilized any

external libraries. This approach resulted in a longer de-

velopment timeframe but at the same time allowed us to

create a versatile, portable and stable measurement system.

3.1. Input and Output Interfaces

The presented software package operates within the NR

model, meaning that the measurement is performed with-

out any knowledge of the original sequence. Therefore,

input material must be analyzed in pixel-by-pixel fashion.

This in turn imposes the necessity of decompression of the

video file or stream, before any computation may be per-

formed. Because the algorithms used operate solely on the

luminance channel (Y), YUV420p format is utilized to store

the input files for the application. It makes it possible to

save memory by omitting part of the information related to

colors, further referred to as chrominance channels. Data

stored in this manner incorporates complete information

about the grayscale representation, but allocates only one

value of chrominance channels (U and V) for each 4 pixels

of the original material.

An additional advantage of using the previously mentioned

format is contiguous alignment of image data, which con-

stitutes a basic optimization strategy. Most hardware plat-

forms perform best when operated on linearly stored infor-

mation. Reading out sequentially ordered memory blocks

yields the lowest possible access times and thus leaves more

headroom for the actual computation.

In addition to the uncompressed video sequence, the appli-

cation also expects the parameters describing width, height

and number of frames per second of the tested material.

Supplementary input arguments result from the specifica-

tion of YUV420p format. It does not contain any header

for storing detailed information about the included mate-

rial. In most cases, however, this is not a problem, since

data used for processing exists in compressed form, which

along with the video material, contains all the information

essential for further processing.

The application generates a detailed report concerning each

frame of the input material. Alongside frame number, one

can also see the result of each previously described metrics.

Presentation of the output information is twofold:

• Standard output (stdout) – results get printed in the

terminal session used to invoke the software (see

Fig. 1),

• Comma-Separated Values (CSV) file – outcome

stored in the form suitable for usage in spreadsheets

and automated calculation scripts (see Fig. 2).
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Fig. 1. Exemplary standard output generated by QoE software package.

Fig. 2. Exemplary CSV file generated by QoE software package.

3.2. Planned and Applied Optimization Schemes

The careful reader may notice that operations performed

on uncompressed video sequences require large memory

bandwidth, as well as high computational power. This kind

of restriction becomes especially important when operating

in real-time or nearly real-time scenarios. Average com-

putation time for 1920×1080 material oscillates around

119 ms. At this point it is worth mentioning that this test

was conducted using a single thread version of the appli-

cation on the machine featuring a Intel Core i7 CPU 950

3.07 GHz ×8 processor.

The average processing time indicates the necessity of fur-

ther optimization if one requires real-time execution of the

software. Assuming the video sequence gets refreshed 30

times per second, fetching image data and performing com-

putations must not exceed 33 ms. Should dropping any of

the provided indicators prove impossible, another optimiza-

tion technique would be to utilize a multiprocessor and thus,

multithread architecture of contemporary platforms. Per-

forming the test once again – this time employing a mul-

tithread version of the application – allowed us to reduce

the time needed for calculations to 59 ms. Even though it

does not guarantee real-time operation, there is still more

optimization strategies to be implemented.

If, on the other hand, eliminating some of the indicators

proves to be possible, ruling out blur and block-loss met-

rics yields an execution time below 33 ms (provided that

multithread version of the software is used).

It is worth mentioning that many image processing algo-

rithms use precisely defined, and more importantly, a finite

set of operations, which may be performed on the image.

Therefore, once processed, an image or parameter may be

stored and used again in other metrics. This strategy works

best if the amount of data to be stored does not exceed

some threshold value, which defines the balance point for

a trade-off between memory usage and computational com-

plexity.

Yet another possible optimization scenario is to move as

much computations as possible into the domain of integer

numbers. This is justified only if one plans to use the cen-

tral processing unit (CPU) exclusively. Due to its internal

topology, it performs best when used with this kind of data.

All optimization methods described operate in the software

layer of the system design. Apart from those, one can al-

ways try to port the code to another hardware platform

like the Graphics Processing Unit (GPU) or Field Pro-

grammable Gate Array (FGPA). Both solutions allow us

to massively parallelize the execution and thus reduce the

time needed for processing. However, advantageous fea-

tures of both these solutions come at a price of thorough

source code rebuilding that is necessary to gain maximum

performance boost.
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Fig. 3. The graphical user interface of application measuring QoE.

3.3. Additional Scripts

As an addition, several automated calculation scripts are

provided. To achieve a high level of portability, all of

the scripts were written both for Unix-like and Microsoft

Windows systems. Obtaining this extent of versatility re-

quired the creation of two separate implementations. One

written in Bash (Linux, Mac OS) and one in Batch (Win-

dows). Utilization of FFmpeg tools allowed reducing the

input interface to a single parameter, namely the path to

video sequence or folder containing video materials to pro-

cess. Automation scripts are based on the assumption that

all input data is stored in the form including detailed infor-

mation about its content. This mechanization allows one to

seamlessly apply the presented measurement techniques to

a large set of input data, be it images or videos.

3.4. Versions

One of the most important aspects accompanying the de-

velopment process was the assumption that if possible, the

application should be platform independent. As a result,

the software package was released for all the most popular

operating systems: Linux, Mac OS and Windows. Though

multi-sided, the software’s implementation remains consis-

tent, meaning that a single source code may be used to

compile into all supported binaries. Minute changes in the

configuration file is enough to quickly switch between the

desired operating system (OS) and architecture type (32- or

64-bit).

The described software is provided free of charge (for non-

commercial usage) and may be downloaded from the web

page [11].

3.5. Graphical User Interface

Keeping in mind that presentation of the software is of key

importance, the authors decided to additionally implement

a graphical user interface. Its main advantage is the pos-

sibility of simultaneous observation of results and the cur-

rently processed video sequence. Figure 3 shows an ex-

ample of the described software. The graphical version

of the measurement system is capable of processing any

video stream, provided its content is made available in

a shared memory. Thus, it is necessary to introduce a thin

integration layer decompressing video stream and upload-

ing raw frames into memory shared with QoE application.

This kind of solution was developed and tested inside the

MITSU project. Connecting transcoding software with the

QoE measurement system allowed us to create dynamically

changing video streams that aim to maximize user experi-

ence in terms of QoE.

4. Predicting VQM

To obtain the global quality indicator we used VQM met-

ric as a grand truth. In order to create such global metric

we considered a specific case of adaptive streaming. Note
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Table 1

Compression parameters used in the experiment

2 4 5 6 7 8 9 10

Bitrate 100 300 500 1000 2500 5000 7000 10000

Resolution 256×144 424×240 424×240 640×360 854×480 1280×720 1920×1080 1920×1080

Profile Base Base Main Main Main Main Main Main

No. of slices 1 1 1 2 2 2 2 2

that such assumption limited the obtained result since some

distortion, like packet losses, were not considered. On the

other hand, the adaptive streaming is the growing market

right now. In addition, the FR metrics, like VQM, works

better for compression only sequences than for packet loss

sequences. Therefore, our reference is more precise.

Adaptive streaming is mainly compression with resolution

change. Therefore, after analyzing the information about

typical adaptive streaming compression parameters settings

presented in Table 1 were used.

We also considered the frame rate change but the obtained

full reference values look unrealistic and we decided to

drop those cases. This is the reason why the compression

cases are numbered 2, 4, 5, etc. leaving one and four.

Compression parameters are one important factor of the

differences in the quality. The second one is content. Ob-

viously, the quality of animation sequence will be very dif-

ferent comparing with the quality of fast are reach in details

sequence. Therefore, diverse content was the key factor to

obtain reasonable results.

All 1080p sequences were downloaded from the CDVL li-

brary (www.cdvl.org). After the analysis, we chose 44 dif-

ferent source sequences. Each sequence was divided into

two seconds long chunks, which simulated adaptive stream-

ing chunks. Therefore, we obtained 361 source chunks.

Those chunks represented very different, from coding com-

plexity, conditions. It is especially important since a typical

subjective experiment contains only few source sequences.

We created the processed video sequences (PVSs) for all

source video sequences (SRC). The VQM was calculated

by copying the same two seconds three times to increase

the length of the sequence to six seconds needed by VQM

algorithm. This process could influence the correctness

of the VQM metric but we are not able to calculate the

magnitude of that influence.

The next step was calculating values of the presented met-

rics. Since all the metrics are image based it was possible to

calculate them for the short, two seconds long, sequences.

The single value for the PVS chunk was obtained by calcu-

lating the mean over the all values. We also added temporal

and spatial activity/information metrics called SA and TA

or SI and TI [12]. Those metrics helps in the context char-

acterization even if they are calculated on the distorted se-

quences, which is out of scope of the original use-case. We

used those metrics in on compressed sequences previously

obtaining reasonable results [13].

The final data set contains 3242 rows and 9 different met-

rics. We did not consider all metrics since some of them

are very fare from the adaptive streaming use-case, like let-

terboxing or pillarboxing. The final metrics were: blocki-

ness, blockloss, blur, brightness, contrast, exposure, noise,

SA, and TA. Those metrics were considered as potentially

useful but we limited the list further after the results were

obtained.

Knowing that the source sequences are very different and

it would be difficult to characterize them we decided to

use a machine learning algorithm Support Vector Machine

(SVM) to predict VQM. To avoid over fitting we used

5-Fold Cross Validation method [14]. The method is based

on dividing the learning set in to five different sets, running

the learning process on the combined four sets and using

for the verification the last set. It is done for each possible

combination giving five different results. More details can

be found in [14].

The 5-Fold Cross Validation assumes that each point is

independent and can be used for training or testing. It is

not the case for our data since the content is one of the key

factors. Therefore, dividing the data set to the subsets had

to be done carefully. First, all PVSs and chunks generated

from the same SRC have to be in the same set. Thanks

to that restriction we never train and test with the same

content.

After dividing the data set we were able to run the SVM

algorithm. In order to find the best model we need to de-

cide, which variables are the most meaning full and we

have to find the best pair of the two SVM fitting param-

eters cost and γ . With relatively small amount of metrics,

we were able to test all possible SVM models for limited

cost-to-γ pairs. For the models showing the best perfor-

mance, we run more precise search for optimal cost-to-γ
pairs. This method let us find the final model which is

based on four metrics: blockiness, blur, noise, spatial ac-

tivity (SA) with blur being the most significant factor.

The stability of the obtained model is strongly depending

on the exact source sequence distribution. It proves that

more contents and more content characteristics are needed

to obtain better results. Just as an example, two different

scatter plots, showing the SVM model precision, are shown

in Figs. 4 and 5.

The obtained scatter plots show the strong influence of the

source sequences. If very specific sequences were only in

the validation set, the obtained results are much worst. It
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Fig. 4. The scatter plot of the worst performing validation set.

Fig. 5. The scatter plot of the best performing validation set.

shows clearly that to create a correct model very broad

range of sources has to be used.

After choosing the best SVM model, we also analyzed lin-

ear models. In this case, we focused on the four metrics

which we already have in the model, but we considered not

only linear terms but also all possible interactions and the

square terms. The same as for SVM the variables have to be

normalized in order to obtain stable results. The normaliza-

tion we used is (−1,1) interval by equation xn = 2 x−a
b−a −1.

The coefficients used for the normalization are shown in

Table 2.

Table 2

The normalization coefficients used for the linear model

Indicator Min (a) Max (b)

Blockiness 0.553 1.123

SA 4.401 150.410

Blur 2.354 33.944

Noise 0.000 1.422

The obtained model has couple of statistically insignificant

terms. Reducing them one by one, we obtained model

presented in Table 3.

Table 3

The smallest linear model with all coefficients

statistically significant

Indicator Coefficient

(Intercept) –0.097

Blockiness 2.058

Blockiness2 0.151

Blur –0.349

Blur2 –0.144

Blockiness: SA 1.460

Blockiness: blur 2.471

Blockiness: noise 0.254

SA: noise –0.069

Blur: noise 0.184

Blockiness: SA: blur 1.504

For the linear model the obtained R2 = 0.69, which is com-

parable with the SVM model.

5. Conclusions

QoE metrics have been successfully developed as a result

of the work. All together constitute a single, universal and

multi-platform measurement system, which runs entirely on

the receiving side. This ability makes it especially suitable

for content providers operating on a massive scale. The

opportunity to remotely sense quality of experience at each

user-node guarantees better system control and gives solid

input for various resource utilization algorithms. Moreover,

measurement performed on two ends of the system allows

one to quantitatively measure its impact on the content be-

ing transmitted.

A related point to consider is the fact that the software pro-

vides information regarding all indicators separately. Es-

tablishing trustworthy mapping between those KPIs and fi-

nal subjective quality is a challenging task requiring more

experimental data nevertheless such mapping is also pro-

posed. More studies are needed to perform better correla-

tion with the subjective results or objective FR metric.

Due to clear and comprehensive presentation of results,

the user alone may choose the meaning and importance of

certain metrics, not only focusing on the global score. The

global score can be used as an error indicator and the deep

metrics analysis can show the exact reason of the error.
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