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Abstract—Mobile Computing and Mobile Cloud Computing

are the areas where intensive research is observed. The “mo-

bility” landscape (devices, technologies, apps, etc.) evolves

so fast that definitions and taxonomies do not catch up with

so dynamic changes and there is still an ambiguity in defini-

tions and common understanding of basic ideas and models.

This research focuses on Mobile Cloud understood as paral-

lel and distributed system consisting of a collection of inter-

connected (and virtualized) mobile devices dynamically provi-

sioned and presented as one unified computing resource. This

paper focuses on the mobile green computing cloud applied

for parallel and distributed computations and consisting of

outdated, abandoned or no longer needed smartphones being

able to set up a powerful computing cluster. Besides showing

the general idea and background, an actual computing clus-

ter is constructed and its scalability and efficiency is checked

versus the results obtained from the virtualized set of smart-

phones. All the experiments are performed using a dedicated

software framework constructed in order to leverage the no-

longer-needed smartphones, creating a computing cloud.

Keywords—distributed computing, green computing, mobile

cloud, mobile computing, parallel computing, pervasive com-

puting.

1. Introduction

The omnipresence of mobile devices, smartphones, tablets

and wearable devices calls for proposing new ways of lever-

aging their computing power especially that smartphones

or phablets with hexa- or octa-core CPUs on board are not

a rarity on the market. In fact, they are becoming the stan-

dard. Unfortunately, their immense computational power,

unbelievable for the users of the Desktop PC only a little

more than two decades ago, is utilized (wasted in fact) for

such primitive tasks as social network integration, multi-

media production, reality enhancement, etc.

Apparently, mobile gaming is a more demanding applica-

tion, (especially with 3D and VR processing) but similarly

to a situation where GP GPU devices or gaming consoles

have been adapted to solving computing tasks [1], the ques-

tion arises if the enormous computational power of mobile

devices can be applied for scientific applications such as

parallel and distributed computing. Obviously, there are

some restrictions and limitations (the most trivial is the

battery lifetime) and a singular mobile device is not so

powerful to be applied for scientific processing, but what if

we put hundreds or thousands of mobile devices together

to set up an (ad hoc) cluster of computing devices, in order

to perform certain computations? That is a very attractive

and interesting idea, especially taking into consideration

the number of available devices which together can poten-

tially provide a really significant computational power. Ad-

ditionally, mobile devices are “located in the environment”

and equipped with sensors so during computation additional

“observations” or measurements can be performed. What

is more, mobile devices are always in constant and direct

contact with the user, which significantly extends possible

applications of such computational unit(s).

This is how the, so-called Ubiquitous Computing [2], Mo-

bile Computing and Mobile Cloud Computing (MCC) fields

of research came about and the latter two are also in the

limelight of our research.

MCC is a kind of combination of mobile devices, (cloud)

computing and (rich) communication. Recently, intensive

research in this area has been observed but there is still

ambiguity in definitions and common understanding, espe-

cially given that the market of mobile devices, technologies

and apps evolves so fast that definitions and taxonomies do

not catch up so dynamic changes.

In 2010 in [3] Mobile Computing was defined as “informa-

tion at fingertips anywhere, anytime”. We disagree, since

meeting only one single condition that the user is con-

stantly interconnected using his device and is able to open

a browser, social media app or any other communication

app to check out or to gain information about anything just

under their “fingertip” is not a mobile computing, it is just

Internet access “at fingertips”.

So, what is mobile (cloud) computing? Well, the proper

starting point for defining Mobile Cloud are Cloud and

Cloud Computing notions. According to [4], Cloud “is

a type of parallel and distributed system consisting of a col-

lection of interconnected and virtualized computers dynam-

ically provisioned and presented as one or more unified

computing resources based on service-level agreements es-

tablished through negotiation between the service provider

and consumers”.

Simultaneously, according to [5], Cloud Computing “is

a model for enabling ubiquitous, convenient, on-demand

network access to a shared pool of configurable computing

resources (e.g., networks, servers, storage, applications and

services) that can be rapidly provisioned and released with

minimal management”.
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On the basis of the above definitions in [6] Mobile Cloud

Computing is defined as “a rich mobile computing technol-

ogy that leverages unified elastic resources of varied clouds

and network technologies toward unrestricted functionality,

storage, and mobility to serve a multitude of mobile de-

vices anywhere, anytime through the channel of Ethernet

or Internet regardless of heterogeneous environments and

platforms based on the pay-as-you-use principle”.

The definition describing in the best way our research and

perspective is the one of Cloud presented in [4] but in our

case, it has to be adjusted taking the mobility into account.

So, following [4] we define Mobile Cloud as (a type of)

parallel and distributed system consisting of a collection

of interconnected (and virtualized) mobile devices dynam-

ically provisioned and presented as one unified computing

resource.

Obviously, this requires the addition of a section saying that

the resources are provisioned “according to the service-

level agreements established through negotiation between

the service provider and consumers” but since in our re-

search we leave these aspects aside and focus on volunteer

model, this part can be omitted in the definition.

Since, as mentioned above, intensive research in mobile

(cloud) computing area has recently been performed, dif-

ferent models and approaches have been proposed [7]–[9].

Utilization of mobile devices in computing usually assumes

that some of the computing tasks (or even most of them)

will be off-loaded to a dedicated computing infrastructure

connected wirelessly (see [10], [11]). An interesting con-

cept of bi-location in an agent-based mobile cloud is pre-

sented in [12]–[13], where the actual configuration of the

infrastructure may be perceived and efficiently mapped to

the control-layer utilizing the notion of agency. A similar

approach to make the computing application more portable

is based on embedding the computing tasks into so-called

weblets and deploying them in the mobile cloud [14]. An

interesting realization of the Map-Reduce programming

model on handheld devices is presented in [15]. A ded-

icated framework for supporting mobile-computing, using

REST was also discussed in [16].

As one may see, researchers address and focus on many dif-

ferent aspects of mobile computing i.e. integration of “tra-

ditional cloud” with mobile devices [17], [18], code offload-

ing [19], [20], energy wasting and battery lifetime [21],

integration of cloud computing model with Internet of

Things [22], frameworks for (mobile) distributed process-

ing [23], security and user privacy [24]–[26], sensor uti-

lization [27], heterogeneity [6], etc.

In this case, we focus on a green computing cloud [28]

applied for parallel and distributed computations consisting

of outdated, abandoned or no longer needed smartphones

being able to set up a powerful computing cluster.

One has to keep in mind that the predicted number of smart-

phones should rise to the immense figure of 6.1 billion

worldwide by 2020 [29], and producers will continue to

tempt users to constantly replace their devices with newer

versions, condemning the older ones, often still in a good

shape, to extinction. Thus, scavenging the remains of the

contemporary social civilization can lead to the construc-

tion of a truly renewable, easily configurable and powerful,

yet completely “green” computing hardware.

To visualize the scale of wasted computing power, let us

briefly analyze the issue. On the basis of our experiments,

the average mobile device, computational power can be

estimated as 0.37 GFlops. Assuming that the billion new

phones introduced into the market every year replace old

phones, we can conclude that at least 10 PFlops of poten-

tial computing hardware is wasted every year. This value

is comparable with supercomputers from the top of the

Top500 list [30].

In [31] a comprehensive study of leveraging the mobile de-

vices in order to set up a green-computing appliance is pre-

sented. We follow and extend this idea exploring scalability

and efficiency of both: a homogeneous and heterogeneous

mobile computing cloud.

In Section 2 the concept of the framework is presented,

followed by the development issues encountered during the

implementation process. Next, the experimental verifica-

tion of the appliance is shown, based on solving selected

benchmark problems in a distributed environment. Finally

the paper is concluded and future work is sketched.

2. Mobile Cloud Platform for Green

Computing

Mobile Cloud Platform (MCP) is a platform for perform-

ing parallel computations on strongly distributed, hetero-

geneous yet massively available and increasingly powerful

mobile devices used as a self-manageable computational

unit. The main goal and task of the platform is making it

possible to set up a cloud of mobile devices constituting

a heterogeneous volunteer computational environment. An

important assumptions is that when the (part) of compu-

tational task is realized on the device(s), it is possible to

use their sensor if it is required or helpful for completing

the task. Obviously, devices working on the same compu-

tational task can communicate with each other, distributing

some parts of the task, collecting (partial) results, requiring

some additional activities (using sensors), etc.

Two main conceptual assumptions of presented MCP are:

• self-manageability – understood here as the possi-

bility of setting up the cloud, defining a new task,

running tasks and collecting results without any ad-

ditional servers,

• cross-platforming – the cloud can be set up of any

mobile devices running any operating system (iOS,

Android, Windows Phone, etc.).

Bringing the big picture of our mobile cloud idea it is

assumed that the cloud that is set up takes the form of the

hierarchical tree where every single node has n branches

at most (see Fig. 1). The root node – in the center of the

graph – is connected with five nodes, that form five different
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branches of mobile devices. Some of them have further

branches attached, etc.

Fig. 1. Hierarchical structure of the mobile cloud.

Keeping the hierarchical structure in mind, the main oper-

ations on the cloud, i.e. joining the cloud and starting the

computational task, are realized as follows on the concep-

tual level:

• joining the cloud by the device – the device willing

to join the cloud sends a message to any of the de-

vices being already part of the cloud. The message

is being delegated to the device being the root of the

cloud’s tree. The root makes a decision where in the

cloud’s structure the new device should be joined.

The decision is made taking into account the num-

ber of devices located in all (sub)trees. When the

device has joined the cloud, the root device sends it

information about its direct root;

• starting a computational task on the cloud – the de-

vice willing to start a new computational task on the

cloud sends the message about the new task to all its

neighbors. Next the message about the new task is

(recursively) propagated among all the devices con-

stituting the cloud. The device which is not able to

send the message any further sends back the informa-

tion if it is going to become the computational node

for the new task or not. The message including the

list of all the devices going to take part in solving

the new task is being sent back to the devices that

originated the new task. Next the device originating

the new task sends the information to all the devices

going to work on the new task that they are part of

the virtual tree working on the new computational

job.

As one may notice, the aforementioned assumptions require

that the direct peer-to-peer communication among devices

is available, which requires that either the devices are work-

ing within the same LAN or that all devices are publicly

available (in the networking sense) so e.g. that they all uti-

lize IPv6 protocols and addressing. There are some restric-

tions in this context at the moment since most of devices

on the market utilize IPv4 protocols but for instance the

T-Mobile operator made the IPv6 configuration as the de-

fault configuration on the U.S. market for all new devices

with Android 4.3 or above from 2013. In December 2013,

the list of devices configured for IPv6 included among oth-

ers [32]: Samsung Galaxy Note 3, Galaxy Light, MetroPCS

Samsung Mega, and Google Nexus 5.

Now, the set of IPv6 pre-configured devices looks as fol-

lows [32] (hit by December, 12th, 2016): Samsung Galaxy

S5, HTC One M8, Samsung Note 3, Samsung Galaxy

Light, Google Nexus 5, MetroPCS Samsung Galaxy Mega,

Samsung Galaxy S4, Samsung Galaxy Note 2, Google

Nexus 4, Samsung Galaxy S3 (latest firmware only), Sam-

sung Galaxy S2 (with Android 4.0 update).

It means that the restrictions for mobile devices direct com-

munication are going to be gradually eliminated and more

and more devices available on the market will support the

peer-to-peer communication. It is also worth remember-

ing that more and more devices are constantly available in

Wi-Fi networks so the direct communication restriction is

also (at least partially) eliminated depending on the network

configuration.

3. Selected Realization and

Implementation Aspects

The easiest way to explain and show the most important

realization aspects will be to present how the two most im-

portant operations, i.e. joining the cloud by the new device

and starting new task, are realized.

3.1. Joining the Cloud by the New Device

When the new device wants to join the mobile cloud it first

has to send ConnectDeviceRequest message to any device

already being part of the cloud (see Fig. 2). ConnectDe-

viceRequest contains among others the IP address of the

accessing device.

Fig. 2. Connect device request.
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Next the device which received ConnectDeviceRequest

propagates the message up to device being the root of the

cloud at the moment.

Next, on the basis of the information about the number of

devices accessible through each of its direct children, the

root device propagates the ConnectDeviceRequest down to

the subtree with the lowest number of devices.

The device becoming the direct parent of accessing device

sends to the new device the SaveDeviceConnectionRequest

(see Fig. 3). SaveDeviceConnectionRequest message con-

tains among others the IP address of the parental device.

Fig. 3. Save device request.

Fig. 4. Update children count request.

Finally, the newly connected device sends up to the par-

ent (which is further propagated up to the root device) the

UpdateChildrenCountRequest message (see Fig. 4). Every

time, the message is sent up to the parental node, it con-

tains the total number of devices in all subtrees on a given

level. This way, whenever a new device attempts to access

the cloud the cloud knows where it should be connected at

the given cloud configuration to achieve a balanced number

of devices in all subtrees.

3.2. Starting a New Task on the Cloud

Starting a new task to be computed on the cloud is realized

as follows.

Firstly, the device willing to start the new task sends

StartTaskExecutionRequest message. The message contains

among the others: definition of the task to be run (the

source code or meta definition), requirements regarding

(geo)localization of the devices where the task should be

run, information about sensors required to run the task on

the single device etc.

Fig. 5. Start task execution request.

When the device being part of the cloud receives the

StartTaskExecutionRequest message, the unique UUID

task identifier is set up and the TaskExecutionScheduled-

Response message with the task identifier (see Fig. 5) is

sent back.

Fig. 6. Schedule task execution request.

Next, the device which has received the StartTaskExecu-

tionRequest message propagates the message about the new

computational task to all the neighbors as ScheduleTaskEx-

ecutionRequest message. ScheduleTaskExecutionRequest

message is propagated through the whole cloud (see Fig. 6).

During the ScheduleTaskExecutionRequest message prop-

agation, on the basis of the filters and required features

contained in the task definition (required geolocation, sen-

sors etc.) every single device makes a decision whether to

participate in the realization of the task or not.

Devices that are not able to propagate the message any fur-

ther (it is the leaf which did not initialize the propagation

process) send the RemoteTaskReadyRequest message back

to the device they received the ScheduleTaskExecutionRe-

quest from.

This part of communication allows for propagation of the

information about the devices which have accepted the new

task. Along with propagation of the RemoteTaskReadyRe-

quest through the cloud – in the message there are gradually

aggregated identifiers (IP addresses) of the devices which

decided to compute the new task (see Fig. 7).

The last part of starting and configuring the new task on

the cloud is propagating the information about the topology

of the devices participating in solving the new task.
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Fig. 7. Task ready request.

Fig. 8. Start task request.

It consists in creating a temporary, binary tree topology

containing all devices which accepted realization of the new

task. During this process, within aforementioned temporary

topology, the StartTaskRequest message is propagated. The

StartTaskRequest message contains an ordered collection of

IP addresses of all the devices taking part in the realization

of a new task (see Fig. 8). When the StartTaskRequest mes-

sage is received, the device has all the information about the

task definition and the configuration of the task realization

environment so it is ready to start and run the task.

4. Experimental Results

The platform has been implemented and tested to verify ex-

perimentally its capacity to fulfill functional requirements,

ability to perform distributed computations, and to assess

its computational power.

The experiments involved heterogeneous devices of differ-

ent brands, equipped with different hardware and controlled

by different operating systems. Therefore, we are not hop-

ing to get fully linear speedup of computations. However,

showing that a cloud of cheap devices consuming very little

energy can provide significant computational power seems

to be a valuable result.

4.1. Functional Verification

The first stage of experiments was the functional verifica-

tion, i.e. confirming that the platform, all its components,

communication patterns and protocols work properly.

This experiment was performed using virtual mobile de-

vices since it is easier to manage a set of virtual devices

of the same type than a set of heterogeneous real devices

and since using virtual rather than real devices does not

negatively interfere with functional verification.

The first step was setting up a sample cloud. It was done

using one of arbitrarily selected virtual devices running

a simple user interface, thus making the process easier.

Next, we gradually added next devices to the cloud one

by one. Devices can be joined to the cloud either by the

graphical user interface on one of the devices being avail-

able in the same network or by the device that wants to

join the cloud.

Next, the experiment of π estimation by Monte Carlo

method with 3 · 109 evaluated points was repeated on the

cloud consisting of a growing number of the same virtual

Android mobile devices. The same experiment but with

3 · 1010 number of points was also conducted. The times

of computations in both cases are presented in Fig. 9.
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Fig. 9. Time of computations with a growing number of virtual

mobile devices.

Since there are no differences among hardware and software

specifications of the devices taking a part in computations,

the classic picture of shortening computation time along

with the growing number of computational units (i.e. virtual

android mobile devices) was observed.

Figures 10 and 11 presents the speedup S = T1
TN

and the effi-

ciency E = S
N for estimating π by the Monte Carlo method

with 3 · 109 and 3 · 1010 number of points. The first con-

clusion from presented results is that since devices are the

same, very typical characteristics of the speedup and the ef-

Fig. 10. Speedup as the function of the number of mobile devices

for π value estimation by the Monte Carlo method with 3 ·109 and

3 ·1010 points.

Fig. 11. Efficiency as the function of the number of mobile

devices for π value estimation by the Monte Carlo method with

3 ·109 and 3 ·1010 points.

ficiency can be observed. The second conclusion is that the

more difficult problem to be solved is, the higher the profit

from the parallelization can be observed since when the in-

stance of the problem is to small, communication overhead

consumes potential profits from the parallelization.

The task executed during above experiments is relatively

simple but at this point the goal was not to solve highly

sophisticated or difficult problem but to confirm that all

the components of the platforms work properly and that it

is possible to set up a mobile cloud and to run computa-

tional tasks over there. The general conclusions coming

from the experiments presented in this subsection is that

a proper functioning of the proposed idea and implementa-

tion of particular parts of the platform and communication

protocols could be observed and was confirmed. If so, the

next step was setting up the cloud consisting of real hetero-

geneous mobile devices and running some computational

tasks in it.

4.2. Experimental Verification on Real Mobile Devices

In order to perform the tests with real devices, we collected

several old and unused devices from our colleagues. We

managed to collect 14 devices, however 5 of these failed to

execute the client application of the platform or did not start

at all. This is the first among the important issues which

must be expected when building a system of this type. The

main aim, that is putting together of the computing system

out of trash, is an appealing idea. However, as it will be

made clear, some real drawbacks were spotted. Of course,

they were mostly caused by the technical condition of the

collected hardware.

The first set of tests aimed at estimating the computa-

tional capabilities of particular devices. Each device formed

a cloud composed of itself only. The task was again to de-

termine of the π number by random selection of points

within a square and a circle (Monte Carlo method). The

number of points was 3 · 109. The tests were repeated

5 times. The results are presented in Fig. 12.

Significant differences in performance were expected to

be observed (again, because of the fact that these devices

were randomly collected). However, this simple experiment

shows another major issue related to utilization of this kind

of hardware. Six out of nine tested devices give repeatable

results, which makes it possible to predict their behavior.

The other 3 devices showed a very significant dispersion

between different test runs. This was probably caused by

the lack of stability of the operation systems loaded with

different software installed earlier by the user. For the next

experiments, we will thoroughly clean up the hardware and

make it homogeneous from the point of view of operating

system. This might be easily done using e.g. Cyanogen

Mod1 that removes all the unnecessary “bloat-ware” in-

stalled by the developer or the dealer. Moreover, this mod

spans over multiple hardware configurations, so installation

1CYNG, Company Industries Computer Software Palo Alto, CA,

https://cyngn.com

65



Leszek Siwik, Dawid Kala, Mateusz Godzik, Wojciech Turek, Aleksander Byrski, and Marek Kisiel-Dorohinicki

Fig. 12. Evaluation of performance capabilities of the considered

devices.

of recent versions of Android systems can be realized even

if the version is not supported using the older hardware.

In order to verify that, the computing platform can pro-

vide a significant increase in performance, a set of tests

with a growing number of devices was performed. The

computational task was the same as previously (estimat-

ing the value of π with the Monte Carlo method and with

the number of points set to 3 ·109). The parallelization was

achieved by assigning each device an equal subset of points

to verify, so the tasks were of the same size.

Fig. 13. Time of computations with a growing number of devices,

starting from the fastest one.

The first approach was to add new devices, starting from the

fastest one down to the slowest according to performance

results presented in Fig. 12 – the order was: 2, 9, 1, 6, 3,

4, 5, 8, 7. The results are presented in Fig. 13.

Clearly, adding the third and fourth device increased the

performance of the computing cloud. Adding the device

no. 3 – Samsung SM-N910F – results in a huge drop in

performance.

In the second set of tests, the devices were added in the

inverted order. The results are shown in Fig. 14.

Fig. 14. Time of computations with growing number of devices,

starting from the slowest.

Similarly, adding the second and the third device signifi-

cantly decreases computing time. Along with the growing

number of devices, a higher dispersion of results and a sig-

nificant drop in performance can be observed. This issue

can be addressed by extending filters in the task defini-

tion with minimal required computational power to be met

by each device going to be a part of the computational

task. This way modern devices with powerful CPUs would

perform computing operations, whereas old devices would

provide e.g. measurements and “observations” from avail-

able sensors.

Fig. 15. Speedup (T1/TN ) and efficiency (S/N) as the function

of the number of real mobile devices in the cloud.

Figure 15 shows the speedup S = T1
TN

and the efficiency

E = S
N of the cloud set up from (obsolete) real devices.

This time, in contrast to speedup and efficiency for the ho-

mogeneous environment presented in Figs. 10 and 11, char-

acteristics are not so regular due to cooperation between
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the devices with completely different hardware and soft-

ware specifications so with totally different computational

power and time needed to complete the assigned (part of

the) task.

4.3. Estimating Mobile Cloud Computational Power

An important question one may ask regards the computa-

tional power of the cloud of cooperating mobile devices set

up according to the model presented in this paper.

To estimate the power, the algorithm for π estimation was

developed in C++ with MPI. Next, π estimation task was

run separately on a single PC station with Intel i7-3370K

CPU and on the cloud of the following twelve physical

devices: HTC Sensation Z710e, JSR Soul, TCT Alcatel

One Touch (x2), Samsung Galaxy Nexus, Samsung GT-

I9505, Samsung GT-I9300, Samsung GT-P5100, Samsung

GT P5313, LGE Nexus 4, Sony C6603, HTC Desire X.

During the experiments task duration on both environments

for the same problem sizes wasmeasured and used for fur-

ther estimations.

Fig. 16. Time of π estimation with the Monte Carlo method

on mobile cloud and PC station with Intel i7-3370K @3.50 GHz

CPU.

The results obtained on the mobile cloud and the PC station

for 100, 200 i 300 million of points are presented in Fig. 16.

Taking the average values obtained on both computational

environments, it is possible to calculate coefficient M rep-

resenting the efficiency ratio between mobile cloud and PC

station.

M ≈
1.75+3.60+5.35

3 ÷
(10.10+20.25+30.61)×12

3 ≈ 0.0146

Using IntelBurnTest v2.542 the computational power of In-

tel i7-3370K CPU was set as 25.47 GFlops. So, taking

both: the calculated computational power of the CPU used

in the experiment and the calculated value of M coefficient,

the computational power of a “theoretical” single mobile

device working in the presented mobile cloud can be esti-

mated at ∼0,37 GFlops.

2IntelBurnTest is a tool for measuring CPU efficiency. It is available

under: http://www.majorgeeks.com/files/details/intelburntest.html.

For comparison,

• to generate the same computational power as

Tianhe-2 supercomputer [33]3 (33.9 PFlops) a mo-

bile cloud consisting of 91.6 million mobile devices

would have to be set up,

• to generate the computational power comparable to

the power of the Bitcoin network c.a. 6.3 trillion mo-

bile devices would have to be used which would be

hardly possible,

• to generate the computational power comparable to

the power of the BONIC grid c.a. 158.4 million of

mobile devices would have to be used.

5. Conclusions and Future Work

Putting together a number of mobile devices, recovered for

instance “from trash”, makes it possible to set up easily

a computing cloud that may be used for solving many dif-

ferent computational tasks – although the hardware setup

and the operational system related issues may appear (and

they did, as it was presented in this paper). Keeping in mind

the rapidly growing computational power of single mobile

device(s), the possible applications of such an appliance

are indeed very broad. Devices with octa-core CPUs were

not rarity even in 2014 [35] and today they are rather the

standard [36].

The concept of collecting and connecting a large number

of such devices in order to provide significant computa-

tional power seems valuable. The cost of building such

a computing cluster is relatively low. Moreover, the cost

of computations is also low – the devices are designed to

consume as little energy as possible.

The most natural application of the proposed platform is

of course volunteer computing leveraging donors’ devices,

however in this case two fundamental questions may be

asked:

• what is the “business model” of the solution i.e. why

should people agree to utilizing their (personal) de-

vices for performing some external, “exotic” (compu-

tational) tasks, potentially blocking out sensors, con-

suming the battery power, consuming mobile data

bandwidth etc. Well, it is for sure an important ques-

tion but the same questions are valid in the case of

any volunteer computing platform and since the goal

of this paper is to present the concept, some real-

ization aspects and preliminary experimental verifi-

cation, it is out of its scope to discuss the business

model;

• what is the type of tasks that could be (or even should

be) efficiently run on a mobile cloud platform. Well,

the number of mobile devices available on the market

3World’s fastest supercomputer according to the TOP500 lists from June

2013 until November 2015. It was surpassed in June 2016 by the Sunway

TaihuLight [34].
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Fig. 17. The idea of cooperating mobile cloud and stationary computational environments.

is rapidly growing. Also, their computational power

is greater and greater (quad-, hexa-, octa-core CPUs).

Plus the same issues growing power regards mem-

ory, connectivity, battery, etc. So the answer can be

simply “any”. But the real advantage of the mobile

devices used as the computational units is their per-

sonalization (your phone is always with you, and it

is only yours) and localization in the real environ-

ment. So it seems that a particularly interesting task

to be run on a cloud of the mobile devices would

be a tasks related to environment sampling along

with complex computations in the background, such

as weather forecasting, air contamination monitoring

and forecasting, distributed intelligent car navigation,

and supporting public transportation system.

One of our further research and development directions is

enhancing the presented mobile cloud with possibility of

cooperating and spreading tasks to stationary computational

units as presented in Fig. 17.

In this model, devices will be able to make decisions which

tasks or which parts of particular tasks should be run on

stationary computational environments (on the supercom-

puting center) and which of them should be run on the

device. For instance, due to intensive cooperation with the

end user, sampling and monitoring of the environment or

intensive communication and cooperation among different

devices and/or users are required to complete the given

(part of) task.

Another very important issue is to work on the stability of

the whole software configuration, therefore homogeniza-

tion of the operating system will be considered (e.g. using

Cyanogen Mod), tests will be rerun and extended, both for

more hardware devices and for new problems.
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