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Abstract—This paper presents a survey on the MAC and net-

work layer of Wireless Sensor Networks. Performance re-

quirements of the MAC layer are explored. MAC layer pro-

tocols for battery-powered networks and energy harvesting-

based networks are discussed and compared. A detailed dis-

cussion on design constraints and classification of routing pro-

tocols is presented. Several routing protocols are compared in

terms of such parameters as: energy consumption, scalability,

network lifetime and mobility. Problems that require future

research are presented. The cross-layer approach for WSNs

is also surveyed.

Keywords—cross layer, Medium Access Control, protocols,

Wireless Sensor Networks.

1. Introduction

Any Wireless Sensor Network (WSN) application requires

the physical environment to be sensed for data transmitted

over a channel to a base station. Power is required in order

to sense data and send it to the base station. It can be

obtained from a battery or may be harvested from a natural

source. One of the basic architectures of a sensor node

is shown in Fig. 1 [1]. It comprises 4 units responsible

for power, processing and communications. Most energy is

consumed by processing and communications.

Fig. 1. Architecture of a typical sensor node.

In order to overcome energy, lifetime, traffic and mobility

constraints, the communication protocol stack needs to be

carefully designed.

The basic structure of a WSN protocol stack is discussed

in Section 2. Transport and upper layers add reliability to

the transmission of data only, which is not a key concern

in the majority of WSN applications. Hence, only the data

link layer (DLL) and the network layer are discussed in this

paper. Energy consumption sources, classification, design

constraints, respective protocols and outstanding research

problems are discussed for the MAC and network layers.

In Section 3, a sub-layer of DLL – Medium Access Con-

trol (MAC) layer – is surveyed. In Section 4, the network

layer is examined. A comparison of both MAC and rout-

ing protocols has been tabulated in the respective sections.

In Section 5, the cross layer approach, a technological ad-

vancement enhancing efficiency, is discussed.

2. Protocol Stack in WSNs

Proper design of the protocol stack is important for the

overall efficiency of a WSN. WSN differs from conventional

computer communication networks in the following ways:

• Contrary to computer network’s well planned phys-

ical topology, the nodes are densely and randomly

deployed in WSNs.

• Once designed, computer networks remain static,

whereas WSNs are dynamic in nature. Failure of

one node can change the entire topology. So, WSNs

need to be self-configurable.

• Computer networks have IP addresses for their global

identification. WSN nodes have no global identifica-

tion because it creates a large overhead.

• Computer networks have a continuous supply of en-

ergy, whereas WSNs have limited resources. So, the

WSN protocol stack needs to be energy-aware.

Protocol stacks in WSNs comprise five horizontal and five

vertical levels. They have five layers and five management

planes, as shown in Fig. 2 [2].

Fig. 2. Protocol stack of WSNs.
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3. Data Link Layer

DLL has two sub-layers: MAC and Logical Link Control

(LLC). LLC is used for link management, flow and er-

ror control. MAC is responsible for assembling data into

frames and for disassembling frames to retrieve informa-

tion. Nodes may be sharing a single channel for sending

data over to the sink or to another node. Simultaneous

transmission of data on a single channel will lead to a colli-

sion, causing loss of data and energy. To avoid this, nodes

should agree on a time slot at which a particular node

would be sending. To agree on timeslots, nodes need to

communicate, which requires a channel too. Considering

the propagation delay, it is difficult for a node to know the

instantaneous status of another node. The transceiver also

consumes a large amount of energy while accessing the me-

dia. MAC controls activity of the transceiver to conserve

energy [3].

3.1. Energy Consumption Sources

There are a few energy consumption sources at the MAC

layer [4]:

Collision – when two or more nodes try to send information

on a single channel at the same time, the packets collide.

Collided packets need to be discarded and retransmitted.

Overhearing – when a node receives a packet destined for

another node, it consumes unnecessary energy.

Overhead – sending and receiving control information also

requires energy, causing an additional overhead.

Idle listening – idle listening is listening to an idle channel

on which traffic is expected.

Over-emitting – sending information to a node which is

not ready to receive. Hence, packets are discarded and need

to be retransmitted.

3.2. Performance Requirements for the MAC Layer

While designing MAC layer protocols, one needs to con-

sider the following requirements [5]:

Throughput: Protocol efficiency is measured by its

throughput. In the case of a wireless link, it may be related

to capacity.

Scalability: Scalability refers to the protocol’s adaptation

to an increase in network size, traffic, overhead and load.

One way to deal with this is to localize the interactions so

that nodes need less global knowledge to operate.

Latency: Latency can be referred as the time delay be-

tween message transmission and message arrival. Latency

is an important constraint for time-critical applications, and

needs to be minimized.

Number of hops: It is the number of hops taken by packets

to reach the sink. Operation of the MAC protocol varies

between single-hop and multi-hop scenarios. In the case

of multiple hops taken to reach the sink, data needs to be

aggregated before sending it to the sink.

3.3. Classification of MAC Protocols

MAC protocols can be categorized into two types [6]:

• schedule-based MAC protocol in which nodes agree

upon a fixed schedule to access the channel. So, each

node has a fixed slot for communication. Outside

their slots, nodes move into sleep mode, avoiding

collision and overhearing. The lifetime of nodes is

enhanced, as they do not communicate over the com-

plete duty cycle;

• random access-based protocol in which nodes need

to compete to reserve access to a channel. After

collision, each node waits for a random time before

accessing the channel again. Energy efficiency of

random access-based protocol is low.

3.4. MAC Layer Protocols

A protocol for an application can be chosen based on per-

formance and specific requirements. In the battery-powered

area Sensor-MAC, a T-MAC is presented. Then, MAC pro-

tocols based on energy harvesting are presented (Fig. 3).

Sensor-MAC (S-MAC): In general, nodes are synchro-

nized locally, to operate a periodic sleep-and-listen sched-

ule. Each node belongs to a virtual cluster and each clus-

ter has a common listen-and-sleep schedule, as shown in

Fig. 4. This represents the basic idea of S-MAC [7]. Each

node discovers its neighbors regularly and establishes a link

with them. Then, it assigns a distinct frequency, time or

Fig. 3. MAC layer protocols.
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code to each link. Long messages are divided before send-

ing. Such a solution offer various advantages, as it self-

organizes the network to a variation in topology. This

change in topology can be the consequence of deaths or

movement of a node. It also operates a lower duty cycle,

so the consumption of power used for overhearing and idle

listening is reduced. Network latency increases as nodes

alternate between active and sleep mode. It can be avoided

altogether if a node wakes up after sensing the wake-up of

its neighbor. Since sleep-and-listen periods are predefined,

efficiency of the protocol may decrease under variable traf-

fic, as traffic may be forwarded to a sleeping node.

Fig. 4. Sleep-and-listen periods.

Timeout MAC (T-MAC): S-MAC has fixed listen and

sleep periods, but applications with variable loads need

dynamic listen and sleep periods. In T-MAC, the listen pe-

riod ends when no event, such as receipt of data or sensing

of activity has taken place for a threshold period (TP), as

shown in Fig. 5 [8]. The listen period depends on current

load. Transmission is based on Request-To-Send (RTS),

Clear-To-Send (CTS) and acknowledgment (ACK) packets.

Nodes close to the sink may have more data to send, so

their listen periods are longer. The advantages are: RTS,

CTS and ACK packets reduce collision rates and increase

reliability. If listen periods are fixed, then nodes with less

data will waste energy by idle listening. Energy consump-

tion and idle listening are reduced as data can be sent in

variable bursts. T-MAC has low sensitivity to latency, but

it has a few drawbacks, such as it cannot support high data

rate applications. Also, it has to trade-off throughput to

maintain low energy consumption.

Fig. 5. Adaptive listen and sleep periods.

Berkeley MAC (B-MAC): B-MAC uses preamble sam-

pling [9], [10]. Each time a node wakes-up, it checks for

any activity before sending. The node is also waiting only

for a certain period of time to receive data. After time-

out, the node returns to sleep mode. B-MAC uses clear

channel assignment, and makes local policy decisions to

optimize network performance. Owing to preamble sam-

pling, the duty cycle is reduced, which increases efficiency

and throughput. Energy consumption is lower because of

low-power listening. Also, it supports reconfiguration to

improve latency. B-MAC has a few drawbacks, such as it

has no ability to handle multi-packet environments and suf-

fers form a hidden terminal problem. Also, overhead of the

protocol increases. The protocol can be enhanced further

using adaptive preamble sampling.

Predictive Wake-up MAC (PW-MAC): In PW-MAC, the

wake-up schedule of nodes can be randomized [11], [12].

To inform the intended transmitters, the node will send

a signal upon waking up. A sender can predict the receiver’s

wake-up time and can wake-up simultaneously to save

energy. To address timing challenges, PW-MAC has an

on-demand prediction-based error correction mechanism.

PW-MAC has a reduced duty cycle, as it has a random

node wake-up schedule. It has improved performance com-

pared to S-MAC and B- MAC, as collisions can be avoided.

Latency is less than 5% of that typical of other MAC pro-

tocols. A node needs only 10 bytes of memory to store

the prediction state of other nodes. Each node has to send

a signal on waking-up, so the overhead of the protocol is

increased, although it is low compared to other protocols.

Also, hardware can induce errors in predicting wake-up

times of the receiver.

Power Efficient and Delay Aware MAC (PEDAMAC):

To minimize energy consumption due to overhearing,

PEDAMAC transmits data at more than one power

level. The access points (also called sinks) coordinate

sensor nodes. Access points are assumed to have no

power constraints, while sensor nodes have limited power.

PEDAMAC assumes that each node can reach the sink in

one hop. It has four phases: topology learning, topology

collection, scheduling and adjustment. The protocol allows

the nodes to operate at different power levels, as per the

requirement of the task being processed by the node. It

has three power levels: maximum power Pm, medium Px,

and minimum Ps. Synchronization is done at Pm. The sink

can broadcast topology-related information at Px. Data is

transmitted at Ps. Low transmission power saves energy

and it is used in delay-bound applications, but it has a few

drawbacks, such as the fact that protocol assumes a one

hop distance to the sink, which may not always be the

case. Distinct power levels increase the protocol overhead.

Also, data may be dropped before delivered, if transmis-

sion power is too low, i.e. the range of radio is decreased

because of power limitation. PEDAMAC can be enhanced

by increasing the number of media or channels to further

reduce the delay [12]–[14].

Energy harvesting is considered as the only energy source

by Eu et al. [15]. It is not easy to predict the wake-up

schedule of nodes powered by energy harvesters. Authors

exploited the uncertain nature of energy harvesting sources

to increase the performance of MAC protocols. MAC pro-

tocols based on battery-powered WSNs have different goals,

such as increased lifetime compared to energy harvesting

based WSN (EH-WSN). So, there is a need to have proto-

cols designed specifically for EH-WSN.

Probabilistic polling: In probabilistic polling, the sink sets

contention probability Pc in each node through a polling
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Table 1

Performance evaluation of MAC protocols

Energy
Maximum % of

Protocol Throughput
conservation

energy saved Latency Overhead Scalability

vs. S-MAC

S-MAC [7] Low Low 0 High Low High

T-MAC [9] Low High 85 N/A Moderate Low

B-MAC [9], [10] High Moderate 57 Moderate High Low

PW-MAC [11], [12] High High 80 Low Moderate High

PEDAMAC [13], [14] Moderate Moderate 38 Low High Low

Probabilistic polling [15] High N/A N/A
Depends on energy

Low High
harvesting rate

HEAP-EDF [16] Moderate N/A N/A
Depends on energy

Moderate Low
harvesting rate

packet [15]. Each node generates a random number ν ,

and when it is less than contention probability (ν < Pc),

the node is allowed to send. Otherwise, the node can go

to the charging state. The sink keeps on changing con-

tention probability depending on network response. If no

sensor responds, the sink increases Pc. Also, when a node

leaves the network, Pc is increased. In the case of colli-

sion and joining of new node, Pc is decreased by a larger

amount. This approach is known as additive-increase and

multiplicative-decrease. Contention probability Pc offers

maximum throughput when it is equal to the inverse of the

number of nodes receiving polling packets:

Popt =
1

Nr
, (1)

where Popt is the optimal probability that maximizes

throughput. Nr is the number of nodes receiving polling

packets (Nr ≥ 1).

This protocol can adapt to varying energy harvesting rates

to ensure high throughput and the sink can also adjust Pc
in the case of a collision. Hence, the protocol increases

scalability of the network. Since Pc keeps changing due to

collisions or when a node joins or leaves a network, it takes

quite some time for the network to stabilize. This leads

to increased network latency. Also, bandwidth is wasted

until the network stabilizes at an appropriate Pc. Another

drawback is that the protocol assumes a single hop distance

to the sink, limiting protocol scalability.

HEAP-EDF: Power generated by ambient energy harvest-

ing sources (HEAP), may vary, i.e. solar energy has differ-

ent rates in the morning and in the afternoon. To overcome

this, Earliest Deadline First (HEAP-EDF) uses a predict-

and-update algorithm to reduce the temporal variations

[16]. In HEAP-EDF, the sink polls the node with the min-

imum or the earliest wake-up time. The sensor will not

poll the node whose energy has decreased below the trans-

mission level because of previous polling. At the power-

balance ratio of 0.5, HEAP-EDF offers the best fairness.

The power-balance ratio is given as:

Ø =
N

∑
n=1

Tc

Tn
. (2)

In Eq. (2), Tc is the duration of polling cycle, Tn is energy

harvesting delay for n-th node and N is the number of sensor

nodes. Simulations in [16] show that channel utilization

reduces as the link error probability increases. HEAP-EDF

performs worse in the case of large networks. Also, the

single-hop approach is assumed, which limits application

of the protocol to small networks.

3.5. Comparison of Protocols

Table 1 shows the performance of MAC protocols reviewed.

B-MAC has a high throughput owing to preamble sam-

pling, but this increases the overhead too. Since probabilis-

tic polling and HEAP-EDF are based on an ambient energy

harvesting source, energy consumption is not a relevant

factor to be compared. In this case of HEAP-EDF, over-

head can be decreased if energy harvesting rates are cor-

related. Protocols with high overheads cannot be scaled to

a large network due to the increase in the number of control

Fig. 6. Maximum energy consumption of protocols (considering

S-MAC as a full-scale benchmark).
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packets. In PEDAMAC, as transmission power decreases,

the range of radio also decreases, which affects the net-

work scalability. Column 4 represents the relative percent-

age of energy saved. In the reviewed papers, simulations

are performed under different scenarios and with different

considerations, so it is difficult to directly compare these

protocols. Hence, the comparison values are presented as

percentages of S-MAC serving as a benchmark. Figure 6

shows the energy consumption analysis. S-MAC consumes

2.8 mA/node and T-MAC consumes 0.4 mA/node [8].

B-MAC saves 57% more energy than S-MAC for a through-

put of 240 b/s, because synchronization overhead increases

in S-MAC [10]. PW-MAC protocol’s duty cycle is only

11%, while duty-cycle of S-MAC is 50% [11]. Decreased

duty-cycle leads to decreased energy consumption. Also,

owing to operation at distinct power levels, PEDAMAC

saves 38% more energy than S-MAC [14].

Table 2

Comparison of MAC protocols

Cross layer Energy con-

Protocol Type optimiza- servation

tion factors

S-MAC [7]
Single

No

Overhearing,

hop idle listening

T-MAC [8]
Single Idle listening,

hop collision

B-MAC [9], [10] Single Overhearing,

hop collision

Multi
Idle listening,

PW-MAC [11], [12]
hop

collision,

retransmission

PEDAMAC [13], [14]
Single

N/A
hop

Probabilistic Single
N/A

polling [15] hop

HEAP-EDF [16]
Single

N/A
hop

Table 2 shows the comparison of MAC protocols. Col-

umn 4 represents the factors that were focused on while

designing the respective protocols, in order to reduce en-

ergy consumption. The key consideration of probabilistic

polling and HEAP-EDF is the optimal use of harvested en-

ergy rather than conservation of energy.

3.6. Open Research Problems

A number of MAC protocols have been proposed and de-

signed for WSN, but there are still many open issues that

need to be addressed. Cross-layer interaction and optimiza-

tion are potential areas of research which can enhance the

performance of MAC protocols. The MAC protocols avail-

able can be analyzed for various traffic generation and node

distribution models. Development of multi-hop MAC pro-

tocols, in order to extend range and scalability, is another

task to be considered in the future.

4. Network Layer

The main task of WSN is to sense and transmit data while

using minimum resources. An efficient routing protocol is

required at the network layer to choose a path with the min-

imum cost of delay, lifetime, energy or any other parameter

that is more relevant to the application.

4.1. Energy Consumption Sources

Routing overhead is the main source of energy consump-

tion at this particular level. Wang et al. presents one of the

criteria to design the routing protocol with a minimum over-

head to minimize energy consumption [17]. The overhead

of a routing protocol varies with hop count and hop dis-

tance. In the case of small distances, single hop routing has

less overhead. However, if the distance is long and cannot

be covered with the available transmitted power, multi-hop

routing is more efficient.

4.2. Design Constraints of a Routing Protocol

As compared to routing protocols designed for computer

networks, WSN routing protocols need some distinctive

features to handle a unique set of challenges [18], [19]:

Network scale: Node density may vary from hundreds to

thousands, depending upon application. It is difficult to su-

pervise such large, distributed structures. So, sensor nodes

should be able to self-organize. The routing protocol should

also deal with maintenance of global knowledge of such

a large deployment.

Dynamics of node: WSNs are highly dynamic in nature.

Owing to movement, power depletion and addition of new

nodes, the topology of a WSN keeps changing. The routing

protocol should be capable of adapting to frequent changes.

Resource constraints: A WSN need to operate on limited

battery resources. Hence, the routing protocol should be

able to transmit information over less than half a duty cycle.

Some information-possessive applications need accuracy in

data transmission. Therefore, the protocol should be able

to trade-off energy consumption for accuracy.

Nature of node: Nodes operating over a certain coverage

area may be homogenous or heterogeneous. Hence, the

routing protocol needs to support nodes with unlike pa-

rameters and capabilities.

QoS: In a few applications delayed transmission of the

sensed data may result in the loss of its significance. For

such applications, delay is a critical parameter. Similarly,

for a few other applications, other parameters – such as ac-

curacy – may play a critical role. To maintain the quality

of response of the application, these parameters need to be

carefully traded-off for energy.
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Fig. 7. Taxonomy of routing protocols.

4.3. Classification of Routing Protocols

Nodes can select from a number of available paths to trans-

mit data to the sink or the base station. Routing protocols

can be classified based on different criteria establishing the

path to the sink, as shown in Fig. 7 [18], [20].

Routing protocols based on network structure:

Flat structure routing: All the nodes play the same role,

i.e. each node is considered to be a base station and each

node is provided with all information, so that the user can

send a query to any node to get information.

Hierarchical structure routing: Not all nodes have the

same capability. Higher capability nodes perform critical

tasks, whereas less critical tasks are assigned to nodes with

low capability. It is a two-level or multi-level structure.

Location-based routing: Nodes can be addressed based

on their locations, whereas the location of a sensor can be

detected using a satellite, provided the system is equipped

with a low power GPS receiver. Another way is to measure

the relative distance of the node from its neighbors based

on strength of the signal received.

Routing protocols based on protocol operation:

Multipath routing protocol: In order to deliver data from

source to destination, the protocol may rely on multiple

paths. Multiple paths increase fault tolerance of the net-

work, but also increase energy consumption and protocol

overhead. An extension of the algorithm considers only the

path with nodes having the highest energy. The path keeps

changing whenever the protocol discovers a better path. By

using the multipath routing protocol, reliability of the net-

work can be increased in highly unreliable environments.

A large packet can be divided into sub-packets and sent

over different paths. A message can be reconstructed even

if one of the sub-packets is lost due to link errors. Such an

approach is known as multipath routing.

Query based routing: In query based routing, a node ini-

tiates a query and propagates it through the network. Each

node receives the query and only the node having data

that matches responds. Instead of propagating the query

throughout the entire network, the node may send it in

a random direction and wait for the response. If none of

the nodes respond, then the node can propagate it through

the whole network.

QoS based routing: In applications where parameters like

delay, resources and bandwidth are critical, the routing pro-

tocol needs to maintain the quality and specifications of

the critical parameter while delivering data. The routing

protocol is responsible for maintaining a trade-off between

energy and other metrics.

Negotiation based routing: Flooding and gossiping pro-

duce implosion and a single node may receive multiple data

copies. The basic concept of the negotiation based proto-

col is to avoid propagation of duplicated packets. A se-

quence of negotiation messages is shared among the nodes

to transmit redundant data to the next node. It reduces

energy consumption and network congestion. The SPIN

protocol discussed later is an example of the negotiation

based protocol.

To deliver data from source to destination, the node ini-

tiating communication should know the path to the desti-

nation, i.e. path-based routing protocols are established in

two ways:

Reactive path establishment: such protocols are event-

driven. After a data packet has reached a node, the protocol

decides the next node to be taken towards the destination.

The decision about the next node may depend upon cache

history, but in most cases the nodes have limited memory

and low computational capability, hence no cache history

is maintained. Another metric to decide the next hop can

include distance, cost, bandwidth and energy of the node.

Proactive path establishment: under this scenario, the

protocol decides the path to destination when the data

packet is at the first hop or at the node where commu-

nication initiates. The path can be established based on
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Fig. 8. SPIN protocol flowchart.

the minimum cost, maximum bandwidth or nodes with the

highest energy levels. Once the path is established, all

data packets propagate through the path selected. These

protocols are not fault-tolerant, as data will be lost if the

established link fails.

4.4. Network Layer Protocols

Flooding and gossiping: Flooding allows a node to send

packets via all links. To avoid a packet looping indefinitely,

the hop count or time-to-live is included in the packet.

Another approach is gossiping, in which the packet is not

sent via all outward links. The packet is transmitted only

to a randomly selected neighbor. This saves bandwidth

of the network but increases the delay from source to des-

tination [21].

Sensor Protocols for Information via Negotiation

(SPIN): SPIN overcomes the drawbacks of conventional

dissemination protocols. SPIN is based on metadata [22].

Transmitter broadcasts the metadata of data. The receiver

checks the information about data and sends the request to

the transmitter if interested. Finally, the transmitter trans-

mits the information to the interested receiver.

The SPIN protocol is presented in Fig. 9, where Adv are

advertisement packets advertising metadata, Req are request

for data packets from interested nodes to transmitter and

Data are packets carrying data.

Directed diffusion: In directed diffusion, data packets are

propagated through the network as interests, whereas the

reverse reply link towards the transmitter is known as gra-

dient [23]. Each node maintains a cache. When an event

occurs, the node searches its cache. If the entry is not in

the cache, it is added for future use. Caching increases

efficiency and decreases energy consumption. Using the

sequence of interests and gradients, the best path is rein-

forced between the transmitter and the receiver. Directed

diffusion is based on the localized demand-driven query

model. Receiver queries the sender node through interests

for data and gets the response. The query-driven model

increases the overhead.

Low-Energy Adaptive Clustering Hierarchy (LEACH):

LEACH is a hierarchical cluster-based protocol. Nodes

with higher energy are cluster heads [24] collecting infor-

mation from all nodes in the cluster. Aggregated data is

compressed and sent to the sink. LEACH reduces energy

consumption, because cluster heads can be selected effi-

ciently to increase network lifetime. The node generates

a random number between 0 and 1, if the number gener-

ated is less than T (n), the node can become a cluster head.

The threshold ensures that the node has not become the

cluster head in last 1
p rounds:

T (n)=











0 if n /∈ G
p

1−p
(

r mod
( 1

p

)

) ∀ n ∈ G , (3)

where T (n) is the threshold to choose the cluster head, G
is the set of all nodes eligible for cluster head role, p is

probability of being the cluster head and r is the current

round number.

LEACH protocol is demonstrated in Fig. 9, where sensor

nodes send data to cluster heads and cluster heads send

aggregated data to the base station.

LEACH with Spare Management (LEACH-SM): It is

a modification of the LEACH protocol. LEACH-SM has

spare nodes which are normally in the sleep mode [25].
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Table 3

Performance evaluation of MAC protocols

Protocol Type
Energy

Network lifetime Mobility Scalability
consumption

Flooding and gossiping [21] Flat High Small Yes Low

SPIN [22], [28] Negotiation based Low Small Yes Low

Directed diffusion [23] Multipath Moderate Small Limited Low

LEACH [24], [29] Hierarchical High Medium No Moderate

LEACH-SM [25] Hierarchical Moderate Long No Moderate

DEEC [26]
Hierarchical, multilevel,

Low Long No High
heterogeneous

BLR [27], [28] Location based Low Moderate Limited High

Fig. 9. Structure of a LEACH protocol network.

When the network is out of energy, spare nodes provide

redundancy and increase network lifetime. LEACH-SM

also has the capability to avoid deadlocks that may oc-

cur due to redundancy of nodes, and thus offers extended

lifetime.

Distributed Energy Efficient Clustering (DEEC): DEEC

was proposed for heterogeneous WSNs [26]. It considers

multi-level heterogeneity. Other clustering protocols did

not consider energy while choosing cluster heads. DEEC

uses the knowledge about initial and residual energy of

nodes while choosing cluster heads. DEEC used the same

threshold in Eq. (3) to determine the cluster head, but

threshold probability to select the cluster head depends on

the heterogeneity of nodes.

p=















p′E(r)
(1+am)E ′(r)

if node is normal

p′(1+a)E(r)
(1+am)E ′(r)

if node is advanced

, (4)

where p′ is reference probability, E(r) is residual energy

and E ′(r) is average energy of the network, m is fraction of

advanced nodes whose energy is a times higher than that of

normal nodes. Normally, a cluster dies as its cluster head is

out of energy. DEEC keeps on reassigning the role of the

cluster head depending upon energy, to extend the lifetime

of network. The DEEC stability period is 15% longer than

in the stable election protocol. Also, it does not require

any global knowledge to select the cluster head. Hence, it

is more efficient than other clustering protocols.

Beacon-less Routing (BLR): In location based routing,

nodes exchange a few messages called beacons to know

the position of each other. These beacons create a large

overhead and work inefficiently in erroneous wireless links.

Therefore, BLR was proposed. BLR selects the next hop by

computing the dynamic forwarding delay. A node broad-

casts a data packet to all its neighbors but only the receiving

node which is best positioned towards the destination, will

forward the packet. Nodes within a certain area take part

in forwarding. These areas are called forwarding areas and

can be of any shape. The receiving node sends a passive

acknowledgment back to the sending node [27], [28].

4.5. Comparison Table

Table 3 shows the comparison of the protocols’ perfor-

mance. Since the SPIN protocol is based on metadata, its

energy consumption is low. The BLR protocol has a lower

overhead. Hence, it is highly scalable and can be used

for large networks. Figure 10 represents a lifetime analy-

sis of the hierarchical protocols reviewed. The lifetime of

LEACH-SM equals 183% of the lifetime of LEACH [25].

Also the lifetime of DEEC is 130% of the lifetime of

LEACH [26].

Fig. 10. Lifetime of hierarchical protocols.
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4.6. Open Research Problems

Most routing protocols assume a channel to be loss-less.

So, future work includes development of routing proto-

cols for lossy wireless channels. Also, existing routing

protocols can be evaluated for lossy channels. QoS can

be enhanced to ensure latency-free routing. Security man-

agement can be explored to avoid such threats as sleep

deprivation attacks, packet dropping attacks and collect-

ing sensitive information [30]. The routing protocols con-

sidered can be upgraded to handle various types of traf-

fic, and the effect of traffic on the lifetime of a net-

work can be minimized. Different traffic profiles should

be modeled and analyzed to design efficient routing pro-

tocols [31]. New routing protocols are required for mobile

networks. Also, most routing protocols available assume

that an ideal MAC protocol exists. Cross-layer optimization

can be used to improve the performance of a network as

a whole.

5. Cross Layer Approach

To improve network performance, interaction of parameters

across the protocol stack is necessary. Energy is a param-

eter of the physical layer and routing is considered at the

network layer. Layers need to interact to obtain the value of

energy in a routing packet. This helps the routing protocol

to choose an energy efficient path. Route energy packets

which are used to exchange energy values among nodes

are generated using the cross-layer design. Hoesel et al.

presents a cross-layer approach in which the routing proto-

col uses topology and infrastructure information available

at the MAC layer [32]. It reestablishes the route utiliz-

ing information at the MAC layer and outperforms S-MAC

and Dynamic Source Routing (DSR) in mobile sensor net-

works [33]. Cross Layer MAC (CL-MAC) makes and op-

timizes scheduling decisions based on cross layer informa-

tion [34]. Path-Loss Ordered Slotted Aloha (PLOSA) pro-

tocol is designed using cross-layer design for wireless data

collection networks [35]. It helps in observing physical sig-

nals and orders the access of nodes accordingly. Nodes at

a greater distance from the collector get an earlier chance

to access the slot of the transmission channel. PLOSA has

a high delivery rate and low latency.

A cross-layer approach has been presented by Catarin-

ucci et al., in which protocol solutions are integrated with

hardware [36]. A new wake-up system consisting of a sen-

sor node and a power meter circuit was suggested in the

paper, where the suggested protocol exploits the hardware

to reduce power consumption. It is indicated by Alrajeh

et al. that to design a secure routing protocol, the cross-

layer approach was necessary [37]. Most security attacks

are multilayered. The sleep deprivation attack, for instance,

occurs at the physical layer, whereas the packet dropping

attack occurs at the network layer. The author proposed

to keep an eye on the packet count, in order to pre-

vent malicious nodes from sending unnecessary packets

and creating congestion. Hence, in order to select an en-

ergy efficient and secure path, cross-layer communication

is necessary.

6. Conclusions and Future Works

In this paper existing MAC protocols and routing proto-

cols have been surveyed. MAC protocols have been re-

viewed for both type of nodes followed by their advantages

and disadvantages. This paper suggests that because of

its low latency, PEDAMAC can be used for delay sensi-

tive applications. Owing to the random wake-up schedule,

PW-MAC offers high throughput. It sends one update in

1400 s, so overhead is moderate.

Diversified routing protocols ranging from flat to multilevel

have been discussed in this paper. This paper analyses

that DEEC has 30% more rounds than LEACH, because

of low energy consumption. LEACH-SM has 83% more

rounds than LEACH. Then, the cross-layer approach has

been presented that improves performance of the protocol

stack as a system. Although the protocols discussed may

seem promising, there are still many challenges that need

to be faced in WSNs. The cross-layer approach is a re-

search area that needs to be studied and analyzed widely.

Traffic modeling is another prospective area which can be

analyzed and studied for improving performance or security

of networks. Energy harvesting algorithms and models for

WSNs also are subject to great advancements in the future.
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