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Abstract—In this article, the main parameter of the cor-

relative-interferometric direction finding method with two-

dimensional correlative processing of spatial signal in the

aperture of a linear antenna array (AA) is determined as

the value of spatial shift within the AA aperture. The cor-

responding objective function is also formed. Analytical op-

timization of this parameter is presented and a comparative

analysis of analytical calculations based on simulation results

is conducted. In the simulation, a range of dependencies of

the middle square deviation of estimation of direction on the

value of the spatial shift for a signal-to-noise ratio of 0 dB,

for minimum 3-sample and 4-sample Blackman-Harris win-

dows of the spectral analysis, is received. The value of the

middle square deviation of estimation of direction will be min-

imal and will equal 0.02 degrees using a minimum 3-sample

Blackman-Harris window with the −67 dB level of side lobes.

It offers high noise immunity and high accuracy of direc-

tion finding.

Keywords—antenna array, correlative interferometric, direct

method, radio direction finding.

1. Introduction

Modern radio electronic telecommunications and radio

monitoring systems must function in a difficult and rapidly

changing electromagnetic situation (EMS). The said situ-

ation is characterized by multipath radio propagation, fre-

quency coverage of the desired signal, as well as by in-

trusive noises and an a priori uncertainty. It is to because

of a large number of mobile network devices operating in

dense urban areas. With these conditions taken into consid-

eration, the use of an adaptive digital antenna array (AA)

is a promising area of improvement for telecommunica-

tions and radio monitoring systems. Its application allows

to increase functional efficiency of telecommunications and

radio monitoring systems by significantly optimizing AA

parameters and operating modes. Optimization of the con-

figuration of AA, the number and location of elements

within its aperture, their number, methods for processing

the weight of AA element signals, the form and the rela-

tionship between parameters of the main and the side lobes

of the AA radiation pattern, are widely used methods. Dif-

ferent criteria of optimization are presented in this paper.

Also, at the expense of preliminary estimation of directions

of interference sources, zeros in the radiation pattern (RP)

of a digital adaptive AA can be formed. Optimization of

the means of estimation of EMS allows to reduce the cost

of telecommunications and radio monitoring equipment and

significantly increases the speed of such systems.

The adaptation speed of a digital AA and its interference

immunity depend significantly on the time-intensity and

computational costs of the current EMS estimation meth-

ods, on the correlation interference matrix and on identi-

fication directions towards its source. Therefore, the task

of increasing the speed of EMS analysis and estimating

directions towards the sources of noise in a digital AA is

relevant. The promising direction for the implementation of

direction finding (DF) for these conditions is the use of dig-

ital wide-band correlative-interferometric direction finders

coupled with AA, and the digital synthesis of its radiation

pattern [1], [2].

Correlation-interferometric DF techniques offer a wide fre-

quency range, resistance to interference caused by multi-

path reception, high sensitivity and good accuracy. How-

ever, the most plausible and unbiased assessment of esti-

mation of directions towards radio emission sources (RES)

is based on the search of a sequential correlational analysis

and on the review of space. This greatly limits performance

and requires a lot of hardware-related expenditure for data

processing systems, therefore reducing the effectiveness

of their application in dynamic EMS conditions [1]. An-

other disadvantage of this method is the low DF preci-

sion of RES, with the spectra being completely overlapped

by frequency.

Effectiveness of DF depends on such parameters as speed,

accuracy, noise immunity and hardware quality. Therefore,

research on and optimization of digital direct correlative-

interferometric direction finders, as well as their adapta-

tion to specific EMS conditions, are an important scien-

tific challenge.

In [3], the direct method of DF with two-dimensional cor-

relative processing of a spatial signal reconstructed in the

aperture of a linear antenna array which provides a com-

bination of high speed and precision direction finding, was

46



Optimization of Direct Direction Finding Method with Two-Dimensional Correlative Processing of Spatial Signal

presented. However, this method has not been researched

and optimized under real life conditions yet.

In [4], [5] correlative-interferometric methods of estimating

directions towards RES, using AA, which are effectively

implemented in a digital domain, were studied. However,

they rely on the search compensatory method of DF, which

is slow in wideband DF of RES.

In [6], [7] the results of optimizing radio signal process-

ing algorithms and basic parameters of digital correlation

direction finders that rely on different AA configurations

were obtained. The high level of efficiency in monitoring

noise-like radio signals in a complex EMS was shown.

In [8]–[10] nonlinear spectral methods of DF that provide

a high level of spatial resolution of the received signal were

studied. However, they have a number of significant draw-

backs for radio monitoring systems, such as:

• high computational complexity, being several times

higher than that of the searching correlative DF

method,

• requirement of a priori information on the exact

amount of emission received in the mix,

• biased direction estimates which reduce DF accuracy,

• loss of operational stability at low signal-to-noise lev-

els (about 10 dB).

As a result, the efficiency of spectral DF methods which

is determined, in the first place, by the speed-to-accuracy

ratio, is insufficient in radio monitoring systems. This is

confirmed by the absence of their application in modern

digital DF of radio monitoring systems [1], [2].

In [11]–[14], the effectiveness and optimization of primary

methods used for estimating direction towards RES, using

AA, is researched. The optimal algorithms used for es-

timation of spatial radio emission parameters, as well as

the optimal relationships between radiation pattern (RP)

parameters ensuring effective spatial selection were deter-

mined. However, in these articles, optimization of the di-

rect methods of correlation-interferometric DF, including

the use of two-dimensional reconstructed signal processing,

have not been investigated. Therefore, the results obtained

there cannot be directly used to solve the research problem

in question.

In light of the above, optimization, development and anal-

ysis of digital methods of correlation-interferometric DF to

be applied in automated radio monitoring systems continue

to be task with a high degree of urgency.

The aim of the article is to research and optimize the direct

digital method of correlative-interferometric radio DF with

two-dimensional correlative processing of spatial signal.

2. Analytical Approach

First, optimization of the direct digital method of cor-

relative-interferometric DF with two-dimensional correla-

tive processing of spatial signal reconstructed in the linear

AA aperture [3] to provide a minimum DF variance er-

ror is performed. Let a horizontal linear equidistant AA,

consisting of Z identical DF radio channels, receive a use-

ful random Gaussian stationary signal S(t) from an un-

known direction θ . It has a uniform energy spectrum S2(ω),
the width of which does not exceed the width ∆ fk of the

band of DF radio channels. Radio channels of the AA

have their own additive stationary normal noise nz(t), with

a zero mathematical expectation and an equal two-sided

spectral density N of power, constant within the passband

[ωS.L; ωS,.H ] of the radio direction finder. We assume that

the own noises of radio channels of the AA are not char-

acterized by inter-channel correlation and correlation with

the signal. Also, we assume that the phase fluctuations at

the signal paths are absent. Thus, the initial research condi-

tions are:

Uz(t) = Sz(t − τz)+nz(t) , (1)

where:

• Uz(t) is the mixture taken by the z-th DF channel,

• Sz(t−τz) is the useful signal received by the z-th DF

channel,

• τz is the delay of reception of the desired signal by

the z-th DF channel, relative to the reference channel,

depending on the direction towards RES,

• nz(t) is the own additive Gaussian noise within the

band of the simultaneous analysis of the z-th DF

channel.

DF should be performed within time Ta of the analysis

process, and within one correlation processing cycle, to

ensure that the conditions correspond to the DF method

analyzed, estimation θ̂ of direction towards RES is [3]:

θ̂ = arccos
Ω̂

ωS,L
, (2)

where Ω̂ = 1
∆z arctan

kH

∑
k=kl

Uvk(Ωp)sin[∆Ψ̂Ak(∆z, Ωp)]

kH

∑
k=kl

Uvk(Ωp)cos[∆Ψ̂Ak(∆z, Ωp)]

is the estimation of the spatial frequency of the signal group

for received signal S(t) using dispersion-correlation pro-

cessing:

• c is the propagation speed of electromagnetic emis-

sion in space,

• ∆z is the spatial shift within the AA aperture.

The Uvk(Ωp) is defined, in above equation, by:

Uvk(Ωp) =

{[

pH

∑
p=pL

U2
k (Ωp)sin(Ωp∆z)

]2

+

[

pH

∑
p=pL

U2
k (Ωp)cos(Ωp∆z)

]2} 1
2

.
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Uvk(Ωp) is the module of the complex mutual space (ob-

tained by implementing spatial processing) spectrum of the

k-th frequency component of emission S(t) received by the

linear AA with multi-lobe RP. The other designations are:

• Ωp = 2π p
dZ is the value of spatial frequency, which

determines the direction of the p-th lobe of the mul-

tilobe RP, p = 0,1, . . . ,Z −1,

• pL, pH are the numbers of lower and upper spatial

frequencies of the selected signal group,

• d is the distance between AA elements,

• ∆Ψ̂Ak(∆z,Ωp) = arctan

pH

∑
p=pL

U2
k (Ωp)sin(Ωp∆z)

pH

∑
p=pL

U2
k (Ωp)cos(Ωp∆z)

is the estimation of the phase shift spatial of analytic

signal in the distance,

• ωS.L, ωS.k are the lower and the k-th frequencies of

spectrum Uz(jωS.k) of the received mixture Uz(t), re-

spectively,

• kL, kH are the numbers of lower and upper frequen-

cies of the spectrum Uz(jωS.k) of the received mix-

ture Uz(t), respectively.

Analysis of Eq. (2) shows that the estimation θ̂ of the di-

rection towards RES is determined on the basis of two-

dimensional space-time correlation processing of a com-

plex mutual spatial spectrum Uvk(Ωp) of the emission S(t)
received from the linear AA, with multi-lobe RP within the

time Ta of the analysis. Counts of the mutual spatial spec-

trum Uvk(Ωp) are determined by spatial correlation process-

ing of the selected signal group. Thus, the k-th signal group

is a complex array {Uk(jΩp)}p∈[pL;pH ] of spatial spectrum

components from the AA, with the multi-lobe RP on action

of the k-th time spectral component with frequency ωS.k for

emission, received by overlapping main lobes of adjacent

partial RP.

The use of parallel frequency and spatial analysis with

the following dispersion-correlation estimation of direction

allows to obtain the direct estimation θ̂ of direction to-

wards RES.

The variant of the direction finder structure, implementing

the analyzed method is shown in Fig. 1.

The direction finder shown in Fig. 1 is characterized by the

following features. The mixture of Uz(t) of radio emission

is received by the Z-channel linear AA. The first channel of

the AA is constantly connected to the first input of a two-

channel radioreceiver with a common heterodyne. The AA

channels from 2 to Z are connected to the second input of

the radio receiver, using an antenna switch, at the time Ta of

the analysis. From the two intermediate frequency outputs

of the radio receiver, the pairs of signals are formed by

a two-channel analog-to-digital converter (ADC) and are

converted into a digital form with a sampling frequency

Fd = 2∆ fk. As a result, Z −1 pairs of arrays on Ns = TaFd
samples of the received mixture Uz(t) of radio emission

are accumulated and transmitted to the computing unit.

Then, using the fast Fourier transform (FFT) algorithm,

Z − 1 pairs of signal spectra are obtained. From the re-

ceived pairs of spectra the reciprocal spectra are formed by

means of a complex conjugation of the spectrum of the first

channel AA and its multiplication with signals from 2 to

Z channel AA that are equivalent to the spectra of signals

obtained by using the Z channel radio receiver.

Fig. 1. Structure scheme of correlative-interferometric DF with

two-dimensional correlative processing of spatial signal.

According to the proposed DF method [3], subsequent pro-

cessing of the received mutual spectra is performed on

a computer, based on Eq. (2). The use of a two-channel ra-

dio receiver, compared to the -channel minimizes hardware

costs, but leads to an increase in the total time of radio

emission analysis by Z −1 times.

The operation of the antenna switch, of the radio receiver

and of the ADC is controlled by a computer.

The main indicator of the accuracy of DF is dispersion σ 2
θ

of the direction estimation error. It is determined, in the

DF method analyzed, according to [2], [11]:

σ2
θ =

2KWθ c2ms

ω2TaµI∆ fkZK2
τ (∆z)

×
1

(ms −1+KWθ )(∆z)2d2 sin2 θ
, (3)

where:

• KW θ is the noise band coefficient of the weight func-

tion Wθ (z) of the digital spatial spectral analysis,

• ms is the number of spectral-spatial counts of the

signal group,

• µI is the signal to noise ratio at the input of DF

channels of the AA,
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• Kτ (∆z) is the value of the normalized autocorrelation

function for the weight function Wθ (z) of digital RP

forming for the shift given by:

Kτ(∆z) =

Z−1
∑

z=0
Wθ (z)Wθ (z−∆z)

Z−1
∑

z=0
W 2

θ (z)
,

• ω0 ∈ [ωS.L;ωS.H ] is the average frequency of pass-

band of radio channels or the carrier frequency of

the emission.

In view of Eq. (3) the general optimization conditions are

defined as follows:

σ2
θ → min . (4)

While optimizing the researched DF method we have to de-

fine the type of the objective function and communication

functions [15]. In order to do this based on Eqs. (2) and (3),

we perform an analysis of the implementation of the opti-

mized DF method. The analysis of Eq. (3) has shown that

the dispersion σ 2
θ of direction estimation depends on the

procedure of reconstructing the complex analytical signal

within the AA aperture, and on correlation processing. In

addition, the direction finder parameters, such as the num-

ber Z of DF radio channels, the width ∆ fk of the passband

of the radio channels and the sensitivity µBX, have signif-

icant limitations in the optimization process, with the ca-

pabilities of modern technology and implementation of di-

rection finder’s compactness and price-related requirements

taken into consideration.

However, such parameters as KW θ and mS are determined

by the requirements for noise immunity of DF in a difficult

EMS and by the provision of effective spatial selection of

station interference and multipath interference. Therefore,

their variation is also severely limited in order to optimize

the accuracy of DF.

Therefore, the emission parameters of DF RES, such as the

average or the carrier frequency ω0 of the time spectrum

(obtained from the processing time) and the direction θ
of arrival of radio waves are not affected in the algorithm

of DF and have only a global limit concerning the range

operating frequency range and the width of DF sector, re-

spectively. The time Ta during which radio emissions which

are received at the same time within a passband ∆ fk of ra-

dio channels are analyzed, significantly affects interference

immunity and the speed of DF’s operation. However, anal-

ysis of time Ta of the radio emission is not affected in the

case of the general algorithm implementation and also in

the reconstruction of a complex analytic signal.

Therefore, analysis of Eq. (3) shows that a significant im-

pact on the dispersion σ 2
θ of direction estimation in con-

stant devices and time expense is exerted by the spa-

tial shift value ∆z, as well as by the correlation coeffi-

cient KW θ (∆z) of the weight function, which depends on

the spatial shift ∆z. Therefore, it is advisable to determine

the objective function F(∆z) for further optimization as

a functional of variables ∆z and KW θ (∆z):

F(∆z) = f [∆z,KW θ (∆z)] = ∆z2K2
W θ (∆z) . (5)

We perform a qualitative assessment of the features of

the objective function F(∆z). Analysis of Eq. (3) indi-

cates that the spatial shift ∆z and the correlation coeffi-

cient KW θ (∆z) of the weight function Wθ (z) are antagonistic

parameters. The increase of the shift ∆z defines the essen-

tial decrease in the dispersion σ 2
θ of estimation of direction

for back-quadratic dependence. In turn, the correlation co-

efficient KW θ (∆z) decreases by increasing the value of the

spatial shift ∆z. The second variable of the objective func-

tion KW θ (∆z) is the coefficient of correlation KW θ (∆z), that

is defined as [3]:

Kτ(∆z) =

Z−1
∑

z=0
Wθ (z)Wθ (z−∆z)

Z−1
∑

z=0
W 2

θ (z)
. (6)

Analysis of Eq. (6) shows that the maximum value of the

correlation coefficient KW θ (∆z) is achieved at zero spa-

tial shift ∆z = 0: max[KW θ (∆z)] = 1|∆z=0. By increasing

the spatial shift ∆z, the value of the correlation coeffi-

cient KW θ (∆z) is reduced, which, in turn, determines an

increase in the dispersion σ 2
θ of estimation of direction.

Therefore, the task consists in finding the global extremum

of the objective function F(∆z). Taking into account the

dependence between the value of the correlation coeffi-

cient KW θ (∆z) and the spatial shift ∆z, it is advisable to per-

form subsequent optimization, based on the scalar method,

with an analysis of the relevant set of communication func-

tions fl(X) [15].

3. Optimization

Considering Eqs. (3)–(6), the optimization equation relying

on the objective function F(∆z) and the optimum criterion,

may be determined as:

F(∆z) = ∆z2

Z−1
∑

z=0
Wθ (z)Wθ (z−∆z)

Z−1
∑

z=0
W 2

θ (z)
→ max . (7)

The solution of Eq. 7 is the optimal value ∆zopt of the

spatial shift ∆z. Hence, the optimization of Eq. (7) takes

the form of:

∆zopt = argmaxF(∆z) . (8)

We define the type of communication functions fl(X), the

number L and the type of the desired extremum of the

objective function F(∆z) for optimization.

At first, general spatial correlation processing must be

carried out for one correlation processing cycle, using

a single-channel correlator. Taking into consideration the
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first f1(NC) and the second f2(Nk) the communication func-

tions take the following form:

f1(NC) = NC = 1 ,

f2(Nk) = Nk = 1 ,
(9)

where NC and Nk are the numbers of cycles and apparatus

channels used in correlation processing respectively.

Secondly, a reconstructed spatial analytic signal Uk.S(jz)
is used as a limited sum of spatial harmonic components.

Its spatial frequencies Ωp are the result of FFT properties.

They are multiples of the base frequency Ω1, whose period

is equal to the value dz of AA aperture [16]:

Uk.S(jz) =
pH

∑
p=pL

Uk.S(Ωp)ejΩpz+Ψp , (10)

where pH = pL = mS is the dimension of the signal group

and Uk.S(Ωp), Ψp are the module and the argument of the

p-th component of the signal group. Equation 10 deter-

mines the periodicity of distribution of counts of the spatial

analytical signal Uk.S(jz) with a period equal to the value dz
of the AA aperture:

Uk.S((jz)) = Uk.S[j(z±dZm)] , (11)

where m = 1,2, . . . , Z −1.

Let’s also note that the weight function Wθ (z) of the digital

spatial spectral analysis has the mirror-symmetric distribu-

tion of counts within the AA aperture, concerning its center

coordinates dZ
2 .

Therefore, an unambiguous value of the correlation coeffi-

cient KW θ (∆z) will be formed by using a spatial shift ∆z,
that does not exceed in terms of value dZ

2 , the AA aperture.

The domain of the correlation coefficient KW θ (∆z) and the

objective function F(∆z) will be [−0.5dZ; 1.5dZ]. As a re-

sult, the third f3(∆z) and the fourth f4(z) communication

functions have the form:

f3(∆z) =
dZ
2

> ∆z > −
dZ
2

,

f4(z) = d(Z −1) > z ≥ 0 .

(12)

In the third step, as spatial reconstruction of the analytical

signal Uk.S(jz) is realized based on of the FFT algorithm, its

spatial counts will coincide with the spatial counts Uz(tk)
of received mixtures within the AA aperture only at md lo-

cations of the AA antenna elements. In other locations

of AA, the approximation error may be significant [16].

Considering this, it is appropriate to use only the discrete

spatial shift which is a multiple of the AA step d. As a re-

sult, the corresponding value of the fifth communication

function f5(∆z) is as follows:

f5(∆z) = ∆z = md . (13)

Let’s perform a probabilistic analysis of the features of the

spatial distribution of counts of the analytical signal Uk.S(jz)

that should be presented as an additive mixture of sig-

nal SaS(jz) and noise SaN(jz) components within the AA

aperture:

Uk.S(jz) = SaS(jz)+SaN(jz) . (14)

The noise component SaN(jz) is formed as the sum of mS
harmonic noise components SaN.m(jz) of the signal group,

that is:

SaN(jz) =
mS

∑
m=1

SaN.m(jz) . (15)

Every harmonic noise component SaN.m(jz) is a narrowband

random process with a normal distribution of probability

density of counts. As a result, the noise component SaN(jz)
of the spatial analytical signal Uk.S(jz) is also a normal nar-

rowband random process, and its power PaN will be equal

to the sum of powers PaN.m of mS constituent components:

PaN =
mS

∑
m=1

PaN.m . (16)

In addition, the noise component SaN(jz) of the spatial ana-

lytical signal Uk.S(jz has a correlation interval ∆zcor, which

is determined by its bandwidth
mS−1

dz as [11]:

∆zcor =
dz

mS −1
. (17)

The analysis of Eq. (17) shows that it is necessary for the

spatial shift ∆z not to be less than the correlation inter-

val ∆zcor to ensure effective statistical estimation of the dif-

ference ∆Ψ̂Ak(∆z,Ωp) between the arguments of the signal

component SaS(jz) of the spatial analytical Uk.S(jz) [11].

Taking this into account, the sixth communication func-

tion f6(∆z) takes the form:

f6(∆z) = ∆z ≥
dz

mS −1
. (18)

It can be concluded from Eqs. (9)–(18) that optimization

should be carried out taking into account the six L = 6
functions of communication and the search for a global

constrained extremum type maximum.

Considering the optimum value of the spatial shift ∆zopt,

Eq. (8) is defined as the solution of the corresponding dif-

ferential equation:

∆zopt = arg
∂F(∆z)

∂∆z
= 0 . (19)

We take into account that, in general, the weight func-

tion Wθ (z) is nonlinear. Therefore, it is advisable to use

nonlinear programming methods to solve the optimization

problem [15].

The Mathcad software package was used under the fol-

lowing conditions. The number of DF channels Z = 64,

the types of weight functions are minimum 3-sample

Blackman-Harris and minimum 4-sample Blackman-Harris

– for the solution of Eq. (19).

The advantage of such an approach is that they are opti-

mized by the minimum of the area of all side lobes and have
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a sufficiently low level of maximum side lobes (−67 dB

and −92 dB, accordingly). Additionally, the windows show

a decrease in the level of side lobes −6 dB/oct, as opposed

to the Dolph-Chebyshev window, for which the decrease in

the level of side lobes is −6 dB/oct [17]. Consequently,

Fig. 2. Spatial shift optimization results.

the use of these windows provides an efficient selection of

powerful random interference that has the uniform and the

Gaussian distribution of the probability density in the di-

rection of arrival. Such a version of EMS is typical for

conducting of radio monitoring in the urban conditions in

the presence of networks of comprised of moving sources of

radio emission sources. The minimum 3-sample Blackman-

Harris weight function Wθ (z) has a −67 dB level of side

lobes and is defined by [16]:

Wθ (z) = 0.42329+0.49755cos
2πz
Z

+0.07922cos
4πz
Z

. (20)

The minimum 4-sample Blackman-Harris weight function

has 92 dB level of side lobes and is defined by [16]:

Wθ (z) = 0.35875−0.48829cos
2πz
Z

+0.14128cos
4πz
Z

−0.01168cos
2πz
Z

. (21)

Optimization results for the minimum 3-sample Blackman-

Harris window Wθ (z) (row 1) and for the minimum

4-sample Blackman-Harris window Wθ (z) (row 2) are

shown in Fig. 2.

Analysis of Fig. 2 shows that the objective function F(∆z)
for both types of windows has a bell-shaped form with

one global maximum. The maximum value of the ob-

jective function F(∆z) will be achieved when ∆zopt = 15
for the minimum 3-sample Blackman-Harris window, and

∆zopt = 13 for the minimum 4-sample Blackman-Harris

window.

Therefore, the purpose of this article that is concerned

with the optimization problem of direct digital method of

correlative-interferometric radio DF with two-dimensional

correlative processing of a reconstructed complex spatial

signal and with determination of the optimal spatial shift

has been achieved.

4. Simulation Results

A simulation of the direction finder was conducted [3].

A software model was developed in Mathcad for the fol-

lowing initial conditions:

• signal type – continuous with linear frequency mod-

ulation,

• width of signal ∆ fS = 0.6 MHz,

• passband of DF radio channels ∆ fk = 10 MHz,

• working frequency of the signal fS = 2 GHz,

• sampling frequency fd = 2∆ fk = 20 MHz,

• numbers of signal time counts analyzed NS = 2048,

• duration of analysis Ta = 0.1 ms,

• AA type – linear AA with the number of DF recep-

tion channels Z = 64,

• given direction towards RES θ = 60◦ in relation to

the AA aperture line,

• AA step size d = 0.5 m,

• number of tests to assess the middle square deviation

(MSD) of estimation of direction = 50,

• number of counts of signal groups mS = 6 for the

minimum 3-sample Blackman-Harris window Wθ (z),

• number of counts of signal groups mS = 8 for the

minimum 4-sample Blackman-Harris window Wθ (z).

As a result, the simulations performed for the analyzed

DF method we receive a range of dependencies concerning

MSD of direction estimation, obtained based on the ∆z
spatial shift values (in AA steps of d) for the signal-to-

noise ratio of 0 dB for the minimum 3-sample and 4-sample

Blackman-Harris windows, as shown in Fig. 3.

Figure 3 presents two curves: row 1 – for the minimum

3-sample Blackman-Harris window Wθ (z), and row 2 – for

the minimum 4-sample Blackman-Harris window Wθ (z).
Figure 3 shows that the value of MSD is a smooth line

with one global minimum. The minimum MSD value is

equal to σθ = 0.02, when ∆z = 15, row 1 and σθ = 0.025,

when σθ = 0.025, row 2. The lower value of MSD of

direction estimation is obtained by using the Blackman-

Harris 3-sample window (row 1). This is consistent with
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the theory, as this window has a smaller equivalent noise

bandwidth [17].

Fig. 3. Range of dependencies between MSD of direction esti-

mation and spatial shift values.

Let’s evaluate the effect of optimization on the accuracy of

DF. The experiments have shown that within the range of ∆z
changes from 1 to 32, the value of MSD of direction esti-

mation varies within [0.02; 1] degrees, that is by 50 times.

This proves that a significant impact is exerted on the ac-

curacy of the optimization process. With the use of certain

optimal spatial shift values of ∆z = 13 and ∆z = 15, it is

possible to improve the accuracy of direction estimation of

RES or to increase the speed of the system by significantly

reducing the duration of radio frequency analysis.

The received dependence shown in Fig. 3 can be conven-

tionally divided into three ranges of ∆z values. For ex-

ample, for row 2 in the first range [1; 13], the value of

MSD of direction estimation decreases gradually by al-

most 2 times, from σθ = 0.04 to σθ = 0.025. In the sec-

ond range of ∆z = [14; 22], the value of MSD of direction

estimation increases gradually to σθ = 0.04. In the third

range of values ∆z = [23; 32], the MSD of direction es-

timation increases rapidly with the quadratic dependence.

The obtained results confirm the high level of accuracy of

the DF method investigated, at a low signal-to-noise ratio

of 0 dB.

The comparative analysis of Figs. 2, 3 shows that the ana-

lytical results of optimization and the simulation results are

the same for spatial shift values ∆z for which the MSD of

direction estimation is minimal. Therefore, the aim of the

article is achieved.

5. Conclusions and Future Work

In this article, the main optimized parameter of the

correlative-interferometric method of direction finding with

two-dimensional correlative processing of spatial signal in

the aperture of a linear antenna array is determined. It is

the ∆z value of the spatial shift within the AA aperture for

which the phase shift and the frequency of spatial analytical

signal are estimated.

Analytical optimization of the parameters of the studied

method has shown that the maximum value of the objec-

tive function F(∆z) with the optimal spatial shift F(∆z)
for the minimum 3-sample Blackman-Harris window Wθ (z)
and Wθ (z) for the minimum 4-sample Blackman-Harris

window Wθ (z) is achieved.

Analysis of the simulation results has shown that the

value of MSD of direction estimation is monotonically de-

pendent on the spatial shift ∆z with one minimum, and

equals σθ = 0.02 for the spatial shift of ∆z = 15 for the

minimum 3-sample Blackman-Harris window Wθ (z), and

equals Wθ (z) for the spatial shift of Wθ (z) for the mini-

mum 4-sample Blackman-Harris window Wθ (z). The lower

value of MSD of direction estimation is obtained by using

the Blackman-Harris 3-sample window. This is consistent

with theory, because this window has a smaller equivalent

noise bandwidth.

The analytical results of optimization and the simulation

results are the same for both windows. The value of MSD

will be minimal and is equal σθ = 0.02 for the spatial shift

of ∆z = 15 while using the minimum 3-sample Blackman-

Harris window the side lobes level of −67 dB, which offers

a high degree of interference immunity of DF.

The results obtained are suitable for application in the op-

eration of radio monitoring, telecommunications and ra-

dio navigation systems which function in a complex dy-

namic EMS.
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