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Preface
The growth of today’s telecommunications induces wide spectrum of obstacles on various
layers, from management of large networks with thousands of nodes to physical aspects that
touch singular links. The current issue of Journal of Telecommunications and Information
Technology brings a set of eleven articles that cover just such a broad range of problems.

The first four papers focus on issues related with network-operator level. To begin with,
the article Traffic Engineering in Software Defined Networks: A Survey by M. R. Abbasi,
A. Guleria and M. S. Devi gives an overview over traffic engineering methods, which are
intended to optimize a network and improve network robustness. In addition to classic
techniques, the authors present the state of the art in traffic engineering solutions proposed
for novel network architecture, which is Software Defined Networking (SDN). They also
highlight the research challenges and future directions for SDN-based traffic engineering.

G. Zalewski and W. Ogryczak in their article Network Dimensioning with Maximum Revenue
Efficiency for the Fairness Index propose a new optimization method that maximizes the
total flow on given pairs of nodes. The feature of the method is that it takes into account
a revenue factor together with fairness criteria, thus preventing the problem of starvation of
less attractive paths.

Optimization is also the subject of the third article, entitled Hybrid Models for the OWA
Optimization. P. Olender analyzes the so-called Ordered Weighted Averaging (OWA) opti-
mization models and introduces new general formulations for them. Furthermore, the author
proposes some simple valid inequalities to improve the computational performance. Pre-
sented numerical results illustrate that in the case of certain problem types, the proposed
hybrid formulations outperform other general models presented in literature.

The Economic Value Added (EVA) indicator allows for measuring company efficiency show-
ing the income after deduction of full costs of capital. W. Kamieniecki in the article EVA
as a Tool for Estimation of Management Efficiency and Value Creation in Polish Telecom
Sector studies the usefulness of the EVA analysis for evaluation of telecom companies. Ob-
tained results indicate that EVA sign and magnitude are in agreement with indicators based
on data from financial books. In addition, the author investigates the effectiveness of using
EVA for prediction of telecom’s market capitalization with the conclusion that EVA cannot
be considered as a more effective indicator of company value than other commonly used
indicators.



The next three papers are devoted to applications of telecommunication systems, as Internet
of Things and Intelligent Transport Systems. Vision of Internet of Things (IoT) binds the
digital world with the real one, and IoT services will actively benefit from information about
the physical environment. This information is collected through diverse sets of intercon-
nected sensors, which exchange data without human interaction. Taking into account the
limited capabilities of devices, such sensor networks require different mechanisms compared
to traditional telecommunication networks. K. Bronk, A. Lipka, B. Wereszko, J. Żurek and
K. Żurek in their paper Self-organization and Routing Algorithms for the Purpose of the
Sensor Network Monitoring Environmental Conditions on a Given Area describe their im-
plementation of wireless sensor network, which was designed to gather information about
environmental conditions on a defined area. They selected the KNeigbours algorithm to pro-
vide self-organization feature in their network, and proposed own routing algorithm, which
jointly with modifications of MAC layer introduced to network nodes, increases network
efficiency and helps maintain connectivity in the network.

In many emerging IoT applications, such as smart cities or smart transportation, obtaining
information about precise location of involved users or objects plays a key role. M. Frikel,
S. Safi and Y. Khmou in their article Focusing Operators and Tracking Moving Wideband
Sources investigate a new method for localization of mobile terminals, which bases on esti-
mation of two DOA (direction of arrival) by using two different arrays of sensors. In addition,
they propose an algorithm for prediction of the trajectory of moving terminal, which exploits
ARMA model. Presented simulation results illustrate effectiveness of the method to estimate
location and trajectory of moving terminal operating in GSM band.

One of the areas in which IoT can be of great importance is Intelligent Transport Sys-
tems (ITS). M. Kowalewski and A. Pękalski in their article Implementation of Standardized
Cooperation Environment for Intelligent Transport Systems provide a comprehensive overview
of standards related with ITS communication model, with special focus on European
Standards.

Securing computer networks is considered one of the biggest challenges nowadays. Intrusion
Detection System (IDS) is a technology that monitors network and/or computer system for
security violations. In the article L-SCANN: Logarithmic Subcentroid and Nearest Neighbor
T. Ahmad and K. Muchammad investigate a method for data classification in IDS. By re-
ducing the search space in training data, the authors achieve higher efficiency of their IDS,
in terms of lower processing time and greater accuracy, compared with IDS that uses known
TANN method.

The next two papers are devoted to the issues of the physical layer of OSI model. R. Singh
and M. Rawat in their article Closed-form Distribution and Analysis of a Combined
Nakagami-lognormal Shadowing and Unshadowing Fading Channel deal with modeling prob-
lem of the realistic wireless channels that face shadowing and unshadowing fading in wireless
signal propagation. The authors propose a new closed-form probability distribution func-
tion of a Nakagami-lognormal model of fading channel, which next allows them to derive
the closed-form expression of combined Nakagami-lognormal shadowing and unshadowing
fading. The obtained result facilitates carrying out the performance evaluation of wireless
communication links.

T. Kossek, D. Czułek and M. Koba in Long-term Absolute Wavelength Stability of Acetylene-
stabilized Reference Laser at 1533 nm measure the frequency of a laser emitting light in
1550 nm region against optical frequency of commercially available comb generator. Accu-
rate optical frequency standards are important tool in development of fiber optic telecommu-
nications. The authors propose the measuring method that provides high accuracy and high
flexibility compared with methods presented in literature.

The last paper Verification of Staff Proficiency in the Calibration Laboratory on Voltage,
Frequency, Resistance and Capacity Measurements by A. Warzec, M. Marszalec, and M. Lu-
sawa, is concerned with determination of most appropriate algorithm of staff proficiency
verification. The authors, with many years of experience gained in the Laboratory of Elec-
trical, Electronic & Optoelectronic Metrology in National Institute of Telecommunications,
present measurement systems used for verification, analysis of results or simulations, and
show conclusions for selecting best solution.

Piotr Krawiec
Guest Editor
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Abstract—An important technique to optimize a network and

improve network robustness is traffic engineering. As traf-

fic demand increases, traffic engineering can reduce service

degradation and failure in the network. To allow a network

to adapt to changes in the traffic pattern, the research com-

munity proposed several traffic engineering techniques for the

traditional networking architecture. However, the traditional

network architecture is difficult to manage. Software Defined

Networking (SDN) is a new networking model, which decou-

ples the control plane and data plane of the networking de-

vices. It promises to simplify network management, intro-

duces network programmability, and provides a global view

of network state. To exploit the potential of SDN, new traf-

fic engineering methods are required. This paper surveys the

state of the art in traffic engineering techniques with an em-

phasis on traffic engineering for SDN. It focuses on some of

the traffic engineering methods for the traditional network ar-

chitecture and the lessons that can be learned from them for

better traffic engineering methods for SDN-based networks.

This paper also explores the research challenges and future

directions for SDN traffic engineering solutions.

Keywords—application awareness, Software Defined Network-

ing, traffic engineering.

1. Introduction

A major problem with underlying communication network
is the dynamic nature of the network applications and their
environment. This means that the performance require-
ments of the transferred data flows, like Quality of Ser-
vice (QoS), can vary over time. The applications operate
in a wide range of environments, i.e. wired and wireless
with a variety of networking devices. For the applications
to perform effectively, the underlying network should be
flexible enough to dynamically change in response to any
changes in the application requirements and their environ-
ment. The current approaches are either based on static
or overprovisioned overlay networks, or require the appli-
cations to change in accordance with the network perfor-
mance.
An important way to address this problem is through traffic
engineering (TE). It is the process of analyzing the net-
work state, predicting and balancing the transmitted data
load over the network resources. It is a technique used to

adapt the traffic routing to the changes in the network con-
dition. The aim of traffic engineering is to improve network
performance, QoS and user experience, by efficient use of
resources, which can reduce operation cost too. The QoS
techniques assign the available resources to the prioritized
traffic to avoid congestion for this traffic. However, these
techniques do not provide additional resources to the traffic
that requires QoS. The traditional routing techniques do not
provide any mechanism to allocate network resources in an
optimal way.
To address this problem the research community started
working on traffic engineering and proposed new ways to
improve network robustness in response to the growth of
traffic demands. Traffic engineering reduces the service
degradation due to congestion and failure, e.g. link failure.
Fault tolerance is an important property of any network. It
is to ensure that if a failure exists in the network, still the
requested data can be delivered to the destination.
Computer networks consist of numerous networking de-
vices, such as switches, middle boxes (e.g. firewalls) and
routers. Traditional network architecture is distributed, as
shown in Fig. 1, where each networking device has both
the control plane and the data plane. The control plane is
the intelligent part of networking devices. It makes decision
about forwarding and routing of data-flow. The data plane
is the part of a networking device that carries user traffic.
It executes the control plane’s commands and forwards the
data.
Network operators have to manually configure these multi-
vendor devices to respond to a variety of applications and
event in the network. Often they have to use limited
tools such as command line interface (CLI) and some-
times scripting tools to convert these high-level configura-
tion policies into low-level policies. This makes the man-
agement and optimization of a network difficult, which can
introduce errors in the network. Other problems with this
architecture can cause oscillations in the network, since
control planes of the devices are distributed, innovation is
difficult because the vendors prohibit modification of the
underlying software in the devices.
To overcome these problems, the idea of network pro-
grammability was introduced, particularly with the intro-
duction of Software Defined Networking (SDN) [1]. SDN
allows a network to be programmed so that its behavior can
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Fig. 1. Traditional network architecture.

Fig. 2. An example of SDN architecture.

be changed actively on demand and in a fine-grained man-
ner. It is a new networking model, where the control plane
and the data plane are separated. The idea behind SDN
is to simplify network management and enable innovation,
i.e. to develop and deploy new network applications and
services with ease, also to manage and optimize network
performance through high-level policy enforcement.
To optimize these heterogeneous networks, both classic net-
works and SDN-based networks, a number of TE tech-
niques have been introduced. Most are based on tweaking
wide area TE and routing mechanism, such as Equal Cost
Multi-Path routing (ECMP), Intermediate System to Inter-
mediate System (IS-IS), and Multi protocol Label Switch-
ing (MPLS) [2], [3].
From traffic engineering point of view, even though these
techniques perform well, they suffer from several limita-
tions such as, they take routing decision locally, and it is
difficult to change the link weights dynamically. In addi-
tion, while sending traffic these techniques consider few
criteria, such as link capacity.
SDN separates the control plane and data plane of net-
working devices and introduces a well-defined interface,
the OpenFlow protocol [4], between the two planes. The
SDN architecture (Fig. 2) and the OpenFlow takes the

intelligence, control functions, out of networking devices
and place them in a centralized servers called controller,
and provides centralized control over a network. The
SDN/OpenFlow controller acts as an operating system for
the network. It executes the control applications and ser-
vices, such as routing protocols and L2 forwarding. This
configuration abstracts the underlying network infrastruc-
ture. Therefore, it enables the applications and network
services to treat the network as a logical entity.
One of the most widely used SDN enabler is the Open-
Flow v.1.3 protocol. It allows the controller to manage the
OpenFlow switches. The OpenFlow switches contain one
or more flow tables, a group table, and a secure OpenFlow
channel (Fig. 3). The flow tables and the group table are
used for packet lookup and then to forward the packets.
The OpenFlow channel is an abstraction layer. It estab-
lishes a secure link between each of the switches and the
controller via the OpenFlow protocol. This channel ab-
stracts the underlying switch hardware. As of OpenFlow
version 1.5, a switch can have one or more OpenFlow chan-
nels that are connected to multiple controllers.
SDN is, generally, a flow-based control strategy. Through
the OpenFlow a controller can define how the switches
should treat the flows. In a SDN when a source node sends
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Fig. 3. Main OpenFlow switch components.

data to the destination, the switch sends the first packet to
the controller, since it doesn’t know how to treat this packet.
The controller calculates the path for this packet and installs
the appropriate rules in the switches on the packet’s path.
The new networking paradigm, SDN, has introduced new
characteristics such as:

• separation of the control plane functionality, and the
data plane functionality;

• centralized architecture allows the controller to have
a central view of the deployed network. The con-
troller has the global view of the network devices,
servers, and virtual machines;

• network programmability, SDN provides an open
standard, which allows external applications to pro-
gram the network;

• facilitates innovation, new protocols and control ap-
plications can be introduced because OpenFlow pro-
vides the required abstractions, so we do not need to
know the switch internals and configuration;

• flow management, through the OpenFlow a controller
can define flows in different granularity, and how the
switches should treat the flows.

The rest of the paper surveys some of the TE techniques,
and it is organized as follows: Section 2 provides some of
the TE mechanisms available for the classic network archi-
tecture and the assimilation from them. Section 3 describes
an overview of SDN TE solutions. In Section 4, research
challenges and future directions are discussed. Sections 5
and 6 conclude the paper.

2. Review of Classic Traffic Engineering
Techniques

Classic traffic engineering techniques are based on tweak-
ing wide area TE and routing mechanism such as ECMP or
existing routing protocols such as IS-IS or MPLS [2], [3],
[5], [6]. The Open Shortest Path First (OSPF) and IS-IS

routing protocols do not adapt to the changes in the net-
work condition because the link weights are static and
these protocols lack any performance objectives while se-
lecting the paths. The traffic engineering extensions to
IS-IS and OSPF standard, extends these protocols by in-
corporating the traffic load while selecting a path. In these
approaches during link state advertisements, routers adver-
tise the traffic load along with link costs. After routers ex-
change link costs and traffic loads, then they calculate the
shortest path for each destination. These standards require
the routers to be modified to collect and exchange traffic
statistics [5], [6].

Fortz et al. [7] propose a traffic engineering mechanism that
monitors network wide view of the traffic pattern and net-
work topology, then changes the link weights accordingly.
This mechanism is based on the interior gateway proto-
cols, like IS-IS. The authors says that classic inter-domain
gateway protocols are effective traffic engineering tools in
a network, and ensure robustness in terms of scalability
and failure recovery. The introduced mechanism keeps the
router and routing protocols unchanged. The mechanism is
a centralized approach where it monitors the network topol-
ogy and traffic, then optimizes the link costs to provide the
best path possible to address the network goals. Routing
protocols, like OSPF, select the path with minimum cost.
If multiple paths with the same minimum cost are avail-
able then the traffic can be equally distributed among these
paths. This is the concept behind ECMP. As depicted in
Fig. 4, ECMP is a routing technique which balances the
load over multiple paths by routing the packets to multiple-
paths with equal cost. Various routing protocols such as
OSPF and IS-IS explicitly support ECMP routing [8].

Fig. 4. An example of ECMP – there are two paths with equal
cost to the destication node C, i.e. (A, F, C) and (A, F, E, D, C).

Multi-protocol Label Switching, MPLS, provides a tunnel-
ing mechanism. It creates end-to-end connections between
the nodes. MPLS can integrate short path labels with IP
routing mechanism, where the ingress routers assign short
fixed labels to the packets, instead of long network ad-
dresses. The networking devices use this label to forward
the packets to the destination through label-switched path
(LSP). This reduces the routing table lookup overhead.
The MPLS based traffic engineering, MPLS-TE, first re-
serve the resources for end-to-end path and then transfer
the data. It establishes a labeled switched path over links
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with sufficient bandwidth. This technique assures that
enough resources are available for a flow. Since MPLS-
TE works on available bandwidth in one aggregated class,
it does not support QoS [9]. To provide QoS capabil-
ity DiffServe-aware MPLS-TE techniques have been in-
troduced, which combine both the Differentiated Services
(DiffServ) and MPLS traffic engineering techniques to pro-
vide QoS [10]. Dongli et al. [9] analyze the QoS perfor-
mance of DiffServe-aware MPLS traffic engineering tech-
niques. The experimental results show that DiffServ-aware
MPLS-TE can provide good QoS for traffics such as VoIP
and other data, but due to the variable bit-rate property of
the video data, these techniques cannot guarantee QoS for
video data. As compared with conventional routing proto-
col MPLS is more flexible in selecting paths, since it sets
up virtual circuit paths to send the traffic. The disadvan-
tage of MPLS is that network operators need to manage the
resource allocation to each path, and change the network
configuration to adjust the path to the traffic condition. Be-
cause MPLS-TE transfers the aggregated traffics along allo-
cated LSPs, it suffers from scalability and robustness [11].
In MPLS-TE it is necessary to use backup links so that if
any link fails the traffic can be transferred through different
paths.

An important way to balance the traffic over network re-
sources is to disseminate the traffic over multiple paths.
Gojmerac et al. [12] introduce an adaptive multi-path rout-
ing, which allows dynamic traffic engineering. Unlike other
solutions, using global network information, the proposed
technique focuses on local information in each node. This
means the routers exchange information about links only
to their immediate neighbors. So the nodes only have the
information regarding their neighbors. During multi-path
routing any neighboring node which is closer to the des-
tination has a smaller cost than the current node. This
neighboring node is considered as a viable candidate for
the next hop. The advantage of taking routing decision
based on local information is that it can reduce the signal-
ing and memory overhead. The downside to the approach
is, since the nodes do not have the global knowledge of
the network state, it may not result in optimum routing of
the traffic. Also due to the inherent limitation of the tra-
ditional network architecture it cannot adapt to the rapid
changes in the traffic pattern and it can cause oscillation in
the network.

Frank et al. in a [13] propose a content-aware traffic en-
gineering technique for content distribution/delivery net-
works. The content providers duplicate the contents over
distributed server infrastructures to provide better services
to the users in different locations. The authors argue that
it is essential for the content providers to know network
topology and measure network state before mapping user
request to the servers, which can introduce new challenges
such as assigning users to the servers and performing traf-
fic engineering. ISPs have the knowledge of the individ-
ual links status and network topology. This information
can separate the server selection task from content delivery

task, and help the content providers to focus on mapping
the user to a server that provides better user experience.
The introduced traffic engineering uses the information pro-
vided by ISPs along with the user’s location to dynamically
adapt to the traffic demand for the contents on the servers.
This framework focuses on the traffic demand rather than
routing, and uses the knowledge of the content providers
(e.g. server status), and ISPs’ knowledge (e.g. the network
state and the user’s location). For this reason this frame-
work can complement the existing routing protocols and
traffic engineering because it emphasizes on traffic demand
rather than on traffic routing. Routing protocol such as
OSPF and IS-IS are used to produce a routing matrix. With
this matrix it tries to adjust a set of flow demands to re-
duce the maximum link utilization. The results of the ex-
periments show that this framework has improved the user
experience while reducing maximum link utilization and
traffic delay.

Several energy-aware traffic engineering solutions have
been proposed in [14]–[16]. These solutions incorporate
traffic engineering to reduce the energy cost while trying
to keep the network performance unaffected.

Vasic et al. [16] introduce an online traffic engineering tech-
nique. It spreads the load among multiple paths to reduce
the energy consumption without affecting traffic rate. It pre-
sumes that energy-aware hardware is used in the network.
These devices are capable to adjust its operating rate to its
utilization, also they can sleep whenever it is possible to
save energy. To enhance energy saving and keep the trans-
fer rate steady, it transfers the data over multiple paths. The
authors propose a number of techniques where they shift
data to the links with low energy consumption, or they try
to remove the traffic from as many possible links to allow
the links and routers to sleep.

Most of the discussed approaches agree on the point that to
engineer traffic in an efficient way a network-wide approach
is required. When short-term changes happen in traffic vol-
ume the traffic engineering solution should quickly decide
on how to route the traffic to different paths to balance link
utilization. Under such circumstances where traffic pattern
changes frequently, it is important for the traffic engineering
solution to be stable. Otherwise, it can cause oscillation.
Traffic oscillation can have a number of undesirable effects
on the network, for example, switch-buffer overflow, out-
of-order packets, poor allocation of network resources to
the users, traffic delay and service degradation [17]. The
solutions that have the above characteristics are difficult
to implement in the traditional network architecture since
we need to have access to global information in real-time,
which is a tedious work in this paradigm. To find an opti-
mal solution, most of the proposed solutions are based on
local measurements, i.e. require the networking devices to
decide independently on how to send the packets. In the
traditional networks, generally, the link costs are kept static
for a long period. Since the link cost is fixed, the traffic is
transferred through the same path for a long period, until
the link costs are changed.
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For a traffic engineering technique to have an optimum
effect on the network, it should have the following charac-
teristics:

• it should utilize multi-path diversity in the network,

• it should make routing decisions based on the global
view of the network,

• it should consider the flow values.

3. Review of Traffic Engineering
Techniques in SDN

In SDN-based networks the controller can dynamically
change the network state, for example, in traditional net-
works the link cost for routing protocols such as IS-IS are
kept static for a long period. If congestion happens in the
network it may lead to poor delivery of data till the link
costs are changed or the problem is resolved. However,
in SDN these values can be changed more dynamically to
adapt to the changes. More innovative routing mechanism
can be implemented, or the existing routing protocols can
be modified, so that they can change dynamically as per
network state to enhance resource utilization, avoid failure
and congestion, and improve QoS. With the advances in
SDN several traffic engineering techniques have been in-
troduced by the research community. Table 1 summarizes
some of the TE techniques in SDN.
To connect their Data Centers across the world and meet
their performance requirements, Google introduced a Soft-
ware Defined WAN architecture called B4 [18]. B4 is
designed to resolve the problems in Wide Area Network
(WAN) such as reliability, failures, and performance. It
assigns bandwidth to the competing services, dynamically
shifts traffic pattern, and overcomes network failure. B4
is designed to allow rapid deployment of new or standard
protocols and control functions. One of such introduced
functionalities is a traffic engineering mechanism, which
allows applications to dynamically adapt in response to
changes in the network behavior or failure. This architec-
ture employs the routing and traffic engineering as separate
services. The TE is layered on top of the routing proto-
cols. This enables the network with a fallback strategy.
If the TE service faced with a serious problem, it would
be stopped so that the packets are forwarded using short
path forwarding mechanism. This architecture consists of
3 logical layers:

• global layer, allows centralized control of the entire
WAN through logically centralized applications such
as the Central Traffic Engineering server (CTE) and
SDN gateway (it allows centralized control of the
network);

• site controller layer which includes the OpenFlow
controller and network control applications such as
routing services;

• switch hardware layer includes the switches, and per-
forms traffic forwarding.

CTE is responsible for tasks such as measuring the unoc-
cupied network bandwidth for multi-path forwarding, as-
signing and adjusting resource demands among the ser-
vices, and actively relocating traffic from failed links and
switches. SDN gateway provides the network topology
graph for CTE. CTE uses this graph to compute the ag-
gregated traffic at site to site edges. Then, an abstract of
the computed result is fed to TE optimization algorithm to
fairly allocate resources among the competing application
groups/services. To achieve fairness it allocates resources
using Min-Max fairness technique. Based on the applica-
tions’ priority it allocates bandwidth to the applications. It
uses hashed-based ECMP to balance the load among mul-
tiple links.
Hedera [19] is introduced to make an effective use of the
bandwidth in a data center. Hedera detects the elephant-
flows at the edge switches. The Hedera implementation
uses periodic pulling, where it collects statistics every five
seconds to detect large flows. At first switches send a new
flow using its default flow matching rules on one of its
equal-cost paths, until the flow size grows and meet the
threshold. Then, the flow is marked as elephant-flow. The
default threshold is 10% of network interface controller
(NIC). At this point Hedera’s central scheduler uses its
global view of the network and calculates a better path
for the flow and route the traffic. To effectively use the
bandwidth the scheduler calculates the path in a way that it
is non-conflicting, and it can accommodate the flow. This
method can improve the bandwidth utilization, but because
it uses periodic pulling, it can cause high resource utiliza-
tion and overhead.
The main design goal of DevoFlow [20] is to improve
network scalability and performance by keeping the flows
in the data plane as much as possible without losing the
centralized view of the network. This reduces the interac-
tion between control plane and data plane. DevoFlow uses
aggressive use of wildcards to reduce the controller and
switches interactions. Therefore, switches take routing de-
cision locally, while controller manages the overall control
of the network and routes the significant flows, i.e. elephant-
flows. It uses techniques such as packets sampling to col-
lect switch statistic and detect the elephant-flows. The flows
that have transferred a certain number of bytes is marked
as large flow. The suggested threshold is 1–10 MB. In the
beginning DevoFlow forwards the traffic using DevoFlow’s
multi-path wildcard rules. When an elephant flow is de-
tected the controller will calculate the path that is least
congested, and re-route the traffic to this path.
The flow detection mechanisms used in Hedera and De-
voflow have high resource overhead. To overcome this
problem Mahout [21] modifies the end-hosts to detect
elephant-flows. It uses a shim layer in the operating sys-
tem to mark the significant flows. The shim layer moni-
tors the TCP socket buffer and marks the flows when in
a given period the buffer exceeds the rate threshold. It
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Table 1
Overview of traffic engineering techniques in SDN

Technique Description Routing Comments
B4 [18] • it uses a centralized TE, layered on

top of the routing protocols,
• to achieve fairness it allocates re-

sources using Min-Max fairness
technique.

• it uses hashed-based ECMP to
balance the load among multiple
links.

• if TE service can be stopped so that
the packets are forwarded using
short path forwarding mechanism.

Hedera [19] • detects the elephant-flows at the
edge switches,

• if threshold is met, i.e. 10% of
NIC bandwidth, the flow is
marked as elephant flow,

• uses periodic pulling, every 5 s.

• uses the global view of network
and calculate the better paths,
which are non-conflicting, for the
elephant flows.

• it achieves 15.4 b/s throughput,
• achieves better optimal bisection

of bandwidth of network, in com-
parison to ECMP,

• periodic pulling can cause high
resource utilization in switches.

DevoFlow [20] • detects the elephant-flows at the
edge switches,

• if threshold is met, i.e. 1–10 MB,
it marks the flow as elephant-
flow.

• it uses aggressive use of wild
carded OpenFlow rules, and a
static multi-path routing algorithm
to forward the traffic.

• it can improve throughput up to
32% in CLOS network.

Mahout [21] • detects the elephant-flows at end-
host using a shim layer, the default
threshold is 100 k, and then the
flow is marked as elephant-flow,

• it uses in-band signaling to inform
the controller about the elephant-
flows.

• it computes the best path for
elephant-flow; otherwise it for-
wards other flows using ECMP,

• it calculates the path that is least
congested by pulling the
elephant-flow statistics and link
utilization from switches.

• it can detect elephant flow, if
threshold is 100 k, in 1.53 ms,

• it has 16% better bisection than
ECMP.

MicroTE [22] • detect the elephant flows at end-
host,

• it calculates the mean of traffic
matrix between ToR-ToR, if the
mean and traffic is between δ of
each other, default is 20%, then
it is predictable.

• uses short term predictability to
route the traffic on multiple paths,

• the remaining flows are routed by
the EMCP scheme with heuristic
threshold.

• if traffic is predictable it perform
close to optimal performance other-
wise it performs like ECMP.

MiceTrap [23] • it addresses the mice-flows,
• uses end-host elephant-flow detec-

tion to distinguish between mice-
flows, and elephant-flows.

• it aggregates the mice-flows to
improve scalability,

• it route the mice-flows using a
weighted multi.

• N/A.

Rethinking Flow • it is a tag-based classification, • the tag is also an identifier for • it is 3 ms faster than the OpenFlow
Classification • source-edge switch tags the packets matching & forwarding the field matching,
in SDN [26] based on the application classes. packets • it requires introduction of new

API’s to the data plane.

Atlas [25] • it classifies each application
uniquely.

• it uses C5.0 machine learning tool
to classify the applications,

• it requires user to install agents on
their mobile devices to collect infor-
mation to train ML trainer.

• it routes the flow based on applica-
tions, and network requirements.

• it has about 94% accuracy,
• requires extension to OpenFlow.

MSDN-TE [32] • it gathers network state informa-
tion and considers the actual path’s
load to forward the flows on mul-
tiple paths.

• it dynamically selects the best
shortest path among the available
paths.

• it has better performance over other
forwarding mechanisms such as
Shortest Path First,

• it reduced download time by 48%.

uses an in-band signaling mechanism to mark the flows as
elephant-flows and inform the controller about the signif-
icant flows. Mahout uses ECMP to route normal traffic.
When an elephant-flow is detected the controller calculates

the best path for this flow. To calculate the best paths the
controller pulls the elephant-flow statistics and link utiliza-
tion from the switches to select the least congested path.
This method can detect the elephant-flows faster, with lower
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processing overhead than other method. But, it requires
modification of the end-hosts.

In [22] Benson et al. present a traffic engineering mecha-
nism for data center network called MicroTE, which uses
an end-host elephant flow detection to detect the elephant
flows. It exploits short-term prediction, and quickly adapts
to the changes in traffic pattern. To efficiently handle the
network load, it takes advantage of multiple paths in the
network and coordinates traffic scheduling by using global
view of traffic across the available network paths. The au-
thors argue that the traffic nature of data center networks
is bursty, and during long-run time the traffic is unpre-
dictable, above 150 s, but it is predictable in short-time
scale of 1–5 s. The TE methods for ISPs do not perform
well in data center environments because they work on the
granularity of hours, but TE for Data Centers should work
on granularity of seconds.

Unlike MicroTE, MiceTrap [23] incorporates the end-host
flow detection to handle mice-flows and uses OpenFlow
group table (multi-path group type) to aggregate the in-
coming mice-flows for each destination. The authors be-
lieve that TE mechanism, which handles elephant-flows,
can cause congestion to mice-flows, i.e. short-lived flows.
Also the resources should be distributed according to flow
values. Managing mice-flows using ECMP and giving pref-
erence to elephant flows can degrade QoS. MiceTrap archi-
tecture consists of end-host elephant flow detection module,
multi-path aggregates implemented in OpenFlow switch,
and a controller. It uses the kernel-level shim layer ap-
proach to mark the elephant flow detection. The shim
layer method monitors the TCP socket buffer and marks
the flows when in a given period the buffer exceeds the
specified threshold. Multi-path Mice-flow Aggregator, ag-
gregates the incoming mice-flows for each destination. This
reduces the rules for traffic management because if each
mice-flow is managed by an exact flow rule, it will cause
a bottleneck and limit the scalability. The advantage of us-
ing group table is that it saves bandwidth since one single
group message can update a set of flows when the traffic
distribution is changed. It uses a weighted routing algo-
rithm which forwards aggregated traffic into multiple paths
by considering the current network load while calculating
the paths.

These are effective solutions for data center networks, but
they share the network resources based on the flow size
and do not consider the flow-value. An important way
to consider the flow-values is to classify the applications.
Two promising techniques for application classification are
Deep Packet Inspection (DPI) and Machine Learning (ML)
classification method. In comparison to techniques such
as port-based classification, these techniques have a high
classification accuracy. DPI methods inspect the payload of
packets and search for known patterns, keywords or regular
expressions that are characteristic of a given application.
These methods are more accurate, but with higher overhead
(in terms of memory and processing). ML methods exploit
several flow-level features to classify the traffic. To classify

the flows these methods look for known flow behavior such
as packet counts, data bytes, TCP flags, etc. [24].

In the work [25] Qazi et al. try to investigate how to in-
tegrate application awareness in SDN-based networks and
how to classify traffics with high accuracy. A framework
called Atlas is introduced, which is capable of classify-
ing the traffic in the network and enforcing higher layer
policies. The presented framework uses a ML tool called
C5.0 to classify the flows based on the application types.
It shows 94% accuracy. The Atlas framework can classify
each specific application. It can classify each VoIP appli-
cation uniquely rather than classifying them as a common
VoIP flows. Such framework should be scalable so the
application detection and enforcing application-aware pol-
icy is done in a smooth and uninterrupted manner. They
have deployed the framework in the HP Lab wireless net-
work. It requires the users to install software agents on their
mobile devices. These agents collect information such as
active network sockets, Netstat logs for each application.
The agents send this information to the controller, where
the controller runs machine learning trainer. The OpenFlow
switch statistics are extended to store first n packet size
of each flow and announce it to the controller. The con-
troller collects such flow features along with the information
sent by the agents to train the ML tool by using the ML
trainer.

Hamid et al. in [26] introduce a tag-based classification
architecture, where the source-edge switches tag the pack-
ets based on the application classes. This way the network
operator can apply different policies for each of the appli-
cation classes. The tag is also used as an identifier for
matching the packets which reduce the matching overhead.
After a tagged packet is delivered to the destination edge
switch, the switch removes the tag and performs the re-
quired actions, if there is any action, and sends the packet
to the destination host. The experimental result shows this
tag-based approach is 3 ms faster than the hash-based field
matching methods like OpenFlow field matching, and re-
duces processing overhead. To solve the backward compati-
bility, unlike MPLS, the tag is added to the end of packet
instead of its middle. This way, if the variable length packet
is supported, there is no need for whole packet parsing.
Otherwise, the whole packet should be parsed. The down-
side of this approach is that it requires changes in the
switch internal by introducing a new API to the switch
data plane. This API is an application layer processor in the
data plane.

A promising way to address challenges and problems in
distributed environments, such as a computer network, is
with the help of intelligent agents, i.e. Multi-Agent System
(MAS) and mobile agents. Bieszczad et al. [27] describes
how intelligent agents can be used to facilitate network
management. It explains the potential of Intelligent Agents
to tackle various difficulties in different network manage-
ment areas such as fault management, security, performance
management, accounting, etc. SDN provides a good plat-
form for the agents to tackle such difficulties.

9



Mohammad R. Abbasi, Ajay Guleria, and Mandalika S. Devi

In [28] Skobelev et al. propose a task-scheduling system for
SDN-based networks. This system incorporates MAS to
overcome task-scheduling problems in the distributed sys-
tems, i.e. where the servers and computational resources
are distributed. The MAS task scheduler associates the ba-
sic system entities with an agent. It consists of three main
agents:

• task agent represents the task that should be pro-
cessed with minimum cost by a server in the network,

• resource agent provides the system with a server to
process tasks,

• commutator agent is responsible for providing infor-
mation about network state and task allocation to the
nodes.

This system is developed in C#, .NET framework, as a Win-
dows application.
The research [29]–[31] show that by providing application-
awareness and feedback from clients’ machines to the net-
work, the user Quality of Experience (QoE), and resource
utilization can be improved. These works use agents on
user side to collect information (like audio/video quality,
waiting time, etc.) and send this information to the con-
troller to adjust the network state accordingly to improve
users’ QoE.
To address traffic forwarding and traffic engineering in
SDN, Dinh et al. [32] introduced a multipath-based for-
warding traffic engineering mechanism called MSDN-TE.
The goal of this mechanism is to forward the traffic in such
a way that it avoids congestion on any link in the network.
MSDN-TE dynamically selects the best available shortest
paths and forwards the incoming traffic. This TE mecha-
nism gathers network state information and considers the
actual path’s load to forward the flows on multiple paths.
The MSDN-TE is a module which extends OpenDayLight
controller. It consists of three components:

• a monitoring function which is used for gathering in-
formation about network states and flows in the net-
work; for example, flow’s static, link utilization, net-
work topology, etc. The path matrices are refreshed
every 10–15 s;

• the TE algorithm calculates n number of paths, which
have the lowest traffic load, between the source and
destination node. To select the shortest paths Epp-
stein [33] algorithm is used;

• the actuating function supports TE algorithm mod-
ule. It takes certain actions and dynamically al-
lots flows to the selected paths. Compared with the
Shortest Path First and spanning tree, MSDN-TE
shows better performance in regard to download time,
delay and packet drops. For example, it reduced
packet drops by 72.9% in AGIS [34] simulated topol-
ogy and more than 90% in Abilene [34] simulated
topology.

4. Traffic Engineering Research
Challenges

As SDN becomes widely used, the research community
and industry introduce new protocols and control applica-
tions like TE mechanisms. However, like any new tech-
nology the potential of SDN to simplify and improve net-
work management comes with new challenges that need
to be addressed. In this section, some of the challenges
and future directions for traffic engineering in SDN are
discussed, namely, fault-tolerance, energy-awareness, flow-
update scheduling and consistency, and data-flow schedul-
ing and dissemination.

4.1. High-availability

Fault tolerance is an important feature of any computer
network. It means if an unexpected error or problem hap-
pens, like the failure of a link or a switch, the services in
the network will continue to be accessible. The faults in
a network can cause congestion and packet loss. These con-
ditions can last for seconds due to the time it takes for TE
mechanism to respond to the faults and update the network,
i.e. update the topology and switches. In a SDN-based net-
work two types of failure are control plane failure and data
plane failure, like failure of links and switches. Besides
physical/logical failure of control plane, control plane fail-
ure can also refer to a situation when the controller fails
to update switches in the right time, so the switches con-
tinue to forward the traffic with the old rules. This can
lead to congestion because the link capacity is not con-
sidered. There are two approaches to address the faults
in the network: proactive where the paths are calculated
and reserved beforehand, and reactive where the resources
are not reserved until failure happens. The paths are cal-
culated dynamically or decided in advance. Proactive ap-
proach has faster fault recovery since the paths are already
calculated. When a fault occurs there is minimum interac-
tion between the controller and the switch. This approach
is about 5 times faster than reactive approach [35], [36].
But, reactive approach has a lower cost because the link
capacity is not reserved, so it requires less memory in the
control plane.
In [37] Liu et al. have introduced a proactive fault man-
agement TE mechanism, known as forward fault correc-
tion (FFC), which handles both data plane and control
plane faults. In this approach if the number of faults is
smaller than a configurable bound f , it can ensure protec-
tion against failure and congestion in the network. Depend-
ing on the value of f , and the traffic distribution flowing in
the network, FFC provisions a certain amount of link capac-
ity to avoid failure in the network. However, since the link
capacity is pre-provisioned it can have lower throughput.
Kim et al. in [38] introduced a fault-tolerance framework
called CORONET, which uses a centralized controller to
forward packets and can work with any network topology.
CORONET recovers from switch or link failures in a short
period. It uses multi-path routing methods. Its architecture
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consists of modules to discover network topology, route
planning, shortest-route path calculation, and traffic assign-
ment. To simplify packet forwarding, and minimize the
number of flow-rules CORONET uses VLANs mechanism
in the switches. Therefore, it is also scalable.
A traffic engineering framework should detect faults in the
network and re-route the sensitive applications’ traffic by
avoiding the failed areas to allow these applications to work
seamlessly and avoid service degradation. SDN charac-
teristics such as failover mechanism introduced in Open-
Flow protocol, global view of network, and its capability
to dynamically change network state facilitate failure re-
covery. However, it is still challenging since the controller
needs to calculate the new paths and install the flow-rules in
the switches. The TE should achieve low communication
overhead with a trade-off between the latency and memory
usage.

4.2. Energy-awareness

To guarantee QoS in a network, high-end networking de-
vices that have a high power consumption are used. To re-
duce delay and increase reliability, these resources are usu-
ally over-provisioned to increase network capacity. How-
ever, this leads to concerns about greenhouse gas emis-
sion and power wastage. A number of researches show
that non-negligible percentage of world power consump-
tion and CO2 emission is due to information and commu-
nication technologies [39]. This motivated the researchers
to propose new algorithms and devices to address these
difficulties [14]–[16]. These techniques adapt the network
elements’ active time according to the traffic load.
The techniques proposed for classical network architecture
are not as effective as they can be. There are few studies
on energy-aware techniques for SDN-based networks. In
[40] Giroire et al. have introduced an energy-aware rout-
ing technique for SDN that gathers traffic matrix, calculate
the routing paths to guarantee QoS, and put the idle links
and nodes into sleeping mode. This technique considers
both memory limitation of routers and link capacity. SDN
features such as centralized view of network and network
programmability can help to introduce new efficient cen-
tralized energy-aware TE techniques that allow a network
to dynamically adapt to the traffic load and network condi-
tion with the goal of achieving good performance and use
network resources effectively to reduce power consump-
tion. The centralized TE mechanism can shut down a set
of switches and links, when the traffic demand is low to
reduce power utilization while satisfying user experience.

4.3. Data-flow Scheduling

After the rules are installed in the switches, a switch will
match and send the incoming packets to the destination. An
important way to ensure QoS in a network is flow schedul-
ing, where the packets that require better QoS are scheduled
and transferred first. Flow priority is the main scheduling
method [41], [42]. In this method, the flows with higher

priorities are sent first. SDN provides a good platform
to introduce new software-controlled flow schedulers that
are capable of flow-oriented multi-policy scheduling. This
abstraction can help to introduce advanced network config-
urability.
Bo-Yu et al. [43] have introduced an Iterative Parallel
Grouping Scheduling Algorithm, IPGA-scheduling. It is
designed to address the prioritized flow scheduling prob-
lem, which is required for QoS differentiation among differ-
ent prioritized flows, and also energy saving in data center
networks. This system is a Compute Unified Device Archi-
tecture (CUDA) system within SDN controller. CUDA is
a parallel computing architecture developed by Nvidia for
graphics processing.
In [42] Rifai et al. proposes coarse-grained scheduling. The
authors argue that the data center networks and the Inter-
net traffic nature mostly consist of short flows and most
of the flows are carried by TCP. Therefore, the emphasis
of this scheduling system is on flow-size scheduling. This
system uses switch’s OpenFlow flow statistics to identify
the flow-size along with multiple queues per port to imple-
ment 802.1p QoS. The 802.1p standard delegates 8 queues
per port. Two size-based schedulers are introduced. Both
of these schedulers have two queues per port, and it is as-
sumed that they are managed by strict priority scheduler.
Using a scheduler can improve the network performance.
The majority of the schedulers are developed around the
idea of “one size fits all”, or consider only the flow size,
and the flow value. The type of the application is ignored.
These approaches examine, mostly, packet’s priority and
port workload while assigning the flows to a port. For
example, in a VoIP network, the VoIP applications need
to have the highest priority to ensure QoS. Even though
priority-based solutions can address these requirements,
they require precise configuration of the network which is
time-consuming and error-prone.

4.4. Flow-update

In an operating network, the controller may change the
configuration of the switches several times through flow-
updates. Flow-update refers to updating the current switch
configurations, forwarding rules, with new configurations.
Flow-updates are important for various tasks such as fault
management, adapting to changes in traffic pattern, etc.
Flow-update is a challenging task since improper update of
multiple flows can cause problems such as congestion, ser-
vice degradation, and inconsistency in the network. Hence,
flow-update scheduling is an important issue to be ad-
dressed. If a new rule is assigned for each flow it can
increase the resource cost (e.g. processing and memory)
in both the data plane and control plane. Also, the time
that it takes for a flow to be added in a switch adds to the
latency. There should be a tradeoff between load-balancing
and latency.
The most common approaches for flow-update schedul-
ing problem is the two-phase update mechanism, where
controller first installs the new forwarding-rules into the
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switches, if all packets that require the old rules are trans-
ferred, then the new installed rules will be used and the old
forwarding-rules are removed from the switches. Compared
to the one-phase approach, the advantage of this approach
is that the chance of the controller to fail in updating the
switches is lower. However, Li et al. [44] argue that the
two-phase update mechanism is not effective, since it does
not consider the switch’s flow-table size. Thus, to address
the multi-flow update problem, a step-by-step approach is
introduced. This problem is formulated as an optimization
problem to minimize the maximum link utilization, which
is an important network performance metric. In this ap-
proach the controller schedules the flow updates and then
updates each flow step by step, i.e. the path of a flow is
changed to the new one in a step, so if there are n flow up-
dates then the process is completed in n steps. This method
considers both the link capacity and the flow-table size.
In [45] Mahajan believe that flow-update, to ensure consis-
tency, has a number of properties such as loop free, packet
drop free, switch memory limitation, load balancing, etc.
Depending on the type of a network, different consistency,
or combination of the consistency properties are needed,
for example load-balancing or loop free network.

5. Conclusion

In this paper we have reviewed literature in the field of
traffic engineering for both traditional network architecture
and SDN, and examined some of the TE challenges and fu-
ture directions. SDN is a new networking paradigm which
simplifies the network management and enables innova-
tion. It tries to address many problems in the traditional
network architecture by simplifying network management
through centralized management of a network, introducing
network programmability, and providing a global view of
a network and its state. New traffic engineering techniques
are required to exploit these features for better control and
management of traffic. Different TE mechanism should be
included in SDN to control congestion and manage traffic
for different applications in various QoS-sensitive scenarios
such as video or business data, and to provide required QoS
while balancing the load among the available resources in
a network. To improve the network load handling, a traffic
engineering mechanism should enable a network to react in
real-time and classify a variety of traffic types from differ-
ent applications. Routing optimization is one of the main
techniques in TE. It should take advantage of multiple paths
in the network and coordinate traffic scheduling by using
global view of traffic across the available network paths.
Beside load-balancing and optimization of resources, other
components of TE are QoS and resilience form failure.
SDN is currently capable of enforcing policy for lower lay-
ers, i.e. Layer 2-4, but not many studies have explored the
higher layer policy enforcement. By identifying the pack-
ets sent by the applications to the network, it is possible
to enforce higher layer, application layer, policies. Higher
layer policy enforcement can help to engineer resilient and

flexible network. Such networks can be optimized for each
application to provide a good QoS and improve user experi-
ence. The authors described how an end-host flow detection
mechanism and Multi-Agent System can improve network
performance and scalability while reducing complexity.

6. Future Work

In terms of future work, authors plan to propose an efficient
traffic engineer framework, which makes the SDN-based
networks more application-aware. In this work a multi-
agent based software framework consisting of a number of
algorithms for application classification, and data schedul-
ing and dissemination will be developed. The agents are
responsible for application classification of user’s traffic.
Then, the data scheduling and dissemination algorithms
will calculate the best path and order to process and forward
the flow to the destination. All these modules will work
together to ensure high-availability, load-balancing and op-
timizing resource utilization, and also to ensure high-QoS
rating for QoS sensitive applications. This framework can
help to automate the network configuration to achieve high
QoS for the desired applications. By combining techniques
such as scheduling, application classification, and MAS,
a network can deliver better services.
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M. Mellia, “Reviewing traffic classification”, in Data Traffic Moni-

toring and Analysis, E. Biersack, C. Callegari, and M. Matijasevic,
Eds. LNCS, vol. 7754, pp. 123–147. Springer, 2013.

[25] Z. A. Qazi et al., “Application-awareness in SDN”, ACM SIGCOMM

Comp. Commun. Rev., vol. 43, no. 4, pp. 487–488, 2013.

[26] H. Farhadi and A. Nakao, “Rethinking flow classification in SDN”,
in Proc. IEEE Int. Conf. on Cloud Engin. IC2E 2014, Boston, MA,
USA, 2014, pp. 598–603.

[27] A. Bieszczad, B. Pagurek, and T. White, “Mobile agents for network
management”, Commun. Surveys, vol. 1, no. 1, pp. 2–9, 1998.

[28] P. O. Skobelev, O. N. Granichin, D. S. Budaev, V. B. Laryukhin,
and I. V. Mayorov, “Multi-agent tasks scheduling system in software
defined networks”, J. of Physics: Conf. Series, vol. 510, no. 1, p.
012006, 2014 (doi: 10.1088/1742-6596/510/1/012006).

[29] M. Jarschel, F. Wamser, T. Hohn, T. Zinner, and P. Tran-Gia, “SDN-
based application-aware networking on the example of YouTube
video streaming”, in Proc. 2nd Eur. Worksh. on Softw. Defined Netw.

EWSDN 2013, Berlin, Germany, 2013, pp. 87–92.

[30] P. Georgopoulos, Y. Elkhatib, M. Broadbent, M. Mu, and N. Race,
“Towards network-wide QoE fairness using openflow-assisted adap-
tive video streaming”, in Proc. ACM SIGCOMM Worksh. on Fu-

ture Human-Centric Multim. Netw. FhMN 2013, Hong Kong, China,
2013, pp. 15–20.

[31] H. Nam, K.-H. Kim, J. Y. Kim, and H. Schulzrinne, “Towards QoE-
aware video streaming using SDN”, in Proc. Global Commun. Conf.

GLOBECOM 2014, Austin, TX, USA, 2014, pp. 1317–1322.

[32] K. T. Dinh, S. Kukliński, W. Kujawa, and M. Ulaski, “MSDN-
TE: Multipath Based Traffic Engineering for SDN”, in Intelligent

Information and Database Systems. Asian Conference on Intelligent

Information and Database Systems, N. T. Nguyen, B. Trawiński, and
R. Kosala, Eds. Springer, 2016, pp. 630–639.

[33] D. Eppstein, “Finding the k-shortest paths”, SIAM J. Comput.,
vol. 28, pp. 652–673. 1999.

[34] S. Knight, H. X. Nguyen, N. Falkner, R. Bowden, and M. Roughan,
“The Internet topology zoo”, IEEE J. on Selec. Areas in Commun.,
vol. 29, no. 9, pp. 1765–1775, 2011.

[35] S. Sharma, D. Staessens, D. Colle, M. Pickavet, and P. Demeester,
“Enabling fast failure recovery in OpenFlow networks”, in Proc. 8th

Int. Worksh. on the Des. of Reliable Commun. Netw. DRCN 2011,
Kraków, Poland, 2011, pp. 164–171.

[36] D. Staessens, S. Sharma, D. Colle, M. Pickavet, and P. De-
meester, “Software defined networking: Meeting carrier grade re-
quirements”, in Proc. 18th IEEE Worksh. on Local & Metropoli-

tan Area Networks LANMAN 2011, Chapel Hill, NC, USA, 2011,
pp. 1–6.

[37] H. H. Liu, S. Kandula, R. Mahajan, M. Zhang, and D. Gelernter,
“Traffic engineering with forward fault correction”, ACM SIGCOMM

Comp. Commun. Rev., vol. 44, no. 4, pp. 527–538, 2014.

[38] H. Kim, J. R. Santos, Y. Turner, M. Schlansker, J. Tourrilhes, and
N. Feamster, “Coronet: Fault tolerance for software defined net-
works”, in Proc. 20th IEEE Int. Conf. on Network Prot. ICNP 2012,
Austin, TX, USA, 2012, pp. 1–2.

[39] R. Bolla, R. Bruschi, F. Davoli, and F. Cucchietti, “Energy efficiency
in the future Internet: A survey of existing approaches and trends
in energy-aware fixed network infrastructures”, Commun. Surveys &

Tutor., vol. 13, no. 2, pp. 223–244, 2011.

[40] F. Giroire, J. Moulierac, and T. K. Phan, “Optimizing rule placement
in software-defined networks for energy-aware routing”, in Proc.

Global Commun. Conf. GLOBECOM 2014, IEEE, Austin, TX, USA,
2014, pp. 2523–2529.

[41] F. Pop, C. Dobre, D. Comaneci, and J. Kołodziej, “Adaptive schedul-
ing algorithm for media-optimized traffic management in software
defined networks”, Computing, vol. 98, no. 1-2, pp. 147–168, 2016
(doi: 10.1007/s00607-014-0406-9).

[42] M. Rifai, D. Lopez-Pacheco, and G. Urvoy-Keller, “Coarse-grained
scheduling with software-defined networking switches”, in Proc.

2015 ACM Conf. on Spec. Interest Group on Data Commun. SIG-

COMM’15, London, UK, 2015, pp. 95–96. 2015.

[43] B. Y. Ke, P.-. Tien, and Y.-L. Hsiao, “Parallel prioritized flow
scheduling for software defined data center network”, in Proc. 14th

Int. Conf. on High Perform. Switch. & Rout. IEEE HPSR 2013,
Taipei, Taiwan, 2013, pp. 217–218.

[44] Y. Liu, Y. Li, Y. Wang, and J. Yuan, “Optimal scheduling for
multi-flow update in Software-Defined Networks”, J. of Network

& Computer Applications, vol. 54, no. C, pp. 11–19, 215 (doi:
10.1016/j.jnca.2015.04.009).

[45] R. Mahajan and R. Wattenhofer, “On consistent updates in software
defined networks”, in Proc. 12th ACM Worksh. on Hot Topics in

Netw. HotNets-XII, College Park, MD, USA, 2013, p. 20.

Mohammad Reza Abbasi re-
ceived his MCA degree in
Computer Science and Appli-
cations from Panjab University,
Chandigarh, India, in 2013. He
is currently pursuing his Ph.D.
in Panjab University. His re-
search interests include soft-
ware defined networking, net-
work management, and network
virtualization.

13



Mohammad R. Abbasi, Ajay Guleria, and Mandalika S. Devi

E-mail: mabbasi@pu.ac.in
Department of Computer Science & Application
Panjab University
160014 Chandigarh, India

Ajay Guleria received his
Ph.D. degree in Computer Sci-
ence and Engineering from Na-
tional Institute of Technology
Hamirpur. Presently he is work-
ing as Senior System Manager
in Panjab University Chandi-
garh. His current research areas
of interest include software de-
fined networking, information
centric networking, network se-

curity and vehicular ad hoc networks. He is a member of
IEEE, ISTE.
E-mail: ag@pu.ac.in
Computer Center
Panjab University
160014 Chandigarh, India

Mandalika S. Devi is a Profes-
sor in the Department of Com-
puter Science and Applications,
Panjab University, Chandigarh.
She received her Ph.D. degree
in Computer Science and Sys-
tems Engineering from Andhra
University, Visakhapatnam and
M.E. in Computer Science and
Engineering, from NIT, Al-
lahabad. She has completed

M.Sc. in Applied Mathematics from Andhra University,
Visakhapatnam. Before joining Panjab University, she
served Indian Space Research Organization, Sriharikota,
and National Institute of Technical Teachers’ Training and
Research, Chandigarh. Her areas of expertise include algo-
rithms, image processing, distributed artificial intelligence
and educational computing.

E-mail: syamala@pu.ac.in
Department of Computer Science & Application
Panjab University
160014 Chandigarh, India

14



Paper Network Dimensioning

with Maximum Revenue Efficiency

for the Fairness Index
Grzegorz Zalewski1 and Włodzimierz Ogryczak2

1 National Institute of Telecommunications, Warsaw, Poland
2 Institute of Control and Computation Engineering, Warsaw University of Technology, Warsaw, Poland

Abstract—Network dimensioning is a specific kind of the re-

source allocation problem. One of the tasks in the network

optimization is to maximize the total flow on given pairs of

nodes (so-called demands or paths between source and tar-

get). The task can be more complicated when different rev-

enue/profit gained from each unit of traffic stream allocated

on each demand is taken into account. When the total rev-

enue is maximized the problem of starvation of less attractive

paths can appear. Therefore, it is important to include some

fairness criteria to preserve connections between all the de-

mands on a given degree of quality, also for the least attrac-

tive paths. In this paper, a new bicriteria ratio optimization

method which takes into account both, the revenue and the

fairness is proposed. Mathematical model is built in a form

of linear programming. The solutions are analyzed with some

statistical measures to evaluate their quality, with respect to

fairness and efficiency. In particular, the Gini’s coefficient is

used for this purpose.

Keywords—allocation problem, decision problems, dimension-

ing networks, fair optimization, linear programming, maximiza-

tion, multi-criteria.

1. Introduction

A problem of fair allocation of some finite set of resources
appears in various contexts, such as transport or other
branches of economy. In general, network dimensioning
could also be compared with the group of allocation prob-
lems. Let us consider the set of resources and set of possi-
ble allocations of them. Each allocation of the resource is
more or less profitable. The main goal in fairness optimiza-
tion is to treat equal each of these locations in some degree.
Such a decision problems appear in society while distribut-
ing the public goods or allocation of public services. Inter-
esting approach was proposed by Rawls [1] to treat justice
as fairness in social problems and political decisions. The
problem of equity is a complex idea encountered in society
and many times it requires dedicated model of optimiza-
tion [2]. While dimensioning the telecommunication wired
networks, it is required to remember about a lot of restric-
tions. First of all, it is needed to obtain the highest possible
value of total revenue, which is related to profit from each
unit of allocated load on given demand. Demand can be
called also as a path between source and target. There are
resources such as bandwidth or traffic flow, which have to
be allocated on given paths [3]. The main assumption in

this kind of problems is to describe the path character and
next to limit each connection with the value of capacity.
Paths could be formulated in two ways. One is to define
a set of single paths as chain of nodes or links. This ap-
proach does not allow for bifurcation of a path and requires
some work to predefine the set of them. It is the so-called
link-path approach. Another, the node-link approach does
not need setting the path before the optimization process.
It is based on maintaining the flow on source, target and
transitive nodes. In this way the path is allowed to split up.
The model choice is determined by established assump-
tions on traffic flow in the network. No matter which for-
mulation has been chosen, there could appear a problem of
blocking some of demands. When some path shares at least
one link and has different unit revenue the solution max-
imizing the efficiency of the network will allocate whole
bandwidth to more profitable paths. When the decision-
maker is interested in keeping the same degree of quality
on each demand, it is necessary to include the fairness cri-
terion into the optimization problem [4]. There have been
done a lot of work in area of fairness optimization. For
example, it could be the Max-Min [5] or Lexicographic
Max-Min [6], [7] concepts. These methods have high fair-
ness index but in many cases they return not satisfying and
sometimes even dominated solutions. Another concepts to
gain a fair and more efficient solution are methods such
as Proportional-Fairness (PF) [8], Reference Point Method
(RPM) [9], Ordered Weighted Averages (OWA) [10], [11].
The latter methods ensure efficient solutions and, in gen-
eral, allows to control the fairness degree by appropriate
parameters.
In the paper a new method of fair optimization is proposed.
The method is based on so-called ratio model. It allows
to obtain the most satisfying solution with respect to two
different and inversely proportional criteria. The model
formulation guarantees to obtain the solution of maximum
additional revenue from allocated traffic flow with minimal
acceptable fairness. Considering the mean value of revenue
obtained from allocated load on all demands as z, mean
value of some percent of the most discriminated paths as
z0 and result of the solution which should be improved (for
example Max-Min method) as τ the new ratio model of
maximization could be written as follows:

max
{

z− τ
z0

}
. (1)
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In the rest of the paper the model is described in details
and the results of an example of intput data are shown.
For verification there have been chosen the basic statistics
and the Gini coefficient. Consider set D as set of given
allocations (demands), hd as value of allocated resource
on d-th allocation and vector of revenues per unit gained
from allocated resource pd associated with d-th location.
Typical function that is used to describe efficiency criterion
in the easiest form is the total revenue gained from obtained
solution:

T (y) = ∑
d∈D

hd · pd,hd ≥ 0 . (2)

Just mentioned formulation of efficiency criterion, when D̄
denotes the cardinality of set D, could be also written as
the mean (average) outcome:

µ(y) =
∑d∈D hd · pd

D̄
. (3)

Linear formulation maximizes one of mentioned objective
functions (2), (3), always returning the most profitable so-
lution but in the most cases it leads to unfair solution. The
main reason of that is in using the rational model of prefer-
ence like in the standard Pareto-optimal solution concept.
The rational relation of strict preference is denoted with �,
weak preference �, indifference with ∼= [12]. It could be
described using the vector inequalities denoted by ≤, 5

and =. In this notation the rational relation of preference
is defined by the following formulas:

y′ � y′′ ⇔ y′ = y′′ ⇔ y′i = y′′i , (4)

y′ � y′′ ⇔ y′ ≥ y′′ ⇔ (y′i = y′′i and not y′i 5 y′′i ) , (5)

where yi is the i-th vector value. Additionally it meets the
base assumptions of rational preference:

• reversible
y � y , (6)

• transitivity

(y′ � y′′)∧ (y′′ � y′′′) ⇒ (y′ � y′′′) , (7)

• strict monotonicity

y+ εei � y,ε > 0 , i = 1,2, . . .d , (8)

where ei is the i-th objective function unit vector on
decision area Y .

Many times it can appear a problem of starvation some
less attractive paths (with respect to revenue/profit). It is
often not acceptable by the decision-maker and in this
case Pareto-optimal solution is not good enough. One way
to preserve the fairness is to add constraints, which en-
force the model to treat impartially (anonymously) all the
demands. Such a model of preferences is well-defined
when for each vector of allocated resources is fulfilled

(hτ(1),hτ(2), . . . ,hτ(d))∼= (h1,h2, . . . ,hd), for various permu-
tation τ of set D = 1,2, . . . ,d. Fulfillment of the above as-
sumptions allows us to obtain so-called anonymous rational
relation of preferences. Additionally, fulfillment of another
axiom, the Pigou-Dalton principle of transfers (9), leads to
equitable relation of preferences.

yi′ > yi′′ ⇒ y− εei′ + εei′′ � y, 0 < ε < yi′ − yi′′ . (9)

Every optimal solution of anonymous and equitable aggre-
gation of multiple criteria problem leads to a fairly efficient
solution (or simply fair solution) [13]. The fairly efficient
solution is also Pareto-optimal but not vice-versa.
To quantify the fairness of the system there are a lot of
equality (or inequality) measures. According to work has
been done by Lan and Chiang [14] in area of fairness op-
timization it should be noticed that there exist five funda-
mental axioms, which should not be omitted by fairness
measure. Those axioms are:

• continuity,

• homogeneity,

• saturation,

• partition,

• starvation.

Over the years many of measures which meet those axioms
have been proposed [15]–[18], [20], [21]. For example,
there are:

• maximum absolute difference or the mean absolute
difference,

• maximum absolute deviation or the mean absolute
deviation

• standard deviation or the variance,

• the mean (downside), the standard (downside) or the
maximum semi deviation,

• k-largest semi deviations,

• Gini coefficient,

• Jain’s index.

The inequality measures take the value of 0 for perfectly
equal outcomes and the higher positive values for more
unequal solutions. The most frequently used is the Gini
coefficient. It is formulated as relative mean difference and
is given by the formula:

G(d) =

∑
i∈D

∑
j∈D

|hi −h j|

2D̄2µ(d)
. (10)

Standard bicriteria mean-equity model takes into account
both the efficiency with optimization of the mean outcome
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µ(y) and the equity with minimization of an inequality
measure (or maximization of the equality measure) ρ(y).
Each measure has its own characteristic features, unfor-
tunately, sometimes not able to use it effectively in opti-
mization process directly. However, for several inequality
measures, the reward-inequality ratio optimization

max
{

µ(d)− τ
ρ(d)

, d ∈ Q
}

, (11)

guarantees fairness of the solutions. This applies, in par-
ticular, to the worst conditional semi deviation.

2. Mathematical Optimization
Model

The optimization task refers to allocation the load (traffic
flow) on the set of given demands D, and d ∈ {1, . . . , D̄}.
Each demand is associated with vector of revenues per
unit pd . As example, the Polish backbone network is
adopted. Each link existed in graph is included in the set L
and is marked by l ∈ {1, . . . , L̄}. Similarly, the set N con-
tains all nodes and each node is marked as n ∈ {1, . . . , N̄}.
Traffic flow could come into each node and get out from
it in the same value exact source and target nodes. The
node-link approach was chosen for make the possibility
of paths bifurcation. This requires additional parameters
which values are included in the matrices of incidences
between nodes and links. Parameter anl is an element of
outcome links matrix and if l-th link comes out from n-th
node takes value of 1 and 0 otherwise. The similar schema
is in income links matrix case. Its parameter bnl takes the
value of 1 when l-th link comes into the n-th node and
0 otherwise. Such notation is frequently uses in directed
graphs, like the model described in the paper. In undi-
rected graph case the values of those matrices would be
the same. In typical network dimensioning the goal is to
maximize the total flow (traffic stream, volume of band-
width allocation, etc.). This variable is described as hd
and refers to the volume of flow allocated on d-th demand.
Ratio optimization mathematical model is formulated as
follows:

max
z− τ

z0
, (12)

z−u+

∑
d∈D

kd

β · D̄
= z0,kd ≥ 0 , (13)

kd +hd · pd ≥ u , (14)

z =
1
D̄ ∑

d∈D
hd · pd , (15)

∑
l∈L

anl · xld −∑
l∈L

bnl · xld =





hd if n = sd
0 if n 6= sd , td
−hd if n = td

, (16)

∑
d∈D

xld ≤ cl , ∀l ∈ L . (17)

In the ratio model Eqs. (13) and (14) ensure the order-
ing of considered objective functions. They contain the
non-negative kd and unbounded u variables, which guar-
antee a best solution in refer to some fair degree. More
precisely it guaranties a special treat of the least values
of allocated traffic flow. In optimization process, when
z0 variable is tending to possibly minimal value, the u
variable is in inversely proportional. Moreover, when the
u parameter is getting greater values, the Eq. (14) maxi-
mizes some part of kd variables, which could be treated
as the most discriminated demands. In each iteration, as
the given percentage of the most discriminated demands,
a z0 parameter is chosen. This percentage refers to one of
the control parameter β [22]. Further, there are the mean
of all of objective functions needed to improve, labeled
as τ . It should be noted that τ in example included in ar-
ticle has been calculated using the Max-Min method but it
is not necessary to do. Depending on the given β degree,
τ could accept greater values then τMaxMin but never greater
then maximal achievable mean value, which is obtained for
the simple maximization of total system efficiency (τMAX ).
In other words decision maker could substitute as τ each
value included in just mentioned interval. However, if
the greater the τ parameter is, the less fair solution will
be. To ensure the node-link model assumptions is formu-
lated as (16) constraint. It is formulated for three cases of
node types:

• source,

• target,

• and connection node.

It is also important to remember about maximum capacity
of each link (cl) in the network (17) – see Table 1.

Fig. 1. An illustration of analyzed network.
(See color pictures online at www.nit.eu/publications/journal-jtit)
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Table 1
Arc’s characteristic

Arc ID Start node Target node Capacity (cl)

1 Kołobrzeg Szczecin 150

2 Gdańsk Kołobrzeg 100

3 Białystok Gdańsk 100

4 Rzeszów Białystok 150

5 Rzeszów Kraków 100

6 Katowice Kraków 80

7 Katowice Wrocław 100

8 Wrocław Poznań 150

9 Poznań Szczecin 150

10 Bydgoszcz Kołobrzeg 30

11 Warszawa Gdańsk 80

12 Białystok Warszawa 100

13 Warszawa Kraków 100

14 Katowice Łódź 80

15 Łódź Wrocław 80

16 Poznań Bydgoszcz 90

17 Warszawa Bydgoszcz 200

18 Łódź Warszawa 120

21 Szczecin Kołobrzeg 150

22 Kołobrzeg Gdańsk 100

23 Gdańsk Białystok 100

24 Białystok Rzeszów 150

25 Kraków Rzeszów 100

26 Kraków Katowice 80

27 Wrocław Katowice 100

28 Poznań Wrocław 150

29 Szczecin Poznań 150

30 Kołobrzeg Bydgoszcz 30

31 Gdańsk Warszawa 80

32 Warszawa Białystok 100

33 Kraków Warszawa 100

34 Łódź Katowice 80

35 Wrocław Łódź 80

36 Bydgoszcz Poznań 90

37 Bydgoszcz Warszawa 90

38 Warszawa Łódź 120

Model described above, unfortunately, cannot be used in the
most of linear programming packages. It is caused by non-
linear dependencies in the main objective function (12). To
face the problem variables v = z/z0 and v0 = 1/z0 have
been introduced. Next, all the constraints were divined by
z0 and the following submissions have been made: h̃d = hd

z0
,

k̃d = kd
z0

, ũ = u
z0

, x̃ld = xld
z0

. After that the ratio optimization
model is written as the following linear program:

max v− τ · v0 , (18)

v =
1
D̄ ∑

d∈D
h̃d · pd , (19)

v− ũ+

∑
d∈D

k̃d

β · D̄
= 1 , (20)

k̃d + h̃d · pd ≥ ũ , ∀d ∈ D , (21)

∑
l∈L

anl · x̃ld −∑
l∈L

bnl · x̃ld =





h̃d if n = sd
0 if n 6= sd , td
−h̃d if n = td

, (22)

∑
d∈D

x̃ld ≤ cl · v0 , ∀l ∈ L . (23)

The experiments are performed for example of Polish back-
bone network [23]. Arrangement of given demands is pre-
sented in Fig. 1.

3. Results

In computations the CPLEX package was used as opti-
mization environment. In the paper the results have been
obtained for several configurations of control parameters
(such as β and τ) and are presented in the Table 4. Con-
sidering the algorithm of described dimensioning problem
optimization, there has been done several iterations as it
is shown in Fig. 2. First, the solution of ratio model has
been obtained τ = MAXMIN(H). Next the value of τ , were
taking greater values, obtained from previous solutions of
ratio model optimization – RM(H). The steps were re-
peated until the receive of maximal value of τ related to
simple maximization concept solution – MAX(H).

Fig. 2. An algorithm of decision process.
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Table 2
Values of Gini coefficient for chosen control parameters

τ β = 0.1 β = 0.2 β = 0.3 β = 0.5 β = 0.8

3667 0.10 0.10 0.10 0.10 0.10

3950 0.11 0.11 0.11 0.09 0.11

4000 0.56 0.45 0.51 0.63 0.51

4100 0.56 0.48 0.43 0.54 0.43

4200 0.66 0.50 0.53 0.49 0.53

4300 0.62 0.63 0.52 0.53 0.52

5000 0.49 0.53 0.59 0.60 0.59

6500 0.66 0.51 0.62 0.64 0.62

7800 0.56 0.51 0.62 0.62 0.62

Table 3
Values of the mean traffic flow of obtained solutions

τ β = 0.1 β = 0.2 β = 0.3 β = 0.5 β = 0.8

3667 4258 4258 4258 4400 4400

3950 4288 4288 4288 5040 5040

4000 6269 6269 6269 5040 5040

4100 6269 6269 6269 5040 5040

4200 7900 7900 6823 7505 6840

4300 7900 7900 7900 7660 7560

5000 7900 7900 7900 7660 7560

6500 7900 7900 7900 7660 7640

7800 7900 7900 7900 7900 7900

Considering the algorithm of described dimensioning prob-
lem optimization, there has been done several iterations.
First, the solution of ratio model has been obtained τ =
MAXMIN(H). Next the value of τ is taking greater values,
obtained from previous solutions of ratio model optimiza-
tion. The steps are repeated until the receive of maximal
value of τ related to simple maximization concept solution
MAX(H). Values presented in Tables 2 and 3 are in refer-
ence to several control parameters configurations. β param-

Fig. 3. A plot illustrating the course of Gini coefficient.

Fig. 4. A plot illustrating the course of mean value.

eter is related to percent of the most discriminated demands
and it affects the dynamic of the mean value changes. Dif-
ferent situation is for the values of the Gini coefficient.
The changes of β parameter have not impact for this in-
equality measure. Ratio model gives a capability of obtain
some set of solutions in reference to chosen τ values and
shows a spectrum of it, from more to less fair. The goal
of each iteration of optimization process is to return the

Table 4
Detail table of solution obtained for β = 0.3 and given values of τ

d pd τ = 3667 τ = 3950 τ = 4000 τ = 4100 τ = 4200 τ = 4300 τ = 5000 τ = 6500 τ = 7800

1 200 3666.67 3647.06 2461.54 9076.92 16000 20000 12000 32000 16000

2 50 3666.67 3647.06 1846.15 1846.15 0 0 0 0 0

3 150 3666.67 3647.06 1846.15 1846.15 1846.15 12000 9000 9000 9000

4 100 6166.67 6000 11000 10692.3 7923.08 12000 8000 6000 6000

5 60 3666.67 3647.06 1846.15 1846.15 1846.15 0 0 0 0

6 200 3666.67 4000 24000 18000 24000 18000 34000 18000 34000

7 50 3666.67 3647.06 1846.15 1846.15 1846.15 0 0 0 0

8 150 5750 6000 6000 6000 6000 6000 9000 9000 9000

9 100 5000 5000 10000 9692.31 6923.08 11000 7000 5000 5000

10 60 3666.67 3647.06 1846.15 1846.15 1846.15 0 0 0 0
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highest possible grow of efficiency of the system with the
lowest possible loss of fairness. Figures 3 and 4 presents
a graphs of changes of just mentioned values according to
value of τ . Additional in Fig. 4 are added bars to visu-
alize the changes of most discriminated value for value of
β = 0.3 MD(0.3). Just mentioned degrees are suitable for
the assessment of obtained solution but it not include the
information about assigned 0 values to given demands. In
some cases the situation such that (where at least one of
objective function vector value gets 0) provides the non-
acceptable judgment in the terms of justice. Considering
solutions obtained for β = 0.3 the most visible growth of
the mean value and the Gini index, according to increase of
τ , is for the third iteration. Table 4 presents the solutions
for this value of β in details. The outcome vectors which
contains all non-zero values were assigned for the four first
iterations of considered values of τ . It is necessary to de-
cide if the solution which takes a 0 for at least one value
of objective functions is automatically not fair. If such an
assumption is made, according to Table 4 the solutions ob-
tained for τ ≥ 4200 should be rejected in terms of fairness
criterion. In calculations, the algorithm was stopped when
τ parameter reached the value equal to simple maximiza-
tion solution. Considering Figs. 3 and 4, the algorithm
should be stopped some steps earlier. However, in the pa-
per there was presented approach of finding the spectrum
of solutions more or less fair, to demonstrate the range of
options from the most fair to the most efficient. Next step
belongs to the decision-maker who has his own preferences
and may decide about the fairness degree of the selected
solution.
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Abstract—When dealing with multicriteria problems, the ag-

gregation of multiple outcomes plays an essential role in find-

ing a solution, as it reflects the decision-maker’s preference

relation. The Ordered Weighted Averaging (OWA) operator

provides a flexible preference model that generalizes many ob-

jective functions. It also ensures the impartiality and allow to

obtain equitable solutions, which is vital when the criteria

represent evaluations of independent individuals. These fea-

tures make the OWA operator very useful in many fields, one

of which is location analysis. However, in general the OWA

aggregation makes the problem nonlinear and hinder its com-

putational complexity. Therefore, problems with the OWA

operator need to be devised in an efficient way. The paper

introduces new general formulations for OWA optimization

and proposes for them some simple valid inequalities to im-

prove efficiency. A hybrid structure of proposed models makes

the number of binary variables problem type dependent and

may reduce it significantly. Computational results show that

for certain problem types, some of which are very useful in

practical applications, the hybrid models perform much better

than previous general models from literature.

Keywords—location problem, mixed integer (linear) program-

ming, multiple criteria, ordered weighted averaging.

1. Introduction

In many practical problems we have to deal with multiple
conflicting criteria. Typically, there does not exist unique
optimal solution for such problems and we need to use
decision-maker’s preference to solve them. We have to be
able to compare different alternatives and decide, which one
is better from a decision-maker point of view. A common
approach is to aggregate all original criteria by some scalar-
izing function into one overall objective function. In this
solution concept an aggregation is crucial, as it provides
the preference model, and thus determines preference rela-
tion between alternatives. The so-called Ordered Weighted
Averaging (OWA) operator provides a parameterized aggre-
gation function that generalized many scalarizing functions,
including the most popular the average and the maximum
(minimum) along with many other cases. The OWA opera-
tor, introduced by Yager [1], is a special weighted average,
where weights are assigned to the ordered values of out-
comes (i.e. to the largest value, the second largest and so
on) rather than to the specific outcomes.
The OWA operator not only generalizes various objective
functions, but also ensures impartial and in some circum-

stances equitable solutions. It plays an essential role when
the distribution of outcomes is more important than val-
ues’ assignment to specific outcomes. It is the case when
we deal with outcomes that express, for example, the eval-
uation of multiple independent users or scenarios. Thus,
the OWA aggregation has been widely applied in different
domains [2]–[4]. However, when we aggregate the vari-
able criteria by the OWA operator, we get the nonlinear
problem, even if the original problem has a linear formu-
lation. Yager [5] showed that this type of nonlinearity can
be transformed into a Mixed Integer Linear Programming
(MILP) problem. Furthermore, in [6] it was proofed that
the OWA optimization with appropriate monotonic weights
can be expressed as linear programming (LP) problem of
higher dimension, allowing to improve solution techniques
for many related problems [7].
The outcomes distribution is important in location anal-
ysis when we deal with independent clients [8]. Within
this field the so-called Ordered Median (OM) function was
developed and analyzed [9], which in fact corresponds to
the OWA operator. Thus, several models and some dedi-
cated solution methods for the OWA optimization were de-
veloped within the location analysis, including branch and
bound [10] or branch and cut [11], [12] approaches. A sig-
nificant improvement in computational efficiency has been
made. However, the solution times are still not satisfac-
tory. Besides, some of these formulations take advantage
of specific assumptions such as free self-service.
In this paper a new general MILP model for the OWA
optimization is introduced, which is the extension of the
LP formulation [6] and can be applied to any non-negative
preference weights w. Some similar concept of LP formu-
lation extension has been recently applied for the weighted
OWA aggregation [13]. Due to hybrid structure with the
linear and the mixed integer linear parts, the number of bi-
nary variables in our new formulations depend on problem
type and can be substantially reduced for some of them. We
evaluate new models for the discrete location problems, but
we do not exploit any specific structure and assume only
the non-negativity of the outcomes for some results. We
also propose some simple valid inequalities to improve the
computational performance of new formulations, which we
set together with one of the most efficient general model
for OWA optimization (see comparison in [14]).
The paper is organized as follows. In Sections 2 and 3
the problem is formally defined and the hybrid models for
the OWA optimization are developed. In Section 4 the ex-
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perimental procedure is described and results are presented.
Section 5 concludes and proposes some further research
directions.

2. Problem Formulations

We consider uncapacitated discrete location problem [15],
which can also be defined as network location problem,
where facilities are allowed to be placed only on vertices
(or subset of vertices) of the underlying network. Given
a set of m clients and a set of potential facility locations,
which without loss of generality can be assumed to be
identical sets, we have to place n facilities (n ≤ m) and
assign them to clients to meet the demand. We aim at op-
timizing a given objective function, which is usually based
on abstract distances (e.g. geographic distances, service
costs, service times) between the clients and the facilities.
We assume no capacity limit of facilities, so each client is
assigned the closest facility. The model can be formally
expressed in the following form:

min (y1,y2, . . . ,ym) , (1a)

s.t. yi =
m

∑
j=1

ci jx′i j ∀i , (1b)

m

∑
j=1

x j = n , (1c)

m

∑
j=1

x′i j = 1 ∀i , (1d)

x′i j ≤ x j ∀i, j , (1e)

x j ∈ {0,1} ∀i, j , (1f)

x′i j ≥ 0 ∀i, j , (1g)

where ci j denotes the cost of satisfying the total demand
of client i from facility j. The main decisions are de-
scribed by binary variables x j ( j = 1,2, . . . ,m) equal 1 if
a facility is placed at site j and equal 0 otherwise. Ad-
ditional binary variables represent allocation decisions: x′i j
(i, j = 1,2, . . . ,m) is equal to 1 if the demand of client i is
satisfied by facility j and 0 otherwise. Due to lack of ca-
pacity restriction, each client will be assigned to the closest
facility, and therefore variables x′i j can be relaxed to contin-
uous variables. The auxiliary variable yi (1b) expresses the
cost of satisfying the demand of client i. Constraint (1c)
enforces that exactly n facilities are placed. Constraint (1d)
limits each client to be assigned only one facility and con-
straint (1e) ensures that the assignment is done to the ex-
isting facilities. Thus, constraints (1c)–(1g) define the set
of feasible solutions Q, which is mapped into the set of
attainable outcome (cost) vectors y by constraint (1b).
We want to obtain efficient solutions of problem (1) in
the sense of outcomes yi = fi(x) for i = 1,2, . . . ,m us-
ing the OWA operator. To define the OWA aggrega-
tion of a vector y = (y1,y2, . . . ,ym) more formally, let
us introduce the ordering map Θ : Rm → Rm such that
Θ(y) = (θ1(y),θ2(y), . . . ,θm(y)) satisfies θ1(y) ≥ θ2(y) ≥

. . . ≥ θm(y) and there exist a permutation τ of set I such
that θi(y) = yτ(i) for i = 1,2, . . . ,m. Then for a given pref-
erence weight vector w = (w1, . . . ,wm) with wi ≥ 0 for all i,
the OWA operator takes the form

Aw(y) =
m

∑
i=1

wiθi(y). (2)

Finally, we apply formula (2) to problem (1) and receive
the following optimization problem

min{Aw(y) : y = f(x), x ∈ Q}.

3. Optimization Models

At first we recall the LP formulation for the OWA opti-
mization [6] that can be used with appropriate monotonic
weights (non-increasing in case of minimization). Then we
extend it by mixed integer linear part, and thus making it
valid to any non-negative preference weights.

3.1. LP Model for OWA

The ordering operator Θ in the OWA aggregation is nonlin-
ear and, in general, it leads to complex optimization models.
However, in special case with non-increasing weights the
OWA aggregation is piecewise linear convex function and
can be minimized using the linear programming form [6].
This so-called deviational model exploits the linear pro-
gramming representation of the cumulated ordered out-
comes Θ̄(y) = (θ̄1(y), θ̄2(y), . . . , θ̄m(y)), where

θ̄k(y) =
k

∑
i=1

θi(y) ∀k

expresses the total of the k largest outcomes. These quan-
tities can be determined as

θ̄k(y) = kθk(y)+
k−1

∑
i=1

(θi(y)−θk(y)) ∀k ,

where the k-th largest outcome θk(y) is treated as a refer-
ence value to which its deviations from greater outcomes
are added. Provided we introduce the explicit variables
dik for deviations, each θ̄k(y) for any given y ∈ Rm and
k = 1, . . . ,m can be found by solving the following LP prob-
lem:

θ̄k(y) = min
tk ,dik

(ktk +
m

∑
i=1

dik) , (3a)

s.t. dik ≥ yi − tk ∀i , (3b)

dik ≥ 0 ∀i . (3c)

Variable tk corresponds to k-th largest outcome (strictly
speaking in optimal solution θk+1(y) ≤ t∗k ≤ θk(y) for k =
1, . . . ,m− 1 and t∗m ≤ θm(y); and t∗k = θk(y) provided that
at most k−1 variables dik > 0).
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The ordered outcomes can be determined as differences
θk(y) = θ̄k(y)− θ̄k−1(y) for k = 2, . . . ,m and θ1(y) = θ̄1(y).
Hence the OWA aggregation ∑m

k=1 wkθk(y) with weights
wk can be replaced by ∑m

k=1 w′
kθ̄k(y), where w′

m = wm and
w′

k = wk −wk+1 for k = 1,2, . . . ,m−1. Therefore, as shown
in [6], in case of non-increasing and non-negative original
weights (w1 ≥ w2 ≥ . . . ≥ wm ≥ 0), the OWA optimization
problem can be formulated as follows:

min
tk ,dik,yi

m

∑
k=1

w′
k(ktk +

m

∑
i=1

dik) , (4a)

s.t. dik ≥ yi − tk ∀i,k , (4b)

dik ≥ 0 ∀i,k , (4c)

y = f(x), x ∈ Q . (4d)

3.2. Hybrid Model for OWA

In LP formulation (4) we minimize the upper bound of
function ktk + ∑m

i=1 dik for each k = 1,2, . . . ,m. We then
multiply these bounds by modified weights w′

k in the ob-
jective function (4a). If original weights wk do not satisfy
monotonicity condition (non-increasing), some weights w′

k
are negative and then the problem (4) is unbounded. To
make it valid for general case, we need to apply a lower
bound for function ktk +∑m

i=1 dik.
The cumulative sum of the k-th largest outcomes θ̄k(y) can
be determined in a similar way like in (3) by using a lower
bound of function ktk + ∑m

i=1 dik. However, it requires bi-
nary variables. For any y∈Rm and k = 1, . . . ,m the problem
is as follows:

θ̄k(y) = max
ρk,t′k ,d

′
ik,zik

ρk , (5a)

s.t. ρk ≤ kt ′k +
m

∑
i=1

d′
ik , (5b)

t ′k +d′
ik ≤ yi +M(1− zik) ∀i , (5c)

d′
ik ≤ Mzik ∀i , (5d)
m

∑
i=1

zik = k , (5e)

zik ∈ {0,1} ∀i . (5f)

For any k = 1, . . . ,m there are m binary variables zik. They
determine which constraints (5c) are relaxed by adding
large constant M and which variables d ′

ik are non-zero
according to (5d). If zik = 1, then for respective i con-
straint (5c) becomes active and d ′

ik may take positive values.
Thus, according to maximization, t ′k + d′

ik becomes equal
to yi. Solving this problem amounts to selecting k vari-
ables zik (i = 1, . . . ,m), which take value 1 in order to make
the respective sums t ′k +d′

ik as large as possible. Therefore,
in optimal solution the value 1 is taken by k variables zik
that correspond to the k largest outcomes yi. Variable t ′k is
not greater than k-th largest outcome due to k active con-
straints (5c); and k respective variables d ′

ik complete t ′k to
the k largest outcomes.

Formulation (5) can be simplified by removing the binary
component from formula (5c). The character of t ′k changes
a little bit, but the optimal value still equals the sum of
the k largest outcomes.

Proposition 1: For any given vector y ∈ Rm, the sum of
its k largest components θ̄k(y) can be found as the optimal
value of the following MILP problem:

θ̄k(y) = max
ρk,t′k ,d

′
ik,zik

ρk , (6a)

s.t. ρk ≤ kt ′k +
m

∑
i=1

d′
ik , (6b)

t ′k +d′
ik ≤ yi ∀i , (6c)

d′
ik ≤ Mzik ∀i , (6d)
m

∑
i=1

zik = k , (6e)

zik ∈ {0,1} ∀i . (6f)

Proof: In order to proof the proposition, we will
show that the optimal value of problem (6) is the same
as that of problem (5). First of all, we may notice that
problem (6) is a restriction of problem (5). Every feasible
solution of (6) is also a feasible solution of (5). Consider
any feasible solution of (5). Let I1

k = {i : zik = 1} be the
subset of i ∈ I for which zik = 1 and respectively I0

k = I \ I1
k .

For each i ∈ I1
k , constraint (5c) simplifies to (6c), and thus

any feasible solution of (5) satisfies (6c) for i ∈ I1
k . If fea-

sible solution of (5) additionally satisfies (6c) for i ∈ I0
k ,

then it is also a feasible solution of (6). Otherwise, there
is some number s of i ∈ I0

k for which t ′k +d′
ik > yi. Accord-

ing to (5d), as d′
ik ≤ 0 for i ∈ I0

k then t ′k > yi for some s
of i ∈ I0

k . However, each such solution can be replaced by
equally good or better alternative, which violates at most
s−1 constraints (6c) for i ∈ I0

k . We can determine

δ = min
i∈I0

k ,

yi<t′k

(t ′k − yi) , (7)

replace t ′k by t̆ ′k = t ′k − δ and d′
ik by d̆′

ik = d′
ik + δ for these

i’s for which d̆′
ik ≤ Mzik is satisfied. It holds at least for all

i ∈ I1
k as follows

d̆′
ik = d′

ik +δ ≤ yi − t ′k +δ by (5c) ,

≤ yi −θm(y) by (7) ,

≤ θ1(y)−θm(y) ≤ M .

So d̆′
ik ≤ Mzik is satisfied at least for i ∈ I1

k , and thus at least
r ≥ k variables d′

ik can be replaced by d̆′
ik, obtaining

kt̆ ′k +
m

∑
i=1

d̆′
ik = kt ′k +

m

∑
i=1

d′
ik +(r− k)δ ≥ kt ′k +

m

∑
i=1

d′
ik.

It means that for any feasible solution of (5), reducing the
number of violated constraints (6c) for i ∈ I0

k , we can ob-
tain not worse corresponding feasible solution of (6). In
conclusion, the optimal value of problem (6), similarly like
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the optimal value of problem (5), determines the sum of
the k largest components of any given vector y ∈ Rm.

From proposition (1), we can also conclude that for any
k = 1, . . . ,m, one of the optimal solution of problem (6) is
one with t ′∗k = θm(y) and d′∗

ik = yi −θm(y) for these i’s that
correspond to the k largest outcomes yi, and d′∗

ik = 0 for the
rest of i’s. In general, the following holds:

Lemma 2: For any given vector y∈Rm and any given value
ζ ≤ θm(y), there exists the optimal solution of problem (6)
with t ′∗k = ζ .

Proof: As stated above, problem (6) has the optimal
solution with t ′∗k = θm(y). We will show that the value of
the objective function is constant for t ′k ≤ θm(y) for any
k = 1, . . . ,m. The objective function of problem (6) can be
expressed as

g(t ′k) = kt ′k + ∑
i∈I1

k

min(yi − t ′k,M)+ ∑
i∈I0

k

min(yi − t ′k,0) , (8)

where I1
k = {i : zik = 1} with |I1

k | = k and I0
k = I \ I1

k with
|I0

k | = m− k. For any given t ′k ≤ θm(y), provided that con-
stant M is large enough, function (8) can be simplified to

g(t ′k) = kt ′k + ∑
i∈I1

k

(yi − t ′k) = ∑
i∈I1

k

yi , (9)

and thus the value of the g(t ′k) is constant in the considered
interval.
Using problem (6), we can now propose the optimization
model of OWA for any weights wk ≥ 0, which is based on
function ktk +∑m

i=1 dik.

min
ρk,tk ,dik,t′k,d

′
ik,zik,yi

m

∑
k=1

w′
kρk , (10a)

p.o. ktk +
m

∑
i=1

dik ≤ ρk ∀k , (10b)

tk +dik ≥ yi, dik ≥ 0 ∀i,k , (10c)

ρk ≤ kt ′k +
m

∑
i=1

d′
ik ∀k , (10d)

t ′k +d′
ik ≤ yi ∀i,k , (10e)

d′
ik ≤ Mzik ∀i,k , (10f)
m

∑
i=1

zik = k ∀k , (10g)

zik ∈ {0,1} ∀i,k , (10h)

y = f(x), x ∈ Q . (10i)

Formulation (10) is a valid optimization model for OWA.
However, we do not need to use both lower and upper bound
for each k = 1, . . . ,m. We need constraints (10b) and (10c)
only for k for which w′

k ≥ 0. What is more important, we
need constraints (10d)–(10h) only for k for which w′

k < 0.
It significantly reduces the number of variables too. Vari-
ables tk, dik are defined only for w′

k ≥ 0, whereas t ′k, d′
ik and

zik only for w′
k < 0. Taking advantage of above observa-

tions, the OWA optimization problem takes the following
form:

min
ρk,tk ,dik,

t′k ,d
′
ik,zik,yi

m

∑
k=1

w′
kρk , (11a)

s.t. ktk +
m

∑
i=1

dik ≤ ρk ∀k;w′
k ≥ 0 , (11b)

tk +dik ≥ yi, dik ≥ 0 ∀i,k;w′
k ≥ 0 , (11c)

ρk ≤ kt ′k +
m

∑
i=1

d′
ik ∀k;w′

k < 0 , (11d)

t ′k +d′
ik ≤ yi ∀i,k;w′

k < 0 , (11e)

d′
ik ≤ Mzik ∀i,k;w′

k < 0 , (11f)
m

∑
i=1

zik = k ∀k;w′
k < 0 , (11g)

zik ∈ {0,1} ∀i,k;w′
k < 0 , (11h)

y = f(x), x ∈ Q . (11i)

It is clear now that problem (11) has hybrid structure and
consists of linear part with constraints (11b)–(11c), and
of mixed integer linear part with constraints (11d)–(11h).
The linear part, for w′

k ≥ 0, is in fact the LP prob-
lem (4). The mixed integer linear part is much more
computationally expensive. However, it is worth to notice
that the number of binary variables is proportional to the
number of negative weights w′

k. If we define this set as
K− = {k : w′

k < 0,k = 1, . . . ,m}, the total number of binary
variables equals |K−|m. Taking into account that preference
weights wk ≥ 0 and w′

m = wm, w′
k = wk−wk+1, the cardinal-

ity of set K− may be at most m−1. Therefore, it seems that
hybrid model can be an interesting alternative for other gen-
eral MILP formulations for OWA optimization, where the
number of binary variables is of order m2 independently of
problem type (for instance, models M1 and M2, compared
in [14]). On the other hand, here we have O(m2) addi-
tional continuous variables, whereas other MILP formula-
tions usually introduce O(m) continuous variables. More-
over, the formulation has more constraints – in both cases
the number of constraints is of order m2, but in our for-
mulation the proportional factor is greater. Due to these
observations, formulation (11) seems interesting for prob-
lems with small number of negative weights w′

k. It is es-
pecially true for trimmed mean problems, where only one
weight w′

k is negative. Trimmed mean problems are used
when we want to discard some of the largest and smallest
outcomes, and are ones of the most useful among problems
with non-monotonic weights.
To improve the computational efficiency of formula-
tion (11), we consider some simple valid inequalities for
the mixed integer linear part. From now on, we also as-
sume that the outcome vector is non-negative, i.e. y ≥ 0.
This is very general assumption that holds not only in lo-
cation problems but also in many others.
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Proposition 3: There exists an optimal solution of (11) that
satisfies the following constraints:

(i) non-negativity of d′
ik

d′
ik ≥ 0 ∀i,k;w′

k < 0, (12)

(ii) non-negativity of t ′k

t ′k ≥ 0 ∀k;w′
k < 0, (13)

(iii) non-decreasing order of binary variables zik for each i

zik ≤ zik′ ∀i,k;k ∈ {K− \max{K−}};k′ = suc(k),
(14)

where suc(k) = min{k′ : k′ ∈ K−∧k′ > k} is the suc-
cessor function within set K−.

Proof: There exists an optimal solution of (11) that
satisfies constraints (12)–(13) if for any k = 1, . . . ,m for
which w′

k < 0 there exists an optimal solution of (6) that
satisfies constraints (12)–(13). We will consider a specific
optimal solution of (6) for any k = 1, . . . ,m. To show con-
straint (14) holds, we will consider relation between optimal
solutions of (6) for different k,k′ = 1, . . . ,m (k′ > k).
Due to Lemma 2 for any y ∈ Rm and any value ζ ≤ θm(y),
there exists the optimal solution of (6) with t ′∗k = ζ . Since
we have assumed y ≥ 0, our consideration can be limited
to ζ ∈ [0,θm(y)]. Lets consider the optimal solution with
t ′∗k = θm(y). It follows directly that the optimal solution
satisfies (13). Then, for any k = 1, . . . ,m

d′∗
ik =

{
min(yi −θm(y),0) = 0 for i ∈ I0

k ,

min(yi −θm(y),M) = yi −θm(y) ≥ 0 for i ∈ I1
k ,

and the optimal solution satisfies (12).

Inequality (14) is defined only if |K−| ≥ 2. Due to formula
(9) of the objective function, we know that for any k, indices
i ∈ I1

k will correspond to k largest components of outcome
vector y. So, if yi is one of the k largest outcomes, then
z∗ik = 1. If we consider formulation (6) for the same y and
any k′ > k, it follows that yi is also one of the k′ largest
outcomes, and thus z∗ik′ = 1. The reverse implication is
analogous. If yi is not one of the k′ largest outcomes, then
it is not one of the k < k′ largest outcomes, and thus when
z∗ik′ = 0, it follows that z∗ik = 0. So, for the same y and
any k,k′ = 1, . . . ,m (k′ > k), the optimal solutions of (6)
satisfies inequality z∗ik ≤ z∗ik′ for any i = 1, . . . ,m. Thus, the
optimal solution of (11) with t ′∗k = θm(y∗) satisfies (14) for
all k ∈ K−.
We can conclude that there exists the optimal solution
of (11) that satisfies constraints (i)–(iii).

Formulation (6) can be further modified by reducing the
number of variables and simplifying some constraints.

Proposition 4: For any given vector y ≥ 0, the sum of its k
largest components θ̄k(y) can be found as the optimal value
of the following MILP problem:

θ̄k(y) = max
ρk,y′ik ,zik

ρk , (15a)

s.t. ρk ≤
m

∑
i=1

y′ik, (15b)

y′ik ≤ yi ∀i, (15c)

y′ik ≤ Mzik ∀i, (15d)
m

∑
i=1

zik = k, (15e)

zik ∈ {0,1} ∀i. (15f)

Proof: We will show that the optimal value of prob-
lem (15) is the same as that of problem (6).
By Lemma 2, we know that for any value ζ ≤ θm(y) there
exists the optimal solution of problem (6) with t ′∗k = ζ .
As y ≥ 0, we may set t ′k equal to any value from interval
[0,θm(y)], and the optimal value of problem (6) still equals
the sum of the k largest components of outcome vector y.
Let t ′k = 0 in problem (6), then we get problem (15), where
variables d′

ik are replaced by y′ik. This change in notation
follows the change in variables interpretation. Variables d ′

ik
stand for deviations of k largest outcomes from reference
value. When we set the reference value to 0, these variables
represent in fact the k largest outcomes.
In conclusion, the optimal value of problem (15), similarly
like that of problem (6), is equal to the sum of the k largest
components of outcome vector y.

Analyzing problem (15), we can see now that con-
sraints (15c) and (15d) form a linearization of formula

y′ik ≤ yizik ∀i.

We can use problem (15), similarly like problem (6), to
determine the sum of the k largest components of outcome
vector y for k for which w′

k < 0. The general model for the
OWA optimization is as follows:

min
ρk,tk,dik,
y′ik,zik,yi

m

∑
k=1

w′
kρk , (16a)

p.o. ktk +
m

∑
i=1

dik ≤ ρk ∀k;w′
k ≥ 0, (16b)

tk +dik ≥ yi, dik ≥ 0 ∀i,k;w′
k ≥ 0, (16c)

ρk ≤
m

∑
i=1

y′ik ∀k;w′
k < 0, (16d)

y′ik ≤ yi ∀i,k;w′
k < 0, (16e)

y′ik ≤ Mzik ∀i,k;w′
k < 0, (16f)

m

∑
i=1

zik = k ∀k;w′
k < 0, (16g)

zik ∈ {0,1} ∀i,k;w′
k < 0, (16h)

y = f(x), x ∈ Q. (16i)

Problem (16) is another version of hybrid model and in
comparison to (11) has slightly fewer continuous variables
(by the number of negative weights w′

k). The structure of
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Table 1
Problem types defined by the vector of preference weights w with respect to the number of clients m and the number

of facilities n (dae, bac denote the ceil and floor of a, respectively)

Type Name/description Weighting vector w

T1 k1 + k2-trimmed mean

(0, . . . ,0︸ ︷︷ ︸
k1

,1, . . . ,1,0, . . . ,0︸ ︷︷ ︸
k2

) k1 =
⌈ m

10

⌉
,

k2 =
⌈
n+ m

10

⌉

T2 Alternating 0’s and 1’s, beginning with 1 (1,0,1,0,1,0, . . .)

T3 Alternating 0’s and 1’s, beginning with 0 (0,1,0,1,0,1, . . .)

T4 Repeating the sequence (1,1,0) (1,1,0,1,1,0, . . .)

T5 Repeating the sequence (1,0,0) (1,0,0,1,0,0, . . .)

T6 From 1 increasing by 1 (1,2, . . . ,m−1,m)

T7
Ending with 3m and decreasing towards beginning
in a piecewise linear manner, k weights by 3, next k
weights by 2 and rest by 1

(. . . ,3m−5k−2,3m−5k−1, k =
⌊m

3

⌋

3(m− k)−2k, . . . ,3(m− k)−2︸ ︷︷ ︸
k

,

3(m− k), . . . ,3(m−1)︸ ︷︷ ︸
k

,3m)

constraints (16d) and (16e) is simpler than that of (11d)
and (11e), respectively.
For problem (16), we also consider an impact of valid in-
equality (14). The proof that it is a valid inequality for (16)
is analogous to that in Proposition 3.

4. Computational Tests

To investigate the computational performance of the pro-
posed formulations, we have applied them to various loca-
tion problems and compared their results. We have used
CPLEX solver to solve problems. The experimental scheme
has been analogous to that presented in [16]. We have
considered some parameters of location problems and have
defined the set of their possible values. Then we have
generated various testing instances as the combinations of
parameters’ values. We have taken into account the follow-
ing parameters: the number of sites (clients), the number
of facilities to be placed, and the type of problem defined
by the vector of preference weights.
The number of sites (clients) m determines the size of
the problem. Six different values are considered m ∈
{8,10,12,15,20,25}. The second parameter, the number
of facilities n, is defined as proportional to the problem
size, and the following cases are examined:

⌈m
4

⌉
,

⌈m
3

⌉
,⌈m

2

⌉
and

⌈m
2 +1

⌉
, where dae is the smallest integer value

not smaller than a. The last parameter is the vector of
preference weights w, which defines the problem type (the
objective function) and determines the structure, and thus
the complexity of the problem. We consider seven prob-
lem types with non-monotonic or increasing weights, which
are defined in Table 1. In case of non-increasing weights,
our hybrid models simplify to LP formulation (4), which
performs much better than MILP models and was studied

for location problems in [14]. The trimmed mean problem
(T1) discard some of the largest and smallest outcomes and
is considered as a robust objective. Problem types T2–T5
are artificial and are mainly used to check the computa-
tional efficiency for very irregular preference weights. The
last two problem types, T6 and T7, represent increasing
weights and can be treated as extended version of difficult
min-min problems.
We have generated 15 cost matrices, for each size case,
with zero on the main diagonal (Free Self-Service, FSS)
and remaining entries randomly generated from a discrete
uniform distribution on the interval [1,100]. These matrices
have been combined with each combination of parameters
with the corresponding problem size. Thus, we have re-
ceived 15 problem instances differing in cost matrices for
each combination of the number of sites, the number of
facilities and the problem type. To solve them, we have
applied the CPLEX 12.4 from IBM ILOG CPLEX Opti-
mization Studio [17]. Computation have been carried out
on a machine with the Intel Core2 Duo 2.53 GHz (mobile)
and 4 GB of RAM. A time limit of 600 s has been imposed
on maximum solution time for a single problem instance.
We have investigated the following formulations:

• MH11 – basic problem (11),

• MH12 – problem (11) with inequality (12),

• MH13 – problem (11) with inequality (13),

• MH14 – problem (11) with inequality (14),

• MH15 – problem (11) with inequalities (13), (14),

• MH21 – basic problem (16),

• MH22 – problem (16) with inequality (14).
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Table 2
Average solution times of hybrid models and one of the most efficient general previous MILP model M1

(upper index depicts the number of instances out of 15 that reached the limit of 600 s;
“–” means that all 15 instances reached the time limit)

Problem CPU[s]
Type m n M1 MH11 MH12 MH13 MH14 MH15 MH21 MH22

T1

8

2 0.35 0.05 0.05 0.06 0.05 0.06 0.08 0.08
3 0.29 0.05 0.05 0.07 0.05 0.07 0.07 0.06
4 0.15 0.05 0.05 0.06 0.05 0.06 0.06 0.06
5 0.06 0.05 0.04 0.05 0.05 0.05 0.05 0.05

10

3 1.85 0.08 0.09 0.15 0.09 0.15 0.15 0.15
4 1.33 0.09 0.09 0.14 0.09 0.14 0.13 0.13
5 0.67 0.11 0.11 0.11 0.11 0.12 0.11 0.11
6 0.28 0.10 0.10 0.10 0.10 0.10 0.09 0.10

T2

8

2 0.09 52.48 51.39 10.22 3.97 2.69 10.98 2.62
3 0.07 53.16 54.28 7.02 3.63 2.39 7.58 2.10
4 0.04 50.14 53.76 5.06 3.61 1.48 5.74 1.38
5 0.04 52.74 52.91 4.68 4.26 1.23 4.91 1.20

10

3 0.32 – – – 167.56 103.15 – 108.89
4 0.15 – – – 160.29 83.34 – 96.73
5 0.12 – – – 157.81 72.70 – 82.83
6 0.06 – – – 152.06 56.88 – 58.92

T3

8

2 0.28 148.20 151.27 18.73 6.36 2.53 19.88 2.73
3 0.20 177.86 189.57 14.01 6.42 2.02 14.05 1.88
4 0.14 170.15 199.93 11.29 6.65 2.25 11.41 2.17
5 0.06 163.80 159.00 8.66 6.44 1.32 7.13 1.30

10
3 0.94 – – – 294.08 91.91 – 96.32
4 0.84 – – – 321.08 84.96 – 90.87
5 0.51 – – – 313.26 72.61 – 74.96
6 0.39 – – – 297.26 68.36 – 70.64

T4

8
2 0.10 1.41 1.72 0.21 0.68 0.19 0.19 0.18
3 0.09 2.06 2.29 0.19 0.63 0.19 0.17 0.17
4 0.05 1.71 1.81 0.13 0.53 0.13 0.13 0.12
5 0.03 1.50 1.49 0.11 0.53 0.11 0.11 0.11

10

3 0.24 1346.19 2393.42 12.78 22.12 6.25 10.21 6.11
4 0.18 1327.38 1364.44 6.66 20.24 4.35 6.34 4.61
5 0.13 310.17 260.00 5.54 23.00 3.08 4.32 3.49
6 0.07 207.92 226.05 2.03 19.51 1.53 1.93 1.63

T5

8

2 0.10 2.57 2.85 0.83 0.80 0.65 0.76 0.62
3 0.08 2.33 2.30 0.93 0.69 0.58 0.89 0.59
4 0.06 2.17 2.40 0.64 0.63 0.49 0.62 0.45
5 0.03 1.90 1.99 0.33 0.54 0.33 0.38 0.32

10

3 0.28 3416.97 2416.28 45.31 25.34 11.81 43.93 12.12
4 0.15 1287.87 311.06 36.27 24.31 9.77 31.67 9.37
5 0.12 291.73 289.73 34.71 25.30 9.44 30.62 9.10
6 0.09 293.54 310.41 26.53 24.76 8.06 27.82 7.68

T6

8

2 0.30 – – 0.28 8.88 0.22 0.26 0.21
3 0.22 – – 0.18 14.44 0.15 0.16 0.14
4 0.11 – – 0.11 19.69 0.09 0.09 0.09
5 0.04 – – 0.06 24.00 0.05 0.05 0.04

10

3 1.81 – – 2.68 4490.57 0.68 3.36 0.66
4 0.79 – – 0.65 14593.68 0.40 0.54 0.35
5 0.46 – – 0.30 – 0.21 0.26 0.19
6 0.16 – – 0.15 – 0.13 0.13 0.11

T7

8

2 0.12 12536.72 11528.55 0.13 3.47 0.11 0.12 0.10
3 0.08 – – 0.09 7.50 0.07 0.06 0.08
4 0.04 – – 0.05 11.19 0.05 0.05 0.05
5 0.03 – – 0.03 15.50 0.03 0.03 0.03

10

3 0.42 – – 0.38 195.78 0.32 0.52 0.27
4 0.19 – – 0.18 1361.19 0.17 0.16 0.14
5 0.10 – – 0.09 7518.86 0.09 0.09 0.09
6 0.05 – – 0.07 14589.66 0.06 0.06 0.06
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Table 3
Average solution times of the most efficient hybrid

and previous MILP models for selected problem types
(upper index depicts the number of instances

out of 15 that reached the limit of 600 s;
“–” when all 15 instances reached the time limit)

Problem CPU[s]

Type m n M1 MH22

T1

12

3 11.80 0.64
4 7.86 0.39
6 2.11 0.37
7 1.33 0.33

15

4 162.75 0.90
5 94.90 0.81
8 11.70 0.77
9 5.56 0.73

20

5 – 2.47
7 – 2.31
10 12551.73 3.03
11 4305.99 2.93

25

7 – 24.37
9 – 32.14
13 – 43.77
14 – 44.54

T6

12

3 11.79 3.64
4 10.95 1.61
6 1.77 0.46
7 0.54 0.20

15

4 156.83 37.00
5 101.02 7.54
8 11.19 0.91
9 3.05 0.54

20

5 – 13574.93
7 – 5297.77
10 – 10.45
11 7476.59 5.67

25

7 – 14595.39
9 – 12532.15
13 – 64.75
14 – 37.10

T7

12

3 1.47 1.29
4 0.71 0.46
6 0.20 0.16
7 0.10 0.12

15

4 5.59 6.18
5 2.61 1.85
8 0.27 0.53
9 0.15 0.35

20

5 100.52 8356.07
7 29.00 173.42
10 4.97 4.08
11 1.71 3.12

25

7 8480.75 11480.85
9 3252.69 4277.26
13 24.44 14.56
14 12.89 8.78

4.1. Results

Table 2 presents solution times for instances with 8 and
10 locations. Solution times for model MH1 vary widely
between different types of problem and inclusion of some
valid inequalities. In general, valid inequalities allow to
improve the performance and reduce the solution time. An
exception is inequality (12), which hardly influence the
computational performance. Inequalities (13) and (14) in
most cases shorten the solution time of one or two orders of
magnitude. The best results are obtained for trimmed mean
problems (T1), and it is consistent with our expectation. In
this case, valid inequalities do not influence the solution
time significantly. In fact, inequality (14) is not defined for
T1 problems as there is only one negative weight w′

k. The
valid inequalities significantly improve results for problems
T2–T5. However, the solution times for these problems are
much longer than for other types. Interesting situation is for
problems T6 and T7, which in theory are the most difficult
as there are the maximum number of negative weights w′

k.
Basic model MH11, indeed, performs very poorly. How-
ever, formulations with valid inequality (14) and especially
with (13) achieve much shorter solution times, even of three
orders of magnitude.
Analyzing model MH2, we see that its basic formulation
MH21 performs much better than basic formulation MH11
of model MH1. In fact, basic formulation MH21 per-
forms similar to formulation MH13, and formulation MH22
achieves similar solution times to formulation MH15. Gen-
erally, formulations MH15 and MH22 seem to be the best
ones from examined hybrid models.
We have also compared the hybrid models with one of the
most efficient MILP model for the OWA optimization from
literature (see model M13 from [14]). Table 2 shows clearly
that the hybrid models perform much worse for problem
types T2–T5. On the other hand, for problem types T6
and T7 they obtain similar or shorter solution times. For
trimmed mean problem (T1) the results show the advan-
tage of hybrid models even more (formulation MH22). To
investigate it a little more, Table 3 presents the results for
problems T1, T6 and T7 with 12–25 locations. It reveals
that hybrid model has much better performance for trimmed
mean problems, presents the substantial advantage for T6
problems and has similar efficiency for T7 problems. So
the hybrid models are specially useful for trimmed mean
problems, which seems to be one of the most important
for practical application from all non-monotonic problem
types, to which linear model can not be applied.

5. Conclusions

The paper analyzes the OWA optimization models for
discrete location problems. The OWA operator provides
a parametrized preference model that generalizes many ob-
jective functions and allows to obtain impartial solution,
what is important when we consider independent clients.
Unfortunately, the ordering operator hinders the problem
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increasing its computational complexity. Therefore, the ef-
ficient formulations for OWA optimization are sought. We
introduce general MILP models that can be applied for any
non-negative preference weights. It extends the LP for-
mulation, adding the mixed integer part. We also propose
some simple valid inequalities to improve the computational
performance. The results show the advantage of proposed
new hybrid formulations over other general MILP models
from literature for some specific problem types. The great-
est improvement is obtained for trimmed mean problems.
This is particularly important as trimmed mean problems
seems to be one of the most useful in practical applications
from all other problem types with non-monotonic prefer-
ence weights, which can not be solved by LP model. On the
other hand, hybrid models perform very poorly for prob-
lem types T2–T5. However, these types represent rather
artificial objective functions (preferences) with little practi-
cal value. The proposed models perform surprisingly well
for problems with increasing weights, which require the
largest number of binary variables. For example, consid-
ering problems T6, the hybrid models obtain much shorter
solution times than previous general formulations.
The presented new models shorten solution times for some
specific problems, but there is still room for improvement.
As mentioned before, presented formulations are general
and can be applied to various multicriteria problems (for
MH2 and inequality (13) we only require the non-negativity
of the outcomes). Some modifications and valid inequal-
ities that exploit specific problem structure (such as free
self-service assumption) may increase the computational
efficiency.
As the location problem with OWA objective is an NP-hard
problem, heuristic methods seems a reasonable approach.
Despite this fact, the literature on approximation algorithms
for these problems is rather limited. Thus, it is also the area
where we are currently carrying out some research.
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Abstract—The paper presents results of empirical study on

creation of added value in Polish telecom sector, based on

Economic Value Added (EVA) indicator. First, an EVA anal-

ysis was performed for publicly traded telecom companies.

Next, the effectiveness of EVA itself in management of tele-

com companies was evaluated. A statistical analysis was made

to investigate dependence between EVA and other indicators

of company value, confirming that EVA sign and magnitude

are in agreement with indicators based on data from finan-

cial books. Finally, the effectiveness of using EVA for predic-

tion of market capitalization of telecom companies was inves-

tigated. Overall results do not give a clear picture and cannot

allow to state that EVA is a better determinant of value of

telecom company than financial indicators like Earnings Per

Share (EPS).

Keywords—Economic Value Added, empirical study, statistical

analysis, telecom sector.

1. Introduction

The purpose of this analysis was to evaluate the creation
of added value and usefulness of the Economic Value
Added (EVA) indicator in Polish telecom companies in the
2007–2015 period.
EVA is an indicator of company efficiency developed in the
1980s by J. Stern i G. Bennett Stewart III at Stern Stew-
art & Co [1]. The economic value added is a measure
of company efficiency showing the income after deduction
of full costs of capital. EVA is a tool used for corporate
financial management. The economic value added is under-
stood as a true profit generated by given company after tak-
ing into account all costs, including interest, taxes and fees
for capital invested by the owners [2]. According to some
economists, EVA is the best available indicator of company
efficiency in a one-year timeframe, and EVA-based finan-
cial management systems allow to make decisions bringing
gains for the owners and generating economic profits for the
company [3]. At the same time, multiple empirical studies
do not confirm such positive evaluation of this indicator.
This analysis is focused on evaluation of efficiency of us-
ing the EVA indicator in Polish telecom sector. In the first
phase, EVA was used to evaluate the creation of added
value by Polish telecom enterprises between 2007 and
2015. Next, EVA values were compared to other efficiency
indicators of telecom companies. Finally, the dependence

between EVA and market capitalization of each company
listed at the Warsaw Stock Exchange was analyzed in at-
tempt to estimate to what extent the economic value added
can be a basis for predicting the future value of telecom
company.

2. Evolution of EVA of Polish Telecom
Companies

The study was carried out by means of financial and statisti-
cal analysis of publicly available data, included in financial
reports and annual reports published by telecom compa-
nies active in Poland. The sample for analysis comprised
of eight telecom companies listed on the Warsaw Stock
Exchange: Orange, Netia, MNI, Hyperion, Easy Call, Me-
diatel, Telestrada, and Open-NET (reports available only
for the 2010–2015 period). The study covered a group of
listed companies belonging to different sections of telecom
market – representing different scale of business, resources,
and experience, providing different services and operating
in accordance with different business models.
The EVA indicator was calculated according to a standard
formula [4]:

EVA = NOPAT− IC ·WACC , (1)

where: NOPAT denotes the net operating profit after tax,
IC the invested capital and WACC the weighted average cost
of capital. They are explained in details in the following
subsections.

2.1. Net Operating Profit After Tax

The basis for calculation of the EVA indicator in Eq. (1) for
a given year is the net operating profit after tax (NOPAT).
NOPAT = EBIT · (1−T ), in turn, is calculated as an op-
erating profit reduced by a standard tax rate (T = 19% in
Poland); in case of an operating loss the tax equals T = 01.
The net operating profit after tax shall, in accordance with
EVA assumptions, reflects the true value generated by com-
pany operations. Therefore, the value included in financial
reports in accordance with Polish accounting law – the op-
erating profit (or loss) was subject to several corrections,

1According to annual reports of companies studied for the 2007–2015

period.
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Table 1

Corrections to operating profit during calculation of EVA and their effects

Correction Description Evaluation of scale and effect on NOPAT

Proceedings from sale of durable
assets during a given year

Profit generated by sale of durable assets re-
duced the value of net operating profit used in
EVA calculation, while a loss increased this
value. Sale of assets is excluded from cal-
culation of NOPAT due to being a one-time
event and termination of company activity in
a given field.

A half (four) of telecom companies analyzed in
this study sold some assets during this period.
Two of them – Mediatel and Hyperion made
large transactions that had a substantial influ-
ence on operating profit.

Subsidies and grants
Proceedings from subsidies and grants were
excluded from the result as they are not a re-
sult of company operations.

Despite use of grants by some of analyzed com-
panies, a substantial effect on operating profit
was recorded only by EasyCall in 2014 and
2015.

Write-offs updating the value
of assets

Operating profit was corrected of value
of write-offs updating the value of company
assets.

Write-offs updating the value of assets were
made during the 2007–2015 period by all sub-
jects analyzed. Material influence on operating
profit occurred in smaller companies: Mediatel,
Hyperion, Open-NET, EasyCall, and Telestrada.
In most cases, exclusion of updating write-offs
improved the operating profit.

Effects of extraordinary events

The effects of extraordinary events in
a given year (e.g. compensation received
and paid, settlements with trading partners,
cancelations of receivables and payments)
were removed from the operating profit.

Extraordinary events were recorded in large and
medium companies, usually as result of court
settlements between companies (Orange, Netia,
Mediatel) and cancelations of receivables and
payments (Orange, Mediatel, Hyperion). Influ-
ence of extraordinary events on operating profit
is particularly visible in case of Mediatel and
Netia (one-time effect at Netia in 2014 was as
much as 141 million PLN due to settlements
with Orange).

Interest included in the
operating profit

In calculations here, also the interest received
and paid as results of loans made to depen-
dent companies or received form them, and
included in the operating profit was removed.
The interest, being a result of financial oper-
ations, does not belong to operating profit as
defined in analysis of EVA.

Interest on loans made to dependent companies
were present only in case of Netia. The cor-
rection had no meaningful effect of operating
profit.

Variations in currency exchange
rates

Effects of variations in currency exchange
rates included in the operating profit were ex-
cluded from EVA calculations, similarly as
interest.

Variations in currency exchange rates were in-
cluded in operating profit reported by Orange,
Netia and Mediatel. The influence of related
corrections on operating profit of companies
studied was small.

Excessive deprecation

The methodology of EVA calculation as-
sumes standard deprecation rates. Excessive
(above standard) values were excluded form
results for a given period.

This correction applies only to Mediatel for the
2008–2010 period. Due to additional depreca-
tion in this period, the correction had positive
influence on operating profit of this company.

Costs of research and development
activities

Costs related to R&D activities in a given
year were excluded from calculation of op-
erating profit. In accordance with method-
ology of EVA calculation, R&D costs were
removed from result for a given year and
added, in a capitalized form, to value of cap-
ital invested, increasing own capital of given
company.

R&D cost were include only in financial reports
and annual reports of Orange, and suitable cor-
rections were made for this company only.
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as defined in the methodology of calculating the Economic
Value Added [5], [6]. Calculations made for the purposes
of this study included corrections for the following:

• proceedings from sale of durable assets during
a given year,

• subsidies and grants,

• write-offs updating the value of assets,

• extraordinary events,

• interest included in the operating profit,

• variations in currency exchange rates,

• excessive deprecation,

• research and development costs [7].

Detailed list of corrections made in the course of analysis,
together with evaluation of their scale and influence on
results of the study is presented in Table 1.
Corrections made allowed to correctly estimate the oper-
ating profits of telecom companies being a subject of this
study. It needs to be noted, that influence of these correc-
tions on final values of EVA was relatively small.
Values of NOPAT calculated this way were subsequently
re-calculated into theoretical net values by subtraction of
19% tax on operating profit. In case of operating loss, no
taxes were calculated.

2.2. Invested Capital

The invested capital (IC) in Eq. (1) reflects funds engaged
in company operations in order to generate the net operating
profit after tax – NOPAT [8]. The invested capital is a sum
of company own capital, in accordance to balance sheet
and debt incurring interest (without taking into account re-
serves and commercial or formal/legal obligations)2. For
the purpose of this analysis, the value of invested capital
was estimated as balance sheet value of company own3

and balance sheet value of debts incurring financial costs
(credits, loans, obligations, leasing).

2.3. Weighted Average Cost of Capital

In general, the weighted average cost of capital (WACC)
is a sum of costs of n sources of a company financing
weighted by a share of each source in the total financing [9].

WACC =
n

∑
i=1

siCi , (2)

where si and Ci denote respectively, the share and cost of
the i-th capital, n the number of sources of the company
financing.

2Values used during analysis were taken from annual reports and finan-

cial reports of companies studied for the 2007–2015 period.
3For Orange, the value of capitalized R&D costs was included in com-

pany own capital.

For the purpose of the presented analysis, the weighted
average cost of capital was calculated in accordance with
the following formula:

WACC =
E
V

CE +
D
V

CC · (1−T) , (3)

V = D+E ,

where E denotes the cost of the own capital (equity), D the
cost of the external capital (debt), CE the cost of equity,
CD the cost of debt and T the corporate tax rate.

In the presented paper the cost of debt D was calculated
from real interest rates paid by companies in a given year,
related to an average amount of debt at the end of a given
year and preceding one. This approach is simplified, but
accurate enough to well reflect costs of financing company
with debt.
The cost of the equity E was calculated according to
Capital Assets Pricing Model (CAPM), the Bond Yeld Plus
version [9]:

E = R f +Mp ·B , (4)

where R f denotes the risk free interest rate equal to yield
of government obligations, Mp – the market premium and
B – the beta factor.

In this paper the risk free interest rate R f was calculated
based on the data published by “market-risk-premia” portal

Fig. 1. Risk-free interest rate included in the analysis.

Fig. 2. Market premium used for EVA calculations.
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Table 2
Values of beta factor used in this study

Company Reuters Stockwatch Infinancials Barron’s Average

Orange 0.75 – 0.78 0.59 0.707

Netia – 0.62 0.32 0.57 0.503

Mediatel 1.55 – – 0.51 1.030

MNI 0.89 0.51 0.61 0.61 0.655

Hyperion – 0.15 0.25 0.15 0.183

Open-NET – 0.44 – – 0.440

EasyCall – 0.27 – – 0.270

Telestrada – – 0.20 – 0.200

Table 3
EVA values for individual telecom companies, 2007–2015 (thousands PLN)

Company 2007 2008 2009 2010’s 2011 2012 2013 2014 2015

Orange 761,338 428,738 –28,908 –809,716 284,933 –149,498 –545,461 –171,229 –411,149

Netia –223,946 –269,559 –157,600 47,025 1,603 –230,254 –176,708 –201,264 –133,515

Mediatel –7,309 –2,432 3,067 –9,229 –745 –585 –6,419 –14,664 –15,732

MNI –7,779 2,455 5,988 16,592 6,382 –36,180 –25,416 –23,609 –40,368

Hyperion 3,593 3,525 –2,568 –3,715 –6,104 –2,918 5,857 –7,452 –6,720

Open-NET – – – –253 –795 –979 554 1,663 2,217

EasyCall 5 –37 128 114 –282 136 1,404 301 –3,176

Telestrada 40 –39 922 2,306 2,714 2,980 2,621 959 5,651

for the Polish market in 2007–2015 [10]. Evolution of R f
with time is presented in Fig. 1.
The market premium (Mp) is a standard value reflecting
average (for a given market) expectations of investors with
respect to return on capital invested in stocks compared to
yield generated by investment in risk-free financial instru-
ments. Again, calculations were based on data published
by [10]. Evolution of market premium with time is pre-
sented in Fig. 2.
The beta factor (B) is a factor reflecting price variability of
a given stock compared to market as a whole. Values used
in this analysis are average values for each company, taken
from publicly available sources4. Values of beta factor be-
ing considered are listed in Table 2.
EVA values for the period of 9 years were estimated in
accordance with rules presented above, using data taken
directly from annual reports and financial reports published
by eight telecom companies being subject of this study.

3. EVA Values in Telecom Companies

The same procedure of calculating the EVA was applied
to all companies for each year from 2007 to 2015 (ex-

4Analysis presented was based on values of beta factor published at

Reuters, Barrons, Stockwatch and Infinancials websites; average values

published for each company were used in calculations.

cept for Open-NET, whose data are available only for the
2010–2015 period). Resulting EVA values for each com-
pany are shown in Table 3.
According to rules developed by the creators of EVA
methodology, the values of this indicator shall be inter-
preted as follows:

• the company generates value for shareholders in
a given years for EVA > 0,

• the company behaves neutrally for EVA = 0,

• the company destroys value for shareholders for
EVA < 0.

The EVA for analyzed telecom companies in Poland dur-
ing the 2007–2015 period were both positive and negative.
Negative values, however, were more frequent, meaning
that telecom companies listed on Warsaw Stock Exchange
more often generated loss (39 out of 69 observations) than
profit (30 out of 69 observations) for their shareholders.
The direction and rate of EVA change were different for
each company.
It is interesting that a clear tendency of fall in aver-
age EVA has emerged among large (Orange, Netia) and
medium (MNI, Mediatel, Hyperion) companies beginning
from 2012, while it was absent among small companies
(Telestrada, Open-NET, EasyCall). On particular interest is
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Fig. 3. EVA/IC return rate for individual companies in 2007–2015 period. (See color pictures online at www.nit.eu/publications/
journal-jtit)

Telestrada, which had positive EVA during 8 out of 9 years,
and its EVA has been rising5.
At the same time, no relationship between EVA values for
individual companies studies was observed – both when
it comes to values in particular years, and trends of EVA
changes – values recorded were divergent. The lack of re-
lationship is confirmed by average Pearson factor of –0.08.
This means conditions specific to telecom sector had little
effect on EVA.
Global values of EVA cannot be meaningfully compared
due to very different size of companies studied (from hun-
dreds of millions PLN in case of Orange to few thousands
PLN in case of EasyCall). Therefore, an EVA return rate
with respect to invested capital (EVA/IC) was used instead.
Its values are presented in Fig. 3.
The best results (measured as relative values) were achieved
by Telestrada. For this company, the average return rate
defined as ratio of generated EVA to invested capital over
the study period was 14.4%. The only other company with
a positive result was Open-NET showing average EVA/IC
of 3.5%. All other companies have lost value for sharehold-
ers, with negative economic results. The outstanding bad
performer was Mediatel with average EVA/IC of –31.7%.
Return rates for other companies ranged from –0.5% for
Orange to –6.3% for Netia.
Average return rate for the whole group of companies in-
cluded in this study was –4.7%. This is a relatively low
value, suggesting a poor operational efficiency of telecom
companies in Poland. Studies conducted in other countries
indicate a long-term tendency of EVA/IC to approach 0%,
usually exhibiting small negative values [11].

5The dependence between size of company and EVA was analyzed in

a later part of this study.

4. Comparison between EVA and Other
Indicators of Operational Efficiency

This section of analysis was devoted to relations between
EVA and other indicators of company efficiency, especially
those based on accounting data: income from sales, earn-
ings per share (EPS), return on assets (ROA) and return on
equity (ROE).
The analysis included, again, search for correlation between
factors investigated.
Analysis of relationship between income from sales and
EVA confirmed a positive correlation between those vari-
ables. For most of companies studied, the respective cor-
relation factor was between 0.40 and 0.91, proving a fairly
strong relationship (Fig. 4). The average correlation fac-
tor for the whole group was 0.458, indicating a medium

Fig. 4. r-Pearson correlation factor between EVA and income
from sales (2007–2015).
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level of correlation. This average was significantly lowered
by results for EasyCall – correlation factor for this com-
pany was –0.355, indicating a weak negative link (rising
sales resulting in fall of EVA) and Hyperion, whose cor-
relation factor of 0.018, meaning no dependence between
sales and EVA. A rejection of those two extreme sets of
data would increase the correlation factor between income
from sales and EVA to 0.58, corresponding to a relatively
strong relationship.
The next step was to probe correlation between EVA and
the most common measure of operating efficiency of pub-
licly traded companies – Earnings Per Share (EPS). Val-
ues of respective correlation factors for telecom compa-
nies studied ranged from 0.309 for Mediatel to 0.957 for
Orange (Fig. 5). Average value for the whole group was
0.659, indicating a strong correlation between earnings per
share and EVA.

Fig. 5. r-Pearson correlation factor between EVA and earnings
per share EPS (2007–2015).

Interestingly, the differences between individual companies
were relatively small. Standard deviation of correlation
factor was 0.253, with most of values in the 0.4–0.9 range.
This confirms strong relationship between EVA and EPS in
Polish telecom companies.
Similar analysis done for ROA (return on assets – net profit
divided by value of all assets) and ROE (return on equity –

Fig. 6. r-Pearson correlation factor between EVA, and ROA/ROE
of telecom companies (2007–2015).

net profit divided by book value of company own capital)
confirms that values of EVA are in agreement with other
indicators of company efficiency. Average value of corre-
lation factor for relationship between EVA, and ROA or
ROE is 0.577 in both cases, indicating a medium level of
inter-dependence (Fig. 6).
Most of telecom companies studied exhibit a strong ROA –
EVA and ROE – EVA dependence. In case of Orange and
MNI values of both correlation factors exceed 0.8. Average
values for the whole group are driven down by Mediatel and
Netia, whose values of correlation factors were markedly
lower than for other companies.
The analysis presented above confirms that EVA values are
changing in the same direction as indicators of current op-
erational efficiency (profitability) of telecom company –
income from sales, earning per share, ROE and ROA.

5. EVA Influence on Company
Evaluation

The final stage of analysis was investigation of relationship
between EVA and capitalization of telecom companies at
the end of each year. Investigation of correlation factor and
R2 (R squared) coefficient of determination was performed
to verify the assumption that EVA is a good indicator of
company value.
It was assumed that a high degree of correlation between
company capitalization and EVA value for a given year
means a dependence between EVA and evaluation of com-
pany own capital. Company capitalization (market evalu-
ation of company own capital) was established by multi-
plying its share price on the last day of a given year by
number of shares in circulation. Next, the values of EVA
and capitalization for each company were compared. Re-
sults are inconsistent, ranging from a strong correlation for
a number of companies to very weak one for several others.
Graphs of EVA – capitalization dependence for two extreme
cases: MNI – where capitalization was strongly correlated
with EVA, and Hyperion, for which the r-Pearson value was
only 0.16, are shown in Figs. 7 and 8.

Fig. 7. Dependence between EVA and capitalization at the end of
each year (2007–2015) for the MNI company (r-Pearson = 0.73).

The analysis is further complicated by the fact that for
two companies – Mediatel and Open-NET the dependence
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Fig. 8. Dependence between EVA and capitalization at the end
of each year (2007–2015) for the Hyperion company (r-Pearson =
0.16).

between EVA and capitalization was a negative one – in-
crease of EVA corresponded to reduced company capital-
ization.
Average value of correlation factor for the whole group of
telecom companies studied was 0.338, indicating a weak
dependence and limited impact of EVA on capitalization.
Comparison of correlation factors for all companies is
shown in Fig. 9.

Fig. 9. r-Pearson correlation factor between EVA and company’s
capitalization at the end of the year (2007–2015).

Because of highly variable results (standard deviation
±0.53) it is impossible to clearly state that EVA is a good
indicator of value of telecom company in Poland. How-
ever, there are cases when EVA provides much better ex-
planation of changes in company valuation that standard
indicators like earnings per share (EPS). Among them are
Netia – where the R squared coefficient of determination
was 58% for EVA, while the same coefficient for EPS was
only 25%, and Telestrada, where the same values were 46%
and 17%, respectively. This means using EVA for predic-
tion of value of company own capital is more than twice
as effective than EPS.

6. Conclusion

The analysis presented above revealed that analyzed Pol-
ish telecom companies more often destroyed than created

value for their owners in the 2007–2015 period. Values of
EVA for individual telecom companies listed at the Warsaw
Stock Exchange were more often negative than positive, and
average return rate calculated as ratio of EVA to invested
capital was 4.9% during the same period.
EVA values calculated for companies active in the telecom
sector exhibited signs and trends of change in agreement
with other indicators of company value such as income
from sales, EPS, ROA or ROE. Particularly strong corre-
lation was observed in case of return on assets (ROA) and
return on equity (ROE). Results for sales and earnings per
share (EPS) are not clear due to high variability between
different companies analyzed.
Because of similarly high variability, it is not possible to
unequivocally evaluate the effectiveness of using EVA as
a determinant of market value of telecom companies in
Poland. Results obtained in this study cannot prove that
EVA is a better indicator of company value than simpler to
calculate earnings per share (EPS).
To summarize, while EVA finds use in evaluation of tele-
com companies, it cannot be regarded a more effective in-
dicator of company value than other commonly used indi-
cators.
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Abstract—The article describes an implementation of wire-

less sensor network (WSN) based on the IEEE 802.15.4-

2006 standard, which was designed to monitor environmental

conditions (e.g. temperature, humidity, light intensity, etc.) on

a given area. To carry out this task, a self-organization algo-

rithm called KNeighbors was selected. It exhibits low com-

putational complexity and is satisfactory with respect to en-

ergy consumption. Additionally, the authors proposed a novel

routing algorithm and some modifications to the MAC layer

of the IEEE 802.15.4 standard. The article discusses the se-

lected algorithms and procedures that were implemented in

the network.

Keywords—network management, network self-organization,

sensor networks.

1. Introduction

One of the main benefits of the sensor networks is the fact
they offer a myriad of various applications. In fact it is
also one of the reasons why they evolve so dynamically.
The applications or purposes for which a sensor network is
intended to be used determine the requirements such net-
work needs to satisfy. The engineer is faced with a complex
problem of selecting the most suitable hardware and soft-
ware platforms as well as the algorithms and parameters
which should ensure the correct – i.e. compliant with the
predefined criteria – operation of the sensor network.
The selected mean of communications between the nodes
should always reflect the network’s characteristics, the
method of data acquisition and also the method this data
will be used in the future. The most common tech-
niques employed in the wireless sensor networks (WSNs)
are the ZigBee and 6LoWPAN, which are based on the
IEEE 802.15.4 standard. Identification of the optimal self-
organization and routing algorithms is also one the most
crucial stages of the WSN development.
In the last years, many algorithms of the transport layer
have been proposed, which in assumption should ensure
the reliability and congestion control. Some of them have
been designed for the node-sink transmission (ESRT [1],
RMST [2]), the others for the sink-nodes transmission
(GARUDA [3], PSFQ [4]) or for both directions (ART [5],

STCP [6]). The comparative study of these protocols can
be found in paper [7].
In contrast to the algorithms mentioned above, the algo-
rithm proposed in this paper is used to collect data from
as many nodes as possible and the loss of some packets
is acceptable, because it does not result in data degrada-
tion for the whole monitored area. These assumptions were
taken into account during development process. A query is
sent from the sink node and answers are sent back by every
node to which the query arrived. In the proposed solution,
there is no mechanism for ensuring reliability of transmis-
sion between node and sink. The reliability is achieved
in every hop by sending ACK in MAC layer. Congestion
control is also made locally by time-out periods in nodes
or by changing the packet destination node.
The following paper describes a practical implementation
of the sensor network based on the IEEE 802.15.4-2006
standard, which was built for monitoring of environmental
conditions (e.g. temperature, air humidity, light intensity)
on a defined area. This network may operate efficiently
even when some of the nodes cannot communicate or are
damaged. Due to the purpose of the proposed WSN, it
should satisfy the following requirements:

• long operational time,

• low sensitivity to communication problems with sin-
gle nodes,

• scalability and remote configurability,

• communication with the network using the Internet,

• resistance to dynamic modifications of the topology
(changes of the nodes’ quantity and their location)
and operational conditions,

• low price of the network node.

To satisfy the above, several assumptions have been formu-
lated:

• the network configuration can be modified dynam-
ically (via self-organization procedures), depending
on the number of nodes and the transmission para-
meters,
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Table 1

Functions performed by the nodes

Node type Function

Master node, connected
to the Internet

1. It receives: a request for data and parameters of the network configuration.
2. It sends a request for measurement data to the slave nodes.
3. The request mentioned in “2” additionally includes the network parameters.
4. It formats the received data.
5. It does not participate in the network self-organization.
6. It acts as a server for the network data.

Slave node, equipped
with sensors and GPS

1. At master’s request, it sends the measurement data from the sensors and the GPS-based
position.

2. It participates in the network self-organization.

Slave node, without
sensors

1. It passes data packets from other network nodes.
2. It participates in the network self-organization.

• nodes should be powered using solar power systems,

• network should be configurable remotely through
commands transmitted by the primary node,

• the primary node should be connected to the Internet,

• the master-slave architecture should be utilized,
where the primary (master) node demands the data,
and the other (slave) nodes respond by sending the
required data (measurement results) to the master,

• routing should be based on the self-organization pro-
cedure,

• hardware requirements for the node’s processor
should be kept low,

• information (data) is collected from each and every
network node (nodes have not assigned IP addresses
so it is not possible to collect the data from a specific
node).

To implement those assumptions, the authors created their
own, novel routing algorithm. Additionally, they proposed
some modifications of the 802.15.4 MAC layer. In the next
step, those algorithms and procedures have been imple-
mented on a hardware platform designed and built for the
purpose of this project, and the resulting solution has been
subjected to a measurement campaign. The whole process
of the WSN development and testing has been described in
the subsequent sections.

2. Architecture of the Proposed
Network

The research process was initiated by a review of the ex-
isting solutions. In paper [8], the authors analyzed the fol-
lowing self-organization algorithms: LMST (Local Mini-

mum Spanning Tree) [9], CBTC (Cone-Based Topology
Control) [10], DistRNG (Distributed Relative Neighbor
Group) [11], KNeighbors (k-Neighbors) [12], LINT (Lo-
cal Information No Topology) [13] and LILT (Local In-
formation Link-state Topology) [13]. In that paper it was
shown the KNeighbor algorithm will be the most suitable
one to be implemented in the target sensor network. Its ma-
jor benefits are: a relatively low energy consumption and
implementation simplicity. Moreover, it exhibits low com-
putational complexity, since it does not require a precise
calculation of the nodes’ position or the signal’s direction
of arrival. With a sufficient number of neighbors (6 or
more), alternative routes (of packet transmission) can be
ensured in case of nodes’ failure. In this way, the problem
of losing a full connectivity in the network can be substan-
tially marginalized.
On the basis of the initial assumptions and requirements for
the projected WSN and using the simulation comparative
analysis of several self-organization algorithms [8]–[13],
a general concept of the network architecture was devel-
oped [14].
The discussed sensor network is composed of two types of
nodes:

– master node,

– slave nodes.

Functions performed by those are listed in Table 1.
The packets transmitted in the network are assigned a type
denoted by an ASCII code inserted in the first payload’s
byte (MAC payload) of each packet. Designations of the
packets and their brief description can be found in Table 2.
The terms “packet” and “command” are used interchange-
ably in the following text.
After the reception of the packet, the node checks its type
and acts accordingly. Table 2 includes all the commands
to be used in the network. The ACK column indicates
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Table 2

Commands transmitted in the network

Packet
Description ACK

Number
designation of bytes

W

The packet sent by a node that is searching for its neighbors. The recipient verifies
the quality of the received command and if it is above a threshold, responds by
sending an “A” type packet. The “W” packet includes the value of power it was
transmitted with.

No 50

A

A response for the “W” packet. It contains:
• LQI value (range 0–255) of the received “W” packet, which indicates the quality

of connection,
• ID from the “W” packet,
• the value of power the “A” packet was transmitted with.

No 4

O
A packet which contains measurement data obtained by the node, including position
information from the GPS. Yes Max. 80

o

A packet which contains measurement data sent to the master node. The “o”
command is a response to the “s” command. The packet is transmitted with a
maximum power.

Yes Max. 80

S
A request for measurement data sent by the network node to its neighbors. The
packet also contains network configuration parameters. No 13

s
A request for measurement data sent by the master node. The packet is transmitted
with a maximum power and it contains network configuration parameters. Yes 4

whether the transmission of a certain packet has to be ac-
knowledged by the recipient (by ACK frame), or not.

2.1. Network Layer Model

The following subchapter introduces the communication
protocols of the self-organization and network layers, which
manage the packet routing. The physical and MAC layers
are generally compliant with the IEEE 802.15.4 stan-
dard [15], with the exception of some MAC layer modifica-
tions: the number of attempts to transmit a packet has been
increased and the mechanism of power control has been
altered.
The layer model of the discussed sensor network is pre-
sented in Fig. 1.

Fig. 1. Network’s layer model.

The self-organization layer is located between the MAC and
the network layer. The direct output of the self-organization
procedure in a given network node is a table of its neigh-
bors, later utilized by the network layer for routing.

2.1.1. Self-organization Layer

In the discussed network, the term “self-organization”
should be understood as the node’s activity which results in
a list of neighbors connected with that node through a ra-
dio link of a certain quality with minimum node’s trans-
mit power. As it was mentioned, the output of the self-
organization procedure is a table with neighbors’ addresses
and the current value of transmitted power, which will be
used to send data request packets (“S” type packets) and
data packets (“O” type packets). A given node in a given
moment can generally communicate only with its neigh-
bors. There are, however, two exceptions to this rule:

– any node within the range of the master node can
attempt to communicate directly with it,

– a node, which does not have any neighbors, is still
capable of sending messages.

As it was mentioned previously, the KNeighbor algo-
rithm [12] has been selected as the most suitable one to
be implemented in the discussed sensor network, due to its
simplicity and satisfactory performance [16]. The general
algorithm of neighbor searching is depicted in Fig. 2.
The procedure of the self-organization is initiated in each
node after the time Ts, which is one of the network pa-
rameters. After the node has been powered on, the first
self-organization starts after a random time in the range of
0 to Ts. This approach was taken to reduce the probability
that self-organization procedures performed by neighboring
nodes will overlap.
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Fig. 2. k-Neighbors self-organization algorithm.

The node searching for its neighbors performs the following
tasks:

• it sets the transmitter power to the value used during
the previous self-organization,

• it sends the “W” packet (with 45 additional bytes to
improve the link quality assessment),

• it waits for approx. 1 s, and during this period it
collects responses from the neighboring nodes,

• it checks how many nodes actually responded for the
“W” packet,

• if the number of the nodes that responded is too
small, it increases the transmitted power and resends
the “W” packet,

• If the required number of neighbors has been found,
it decreases transmitted power and keeps resending
the “W” packet. This procedure is repeated until
further power decrease would cause the number of
neighbors dropping below the desired threshold.

The node, which receives the “W” packet, acts according
to the following procedure:

• it evaluates the quality of the received “W” packet;

• if the quality is better than the assumed threshold,
it responds (by sending the “A” packet to the “W”
packet-sender) with the transceiver power set to the
value contained in the received “W” packet. The
response also includes the LQI of the received “W”
packet.

The procedure of the self-organization ends when:

• the node reaches the minimum or maximum power,

• the number of identified neighbors is at least equal
to the desired threshold and any further decrease of
the transmitted power would reduce the number of
responding nodes.

The result of the self-organization is a table of the node’s
neighbors and the transmitted power obtained during the
procedure. The determination of the transmitted power be-
fore sending the “W” and “A” packets is performed in the
link layer, which is a modification of the 802.15.4 standard.

2.1.2. Example of Self-organization Procedure

A sample procedure of the self-organization procedure is
shown in Fig. 3. The following network configuration pa-
rameters have been assumed:

– maximum number of neighbors to be found:
MAX N = 3,

– minimum expected transmission LQI: MIN LQI =
= 30.

Fig. 3. Sample self-organization procedure.

In the instant T1, the w0 node initiates the procedure, by
sending the “W” packet with a power of –16.5 dBm and
a recipient address set to broadcast.
The packet is received by every node shown in the Fig. 3,
with the following values of LQI: 50 at w1 node, 40 at w2
node, 20 at w3 node and 18 at w4 node. The LQI value

42



Self-organization and Routing Algorithms for the Purpose of the Sensor Network Monitoring Environmental Conditions on a Given Area

exceeded LQI MIN only in the cases of w1 and w2 nodes,
so only these two respond by sending the “A” packet to the
n0 node.
After 1 s, the w0 node checks, how many nodes responded.
Since only 2 did, w0 increases transmitted power to
–11.5 dBm and resends the “W” packet in the instant T2.
In this case, the LQIs were as follows: 70 at w1, 55 at w2,
30 at w3, 31 at w4. Therefore, all of these nodes respond
with the “A” packet addressed to the w0 node.
While receiving the “A” packets, the w0 node adds nodes
with the highest LQI to its neighbors list. As a result,
the searching procedure ends with w1, w2 and w4 nodes
identified as w0’s neighbors and the transmitted power set
to –11.5 dBm.

2.1.3. Network Layer

The network layer is responsible for the routing of packets
with measurement data (“O” and “o” packets) and packets
with data request (“S” and “s” packets). For the proposed
sensor network, the authors created their own novel routing
algorithms which should ensure:

– distribution of data requests and configuration param-
eters to as many nodes as possible,

– delivery of packets with data to the master node.

To make sending the data possible in the network, each
node needs to know a specific address called RoutingNode

(RN). It is the node’s address, to which all the measurement
data should be sent. The method used for RN’s selection
will be discussed later.
In the following paragraphs, novel routing algorithms, pro-
posed by the authors, for different types of packets will be
introduced.

2.1.4. Request for measurement data sent by the Master

Node

The request for measurement data is sent by the master
node to the broadcast address, i.e. 0xFFFF. This command
is marked as “s” and is transmitted with maximum power.
The command contains the following fields:

• “s” packet identification (8 bits),

• message ID, 16-bits random number,

• number of hops, increased by 1 after every successive
packet transmission (16 bits),

• network configuration fields discussed in the follow-
ing part.

The procedure of the “s” packet routing is shown in Fig. 4.
The node which received the “s” packet, sets the master’s
address as its RN and sends its measurement data at this
address. This node also sends the received “s” packet
to its neighbors, but the packet type is changed to “S”.
It is the only case when the RoutingNode is not one of
the neighbors. The master node is not a neighbor of any
node, because it does not participate in the self-organization

Fig. 4. Routing of the data request sent by the master node.

procedures. Consequently, it cannot be added to any neigh-
bors’ list.

2.1.5. Request for data Sent by the Slave Node

A slave node is any node in the network that is not a master
node. Every node that received the “s” packet, sends its
measurement data back to the sender and then – if the
node has neighbors – it sends the “S” packet to them. Data
requests originated by the slave node are treated differently
than the packets from the master:

– they do not need to be sent with maximum power,

– packet sender will not be set as RN, if it is not the
recipient’s neighbor.

The procedure of the “S” packet routing is shown in Fig. 5.
The node, which receives the “S” packet, acts according to
the following procedure:

• it checks if the number of hops is less or greater
than the maximum acceptable value; if it is greater,
the nodes will ignore the message;

• it reads the ID and checks if it has already received
a message with an identical ID. If it has not, it writes
the ID to the table; on the other hand, if such an ID
is already in the table – another RN is selected;

• it checks if the sender is its neighbor; if yes – it sets
the sender as RN;

• it sends its measurement data to the RN;

• it increases the number of hops by 1;

• it sends “S” to its neighbors.

2.1.6. Sending Measurement Data

Measurement data (“O” or “o” packets) are always sent
to the RoutingNode: with the same transmitted power as
the one used during the previous self-organization, or with

43



Krzysztof Bronk, Adam Lipka, Błażej Wereszko, Jerzy Żurek, and Krzysztof Żurek

Fig. 5. Routing of the “S” packets.

Fig. 6. Routing of the measurement data packets.

maximum power if the data is addressed to the master node.
The routing of the packets carrying the measurement data
is depicted in Fig. 6.

2.1.7. Determination of the RoutingNode

The RoutingNode is selected in the following way:

• it is the master node, from which the “s” packet was
received,

• it is the neighbor node, from which the “S” packet
was received,

• if the packet with measurement data is returned to
sender, a different neighbor node has to be selected
as RN,

• if the node which does not have any neighbors re-
ceives the “S” packet, it sets the packet sender as
RN.

Measurement data packets have a hop counter, which is
incremented (increased by 1) after every successive packet
transmission. If the hop counter value in the packet is
greater than the accepted threshold, such a packet will be
ignored by the node that received it. The “o” packet (sent
directly to the master node) should always have the hop
counter value set at zero.

2.1.8. Exchange of Data Request Packets and Data

Packets – Sample Scenario

In this scenario, it was assumed that in a given moment
of time, only one node can be granted access to the radio
channel. It was also assumed that nodes have the following
neighbors:

Node w1: w4 and w2,

Node w2: w3, w4 and w5,

Node w3: w2 and w5,

Node w4: w1, w2, w5,

Node w5: w2, w3 and w4.

Figure 7a depicts 13 subsequent steps of the scenario (num-
bers in brackets next to the arrows indicate the step’s num-
ber), additionally all the events are presented in Fig. 7b.
In the first instant of time, the master node transmits the “s”
packet which is received by nodes w1, w2 and w3. These
three nodes set the master’s address as RN.
In the next instant of time, the node w1 is granted access to
the radio link and sends the measurement data obtained by
its sensors to the RN. After that, it sends the “S” packet to
the node w4. W4 sets the address of w1 to be its RN. In the
fourth instant of time, the node w4 sends its measurement
data back to w1.
The precise time sequence of the whole procedure is shown
in Fig. 7b. The numbers visible in the first column are the
numbers of subsequent steps.
In the procedure depicted in Fig. 7, the w5 node received
the “S” packet from the w4 node, and the w4 node had pre-
viously received this same packet from w1 – consequently
there were two hops of the packet (“S” was originally
sent from the master, which constituted the zeroth hop). As
a result, number 2 (number of hops) is inserted by w4 to
the specific field of the “S” packet.
One can observe, the message containing data from w5
took the longest path. It was delivered to w0 via nodes w4
and w1. The heaviest traffic was served at node w1, which
sent its own data and the data from nodes w5 and w4.
Obviously, the channel access is granted randomly, so
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Fig. 7. Data routing scenario.

Table 3

Structure of the “S” and “s” data request packet

No. Field Description Example Bytes

1 Packet type Data request command “S” 1

2 MAX S Maximum number of hops for the “S” packet 100 2

3 MAX O Maximum number of hops for the “O” packet 200 2

4 T S Time between self-organization procedures, max. 72 hours 10 2

5 T GPS Time between position readings from the GPS, max. 72 hours 30 2

6 LQI MIN Minimum LQI in the self-organization procedure 20 1

7 MAX N Maximum number of neighbors, from 1 to 10 3 1

8 CRC CRC checksum 0x1C 1

Total 12

in the next steps, the routing can be handled in a dif-
ferent way.

2.2. Network Configuration

One of the main features of the presented sensor network
is the capability to be configured remotely, which also en-
sures a certain level of scalability. The network configura-
tion is performed through a distribution of the “S” and “s”
packets, which contain fields with the network’s parame-
ters. The structure of the data request packets is introduced
in Table 3.
The MAX S field defines the maximum number of hops for
the “S” packet. This parameter allows to modify the range
of the packet distribution and consequently to modify the
area from which the data can be collected.
The MAX O field defines the maximum number of hops
for the “O” packet.

The T S field defines the time that has to elapse between
two subsequent self-organization procedures. To determine
the value of this parameter, the changes of nodes’ posi-
tions should be considered: if the nodes are moving, self-
organization should occur more frequently than in the case
of fixed nodes.
The T GPS field defines how often the position is read from
the GPS receiver. After the position has been obtained, the
receiver is switched off (or goes into idle mode) to reduce
power consumption of the node.
The LQI MIN field contains a value (in the range of 1 to
255) defining a minimum LQI at which the node will still
respond to the “W” packet sent by another node. Besides
the MAX N, this parameter is the most crucial with respect
to the resulting network topology. A low value of LQI MIN
results in a greater number of neighbors (i.e. bigger network
connectivity), but at the same time it might result in a low
quality of connections between the nodes.
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Fig. 8. Software tool for the network management. (See color pictures online at www.nit.eu/publications/journal-jtit)

The MAX N field defines the maximum number of neigh-
bors that can be found in the self-organization procedure.

As it was previously mentioned, the network topologies
resulting from the self-organization mostly depend on the
MAX N and LQI MIN parameters (when the nodes’ posi-
tion and terrain condition are known and remain constant).
Low value of the MAX N can lead to local clusters of
nodes that remain “hidden” and separated from the rest of
the network. On the other hand, high values of this pa-
rameter make the self-organization procedure longer and
increase the nodes’ transmitted power, which may result
in heavy traffic and increase of the network interference.
These two factors will in turn worsen the self-organization
efficiency so the node will possibly be able to discover
fewer neighbors than it was supposed to.

2.3. Hardware Implementation

On the basis of all the assumptions, simulations results [8]
and concepts discussed above, as well as the analysis of
the relevant references and state of the art, a hardware im-
plementation of the wireless sensor network has been cre-
ated. The network comprises of ten RCB128RFA1 radio
modules with additional sensors, and one master node con-
nected to the Internet. To enable acquisition of the data
from the network and its visualization and also to facilitate
network configuration, a software tool for network man-
agement was developed. The user interface of the tool is
depicted in Fig. 8.

The visualization of the network activity includes the fol-
lowing factors:

• the node’s position calculated using the GPS data,

• the size of the node corresponds to the node’s trans-
mitted power,

• nodes are depicted by three different colors: green –
a node that transmits directly to the master, black –
other nodes, red – nodes whose power voltage is be-
low 3.225 V.

• the nodes which exchange data with one another are
connected with lines.

2.3.1. Master Node

The master node (see Fig. 9) is implemented using the
Ethernet module with the RTL8019AS controller and the

Fig. 9. Master node with the Ethernet interface.
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Fig. 10. Connection of the sensor network to the Internet.

Fig. 11. Sample topologies created during the WSN measurements.

RCB128RFA1 radio module by the Dresden Elektronik.
Both these components have been assembled on a single
printed circuit board. The node is powered with 5 V from
the microUSB port.
The Ethernet module operates under control of the real
time system FreeRTOS with the TCP/IP stack called LwIP
(A Lightweight TCP/IP stack [17]).

2.3.2. Connecting the Network to the Internet

The proposed network is connected to the Internet through
the master node. This approach is illustrated in Fig. 10.
As it has been previously mentioned, in the discussed net-
work, no node-to-node communication has been employed,
i.e. it is not possible to communicate with a specific net-

work node. Instead the authors utilized the master-to-node
communication. In this case, establishing a connection to
the master is essentially establishing a connection with the
whole network, and consequently, in the best-case scenario,
data from all the nodes can be collected. Such an approach
was taken due to the target purpose of the proposed net-
work (monitoring of the environmental parameters on large
areas), in which the ability to obtain the data from as many
nodes as possible is the top priority.

2.3.3. Initial Measurements of the Network

The network management software tool allows to collect
data from the network and to perform network configura-
tion. Additionally, the master node acts as a Webserver
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Fig. 12. Network topologies.

to enable remote observation of the parameters measured
by the sensor nodes. The acquired data are presented in
the table and can be accessed e.g. in an Internet browser.
A few examples of the topologies obtained during the tests
are depicted in Fig. 11.
These topologies are generated in the software tool on the
basis of the received data. The black circles represent the
nodes and their size (diameter) is proportional to the trans-
mitted power. Obviously, the greater the diameter, the
higher the transmitter power. In this particular case the
largest diameter is equivalent to the power of 3.5 dBm.
Green circles are the nodes communicating directly with
the master node. Their diameter corresponds to the power
determined in the self-organization procedure, but the trans-
mission to the master is always performed with the maxi-
mum power. Positions of the nodes are obtained from GPS
receiver mounted on every node. The lines between nodes
denote the paths over which packets are routed.
It should be stated, Fig. 11a, depicts a scenario where nodes
were located on a rectangular plane of 17× 17 m (the
roof of the National Institute of Telecommunications (NIT)
building in Gdańsk), whereas in the cases of Figs. 11b
and 11c, the nodes were located in rooms and corridors of
the same building. As we can observe, Figs. 11b and 11c
depict the same arrangement of the nodes, but two different
paths of the packets originating from the rightmost node.

3. Functional Network Tests

3.1. Network Configuration During the Tests

The measurement tests of the resulting sensor network
have been performed in the NIT office in Gdańsk, using
eight slave nodes and one master node. The tests have
been carried out for two network’s configurations: the mesh
(Fig. 12a) and the star (Fig. 12b).

The mesh topology was obtained by placing the nodes in
different rooms on the same floor, with the exception of
nodes A01 and AB, which were located on a higher level.
By doing so, some of the nodes were outside the master
node’s range and data requests could be delivered to them
only via other nodes in the network.
On the other hand, the star topology was obtained by plac-
ing all the nodes in the same room, approximately 2 meters
from the master node. Consequently, all the nodes were in
the master’s range and each of the node was in the range
of all other nodes. The tests of the star topology were
performed for the purpose of comparison with the mesh.
All the simulations have been carried out using the follow-
ing network settings:

• requested number of neighbors: 1, 2, 3, 4 and 5,

• maximum number of hops for the request packets: 10,

• maximum number of hops for the data packets: 12,

• minimum LQI: 50,

• maximum number of attempts to send the message: 2,

• self-organization procedure initiated every 120 s,

• data requests from the network sent every 15 s.

The measurement series have been repeated ten times, and
each of them comprised approx. 200 requests being sent to
the network, which accounted for a total of roughly 2000
requests.

3.2. Measurements Results

In this section, the measurements results – averaged for
the entire network – are presented. The testing procedure

1In the paper, in order to address the node, only the last byte of its
8-byte address was used. It could be done, because the nodes’ addresses
only differed in this last byte.
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covered such parameters as: the delay, number of pack-
ets, number of hops, availability and number of discovered
neighbors. Additionally, the availability was analyzed sep-
arately for every network’s node.

3.2.1. Delay

The delay in the network – measured by the software appli-
cation – is defined as the time that elapsed from the moment
the data request packet was prepared (by the application)
to the moment the data packet was received. According
to that definition, the following “events” account for the
delay: (a) packet processing by the computer, (b) packet
multi-hop transmission, (c) packet processing by the recipi-
ent node, (d) transmission of the response and its reception
by the master node, (e) packet forming and its transmis-
sion to the computer via the USART interface and (f) time
needed by the computer to deliver the packet to the software
application.
The tests performed for the scenario of the connectivity
with just one node, show that the minimum reachable de-
lay for this configuration is 218 ms. That analysis was per-
formed using the exact same computer that was later em-
ployed in the actual measurements of the network (2-cores
Pentium R 3.4 GHz processor, 64-bit Windows 7).

Fig. 13. Average delay in the network.

Fig. 14. Number of discovered neighbors.

The measured values of the delay are presented in Fig. 13.
The delay for the mesh topology increases as the number
of neighbors increases, with the only exception being the
case of 4 neighbors. It can be explained by the fact that
when the requested number of neighbors is 4 (MAX N=4),
the number of actually discovered neighbors drops (see
Fig. 14), which decreases the number of transmitted mes-
sages and consequently – reduces the delay in the network
as well.

3.2.2. Number of Discovered Neighbors

The average number of the discovered (found) neighbors is
shown in Fig. 14.
In case of the star topology, where each node is in the range
of every other node, the nodes are able to discover as many
neighbors as required. On the other hand, in case of the
mesh topology, the highest average number of neighbors
can be found for the parameter MAX N=3.
In the mesh topology, where the node is in the range of only
some of the nodes, neighbors’ discovery requires a higher
number of requests sent with higher power, which could
translate into greater interference inside the network and
longer duration of the whole procedure. As a result, the
self-organization fails more frequently and the node is then
unable to find the required number of neighbors.
Consequently, it might be stated that increasing the MAX N
parameter value can often prove counterproductive and in
such a case, the actual neighbors’ number will more likely
start to drop rather than grow. This observation can be con-
firmed in Fig. 14 for MAX N=4 and MAX N=5. The same
picture clearly indicates the optimal value of the MAX N
parameter is 3.

3.2.3. Number of Packets

Figure 15 shows the average number of packets transmitted
in the network per single request. The term “packets trans-
mitted in the network” should be understood as every packet
sent by the node, including data requests, data packets and
messages utilized in the self-organization algorithm.
In case of the star topology, the number of packets grows
linearly as the required number of neighbors’ increases. It

Fig. 15. Number of packets sent in the network per single request.
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is caused by the fact that the requests are broadcast to the
increasing number of neighbors. Hence, if the required
number of neighbors is increased by one, the number of
transmitted packets grows accordingly.
For the mesh topology, the growth of the packet number
is less significant, which is caused by the problems with
finding the required number of neighbors in this particular
topology (see Subsection 3.2.2).

3.2.4. Number of Hops

Figure 16 indicates an average number of hops for data
packets. If the number of hops is zero, it means the packet
is sent directly to the master node. In case of the star
topology, hops occur quite rarely, because the nodes send
their data directly to the master.

Fig. 16. Average number of hops for data packets.

In case of the mesh topology, the number of hops grows as
the MAX N parameter grows, even though the nodes’ posi-
tions remain unchanged. This might suggest that the paths
for the data messages are not chosen optimally. Unfortu-
nately, this is a weakness of the assumed solution, where
the first node from which the data request has been received
is appointed to be the node to which the data packets are
sent back – without the actual path length to the master
node being calculated. On the other hand, that issue has
been known already at the development stage and – from
a practical point of view – it does not represent any sig-
nificant problem for the network in its current form and
it does not interfere with its primary purpose i.e. environ-
mental parameters’ monitoring.

3.2.5. Availability

The node’s availability is defined here as a ratio of the
number of responses to the number of requests. For ex-
ample, if 100 requests have been sent to the network, and
80 responses have been received from a certain node, that
node’s availability is 0.8 (or 80%).
In Fig. 17, the availability for the whole network was pre-
sented, whereas in Fig. 18, the same parameter was shown
separately for every analyzed node.
The maximum availability is observed for the requested
number of neighbors MAX N=3. For MAX N<3, local

Fig. 17. Nodes’ availability in the network.

nodes’ clusters are formed, the messages are unable to be
transmitted outside this cluster and consequently, they are
unable to reach the master node. Obviously, in such a sce-
nario the availability of the nodes belonging to such a clus-
ter drops – it can be observed particularly for the nodes A3
and AB at MAX N=1 (Fig. 18).

Fig. 18. Availability of every analyzed node.

For MAX N>3, the number of messages transmitted in the
network goes up, which also reduces the nodes’ availability.
Those mechanisms that occur when MAX N is not equal
to 3 result in the fact that some nodes – especially those
far away from the master (i.e. AB, A3, B1 and A0) – lose
their connectivity.

4. Conclusions

In the article, a wireless sensor network based on the IEEE
802.15.4-2006 standard has been introduced. The network
was developed to monitor various environmental parame-
ters on a defined (potentially large) area. The authors em-
ployed the approach in which the data are collected from
the whole network via a single primary node, instead of
a more common practice where every node is assigned an
IP address. Owing to that, the resulting network works
efficiently even when some of nodes lose connection or are
damaged.
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In the network implementation phase, the authors identi-
fied the KNeighbors algorithm as the base for the self-
organization mechanisms. In comparison to similar al-
gorithms, it exhibits small computational complexity and
reasonable energy consumption. Additionally, the authors
proposed their own routing algorithm and introduced some
modification to the MAC layer of the IEEE 802.15.4 stan-
dard, which is one of the main achievements of this work.
The article discusses in detail those algorithms and presents
the complete network hardware implementation.
The conducted measurement research performed using the
hardware platform mentioned above – showed that the im-
plemented self-organization and routing algorithms are ef-
fective and allow to maintain connectivity in the network.
During the measurement test, the nodes’ availability of 98%
was observed, but that value strongly depends on the pa-
rameter MAX N (the number of requested neighbors). It
is caused by two main mechanisms: for MAX N<3 local
groups of nodes occur, and for MAX N>3 the number of
packets sent in the network increases.
On the basis of those observations, the following goals for
the future network development can be identified:

• the configuration of the network should not be per-
formed “manually”. Instead, the adaptive mecha-
nisms should be introduced to identify optimal net-
work parameters;

• the number of transmitted messages should be re-
duced;

• the shortest path for the data packets should be se-
lected.

The implementation of the above factors will make the net-
work more efficient and will enable to use it in wide range
of various applications. Nevertheless, it is necessary to
recall one more time the original purpose of the wireless
sensor network presented in this article – i.e. the monitor-
ing of environmental conditions on a given area. The tests
have proven that for this specific purpose, the network in
its current configuration and architecture is more than suf-
ficient and does not require any substantial modifications.
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Abstract—In this paper, the localization of wideband source

with an algorithm to track a moving source is investigated. To

locate the wideband source, the estimation of two directions

of arrival (DOA) of this source from two different arrays of

sensors is used, and then, a recursive algorithm is applied to

predict the moving source’s position. The DOA is estimated

by coherent subspace methods, which use the focusing oper-

ators. Practical methods of the estimation of the coherent

signal subspace are given and compared. Once the initial po-

sition is estimated, an algorithm of tracking the moving source

is presented to predict its trajectory.

Keywords—DoA, localization, tracking, wideband signal.

1. Introduction

In many problems in signal processing, the received data
can be considered as a superposition of a finite number of
elementary source signals and an additive noise. Generally,
in a multi-sensor environment application, such as sonar,
radar, and underwater acoustics, the objective is the esti-
mation of the number and the direction of arrival (DOA)
or radiating sources bearing. In the 1990s, an eigenstruc-
ture based methods [1]–[5] yield resolution have been pro-
posed to the problem of wideband sources bearing esti-
mation. Over the last years other approaches were pub-
lished [6]–[14], some of these propositions are popular,
such as Test of Orthogonality of Projected Subspaces
(TOPS) [8]. TOPS is the most recent wideband DOA
method and estimates DOAs by measuring the orthogo-
nal relation between the signal and noise subspaces of
multiple frequency components of the sources. However,
TOPS is different from coherent methods that form a gen-
eral coherent correlation matrix using focusing angles and
it is different from usual incoherent methods since it takes
advantage of subspaces from multiple frequencies simul-
taneously. Another well-known approach, the Weighted
Average of Signal Subspaces (WAVES) [13] combines a ro-
bust near-optimal data-adaptive statistic. This method is
used with an enhanced design of focusing matrices to en-
sure statistically robust preprocessing of wideband data.
The DOA estimation is used to locate a mobile systems,
Hence it is great deal of interest in wireless communica-
tion systems [15]–[17]. Most conventional location tech-
niques, based on the angle, or the time of signal arrival,
use the signal being transmitted by a mobile to determine
its location [15]. For practical reasons, the reception points

are usually existing base stations [15], [16] using array of
sensors. However, to estimate the direction of arrival of
a mobile, the line of sight (LOS) is required. In the case
of non-line of sight (NLOS), the accuracy drastically de-
creases.

In the classical array processing (narrow-band signals), the
parameter of interest is the direction of arrival of the radi-
ating sources from the recorded data [1]. However, all the
wideband array processing methods for DOA are based on
the well-studied algorithms for narrow band sources. In-
deed, two approaches were developed in the 1990s: some
methods sample the frequency spectrum to create narrow
band signals [2], then at each frequency bin a narrow band
signal methods are used to estimate the DOA – that is
the incoherent method. The other approach is the coher-
ent signal subspace method. The cross-spectral matrices at
different frequency bins are combined to form an average
cross-spectral matrix. Then, the high-resolution algorithm,
such as Music [3]–[5], is used to estimate the DOA. In the
coherent signal subspace method, the combination of the
narrow-band samples is done through the observation vec-
tor or the cross-spectral matrices, this is called focusing.
The focusing operator is a matrix that transforms the loca-
tion matrix at a sampling frequency to the location matrix
at the focusing frequency. An improved version of the co-
herent signal subspace method is also reported in the [5]
that uses unitary focusing matrices. A two-sided transfor-
mation is applied on the data spectral matrices.

To locate mobile station, the DOA geolocation method [17]
uses simple geometrical principle to solve transmitter posi-
tion. The receiver measures the direction of received wide-
band signals from the target transmitter using antenna ar-
rays. DOA measurements at two receivers will provide
a position fix but the accuracy of the position estimation
depends on the transmitter location with respect of the two
receivers, multi-path propagation etc. As a result, more
than two receivers are normally needed to improve the po-
sition accuracy.

In this paper authors propose an algorithm to perform the
prediction of the trajectory of a moving source. This ap-
proach will use the ARMA modeling movement of the ob-
ject. Its trajectory is described by a series of coordinates
calculated, previously, from two DOAs and from two ar-
rays. The convergence of this algorithm is given.

This rest of this paper is organized as follows. In Section 2
the problem formulation is given. In Section 3, some fo-
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cusing operators for wideband localization are presented.
Localization of DOA and mobile location is given in the
Section 4. The simulation performance is presented in the
Section 5.

2. Problem Formulation

The estimation of the angle of arrival for a known signal is
the main function for location systems. The conventional
approach for estimating the DOA in a wireless commu-
nication system is based on transmitting a known signal,
i.e. pulse (wide-band signal), and performing correlation
or parametric estimations of DOA.
Let us consider an array of N sensors, which receives the
waveforms generated by P wide-band sources, with M fre-
quency bins, in the presence of an additive noise. The
received signal vector in the frequency domain is given by:

r( fn) = A( fn)s( fn)+ n( fn), n = 1, . . . ,M , (1)

where rn is the Fourier transform of the array output vector,
sn is the P×1 vector of complex signals of P wavefronts:
sn = [s1( fn),s2( fn), . . . ,sP( fn)]

T
.nn is the N × 1 vector of

additive noise nn = [n1( fn),n2( fn) . . . ,nN( fn)]
T , and An(θ )

is the N ×P transfer matrix of the source-sensor array sys-
tems with respect to some chosen reference point, given
by:

An(θ ) = [An(θ1), An(θ2), . . . , An(θP)] ,

where An(θi) is the steering vector of the array toward the
direction θi at frequency fn.
For simplification reason, rn is used instead of r( fn), the
same for A( fn), s( fn) and n( fn): An, sn, nn, respectively.
For example, the steering vector of a linear uniform array
with N sensors is:

A( fn,θi) =
[
1 e

jϕi e
2 jϕi . . . e

(N−1) jϕi

]T

,

where: ϕi = 2π fn
d
c

sin(θi), d – sensor spacing, θi – direc-
tion of arrival (DOA) of the i-th source as measured from
the array broadside, c – velocity wave propagation, fn –
analysis frequency.

Assume that the signals and the additive noise are stationary
and ergodic zero mean complex valued random processes.
In addition, the noise is assumed to be uncorrelated between
sensors, and have different variances σ2

i ( fn) at each sensor.
It follows from these assumptions that the spatial (N ×N)
cross-spectral matrix of the observation vector at frequen-
cy fn is:





Γn = E[rnr+
n ]

Γn = AnΓs
nA+

n + Γn
n

Γn
n = σ2

n I

,

where E[.] denotes the expectation operator, the super-
script + represents conjugate transpose, Γs

n = E[sns+
n ] is the

P×P sources cross-spectral matrix, Γn
n = E[nnn+( fn)] is

the P×P noise cross-spectral matrix, and σ2

i are the noise
variances at sensor i. Authors assume that the number of
the sources P is supposed known. For locating the wide-
band sources several solutions have been proposed in the
literature and are summarized as:

• the incoherent subspace methods – the analysis band-
width is divided into several frequency bins and then
at each frequency the treatment is applied and ob-
tained results are combined to obtain the final result,

• the coherent subspace methods – the different sub-
spaces are transformed in a predefined subspace us-
ing the focusing matrices [2]–[5].

3. Focusing Operators

The focusing matrices Fo
n ’s are the solution of the equa-

tions: Fo
n An = Ao, ∀ fn ∈ L, where fo is the focusing fre-

quency and Ao is the focusing location matrix.
The matrices Ao and An are function of the DOA’s θ . An
ordinary beamforming pre-process gives an estimate of the
angles-of-arrival that can be used to form Ao. Using the
focusing matrices Fo

n , the observation vectors at different
frequency bins are transformed into the focusing subspace.

3.1. Coherent Signal Subspace Method

Hung and Kaveh [2] have shown that the focusing is loss-
less if Fo

n ’s are unitary transformations and proposed use
of the transformation matrices obtained by the constrained
minimization problem:

{
min
Fo

n

‖ Ao −Fo
n An ‖

F+o
n Fo

n = I
. (2)

The focusing matrix Fo
n that solves Eq. (2) is F

Hung
n =

VnW+
n , where the singular value decomposition of AoA+

n

is represented by VnΣnW+
n [2].

3.2. Adaptive Focusing Operator

The focusing matrices [3] are based on signal subspace
rotation at each frequency to the signal subspace at fo-
cusing frequency. The focusing matrix presented in [3] is
Fo

Adaptive = VoV+
n , where Vo and Vn are the eigenvector ma-

trices of Γo and Γn, respectively: Γn = Vn∆nV+
n , with ∆n is

the diagonal eigenvalue matrix of Γn.

3.3. TCT Method

In [5], the Two-sided Correlation Transformation (TCT)
approach is based on transformation of the matrices Pn =
AnΓSnA+

n , where Pn is the cross-spectral matrix of the re-
ceived data at the n-th frequency bin in a noise-free envi-
ronment. Let Po be the focusing noise-free cross-spectral
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matrix. The TCT focusing matrices can be found by mini-
mizing:

{
min
Fo

n

‖ P( fo)−Fo
n PnFo+

n ‖

Fo+
n Fo

n = I
. (3)

It is shown [5] that the optimal solution of (3) is given
by the eigenvectors of the cross-spectral matrix at the fre-
quencies fo and fn. The solution of the equation system (3)
is [5]:

Fo
TCT n = XoX+

n , (4)

where Xo and Xn are the eigenvector matrices of Po

and Pn, respectively, Pn = XnΠnX+
n , with Πn is the eigen-

value diagonal matrix.

3.4. Fast TCT Method

In this section, the focusing operator [4] based in the ro-
tation of the source subspace is presented (only at the fre-
quency fn to the source subspace at the focusing frequency
fo). This limitation to the transformation of the signal sub-
space reduces the computational load, and has, almost, the
same performance than the TCT method.
Let the partition of the eigenvector matrix Xn =

[
XS

n | XB
n

]
,

where XS
n is (N ×P) of P largest eigenvectors, and XB

n is
N × (N −P) of (N −P) smallest eigenvectors of the cross-
spectral matrix Pn. The eigenvalues of the cross-spectral of
the received data Pn is:

Π
S
n =

[
ΠS

n 0

0 ΠB
n

,

]
(5)

where ΠS
n is P× P of P largest eigenvalues, and ΠB

n is
(N −P)× (N −P) of (N −P) smallest eigenvalues of Pn.

The proposed focusing operator is [4]:

Fo
FTCT n = XS

o XS+
n . (6)

Then average cross-spectral matrix is:

P̃o =
1

M

M

∑
n=1

FSo
n PnFSo+

n .

It is shown in [1] that the noise and signal subspaces are
orthogonal, hence XS+

n XB
n = XB+

n XS
n = 0.

The P eigenvectors corresponding to the P largest eigen-
values of the cross-spectral matrix of the observation are
orthonormalized [1], so we have XS+

n XS
n = I. Using the

above properties:

P̃o = XS
o

[
1

M

M

∑
n=1

Π
S
n

]
XS+

o .

This formula shows that the proposed operator focuses the
signal subspace into the focusing frequency fo, all the
power of the different signal subspaces of the analysis band.

The eigendecomposition of P̃o is P̃o = X̃oΠ̃oX̃+
o , and the

partition of the eigenvector matrix X̃o: X̃o =
[
X̃S

o | X̃B
o

]
.

Because X̃S
o and X̃B

o are orthogonal, this property is used
to estimate the DOA [1].
The focusing matrices could be extracted from the received
cross-spectral matrix Γn [4]. The partition of the eigenvec-
tor matrix V is Vn =

[
V S

n |V B
n

]
, where V S

n is (N ×P) of P

first eigenvectors, and V B
n is N × (N −P) of (N −P) last

eigenvectors.
Therefore, the proposed focusing operator is then:
Fo

FTCT n = V S
o V S+

n

4. TOPS Method

The test of orthogonality of projected subspaces (TOPS) [8]
estimates DOAs by measuring the orthogonal relation be-
tween the signal and the noise subspaces of multiple fre-
quency components of the sources. TOPS can be used with
arbitrary shaped one-dimensional (1D) or two-dimensional
(2D) arrays. Unlike other coherent wideband methods, such
as the coherent signal subspace method and WAVES, this
method doesn’t require any preprocessing for initial values.
This algorithm is summarized as follows:

1. Divide the sensor output into M identical sized
blocks.

2. Compute the temporal Discrete Fourier Transform
(DFT) of the M blocks.

3. For the m-th block, select xm,k, at preselected ωk,
where k = 0,1, . . . ,K −1 and m = 0,1, . . . ,M−1.

4. Compute the signal subspace Vs,1 and the noise sub-
space Vn,k for k = 1, . . . ,K−1 by Singular Value De-
composition (SVD) of estimated cross spectral ma-
trices Γn,k.

5. Generate for each hypothesized DOA ϕ :

Πi(ϕ) = I− (ai(ϕ)+ai(ϕ))−1ai(ϕ)ai(ϕ)+,

Vs,i(ϕ)‡ = Πi(ϕ)Vs,i(ϕ),

D(ϕ) = [V+‡

s,1 Vn,1 |Vs,2+‡Vn,2 |, . . . , |Vs,K−1+‡Vn,K−1].

6. Estimate θ =argmax
ϕ

1

σ(ϕ)
, where σ(ϕ) is the smal-

lest singular value of D(ϕ); the estimation is now
to find P local maxima by doing a one-dimensional
search.

TOPS method is different from coherent methods that form
a general coherent correlation matrix using focusing angles.
It is also different from usual incoherent methods since
it takes advantage of subspaces from multiple frequencies
simultaneously.

5. Mobile Localization

The FTCT algorithm is summarized as follows. First, an
ordinary estimator is used to scan the space and find an
initial estimate of the DOA.
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1. Form Ân and estimate

Γ̂S
n =

(
Â+

n Ân

)
−1

Â+
n

[
Γ̂NS

n

]
× Ân

(
Â+

n Ân

)
−1

,

where Γ̂NS
n is the noiseless received data.

2. Obtain the average the source cross-spectral matrices:

Γ̃
S
o =

1

M

M

∑
n=1

Γ̂
S
n.

3. Estimate the cross-spectral matrix of the received
data: Γ̃o = ÂoΓ̃S

oÂo + σ̂2
o I.

4. Find P̃o = ÂoΓ̃S
oÂ+

o , and P̂n = Γ̂n − σ̂2
n I,n = 1, . . . ,M.

5. Determine the focusing operator. Multiply these ma-
trices by the sample cross-spectral matrices, and av-

erage the results: P̃o = XS
o

[
1

M

M

∑
n=1

Π
S
n

]
XS+

o .

6. Apply a localization method e.g. MUSIC [1] to find
the DOA of the source.

Fig. 1. Geolocation by angulation.

Finally, once these DOAs are estimated from two arrays
of sensors, as shown in Fig. 1, the angulation technique is
then used to estimate the moving source position.

6. Tracking a Moving Source

It is desired to perform the trajectory prediction of a mov-
ing source on a map. This approach will use the ARMA
modeling object movement. Moving source on a map is
observed. Its trajectory is described by a series of coordi-
nates stored in a file containing the following information.
These coordinates were calculated from two DOAs esti-
mated from two arrays. The goal here is to anticipate the
best path of the source position and to predict the source
location at to time t + 1 using known values. We denote
ξ (t +1) the x and y coordinates of the source. The coordi-

nates are estimated from two DOAs estimated below, and
ξ̂ (t +1|t) of the prediction ξ (t +1) knowing the position of
the object until a time t. This prediction can be considered
as a filtering performed by:

ξ̂ (t + 1|t) = H(z−1)ξ (t) ,

with

H(z−1) = H0 + H1.z
−1 + · · ·+ Hn.z

−L
,

where L is the filter order and Hi is the dimension of 2×2.
This trajectory modeling is a modeling type Auto Regres-

sive (AR). This prediction ξ̂ (t + 1|t) can be rewritten as
least squares formalism as:

ξ̂ (t + 1|t) = Ω̂
T
t ϕ(t) , (7)

where ϕ(t) is a vector of dimension 2(L + 1) and Ω̂t is
a matrix 2×2(L+ 1), respectively, and given by:

ϕ(t) =




ξ (t)
ξ (t −1)

· · ·

z(t −L)


 and Ω̂t =




H0

H1

· · ·

HL

.




Let {
ω̂t = col(Ω̂T

t )

φ(t) = ϕ(t)⊗ I2

,

where ω̂t =col(Ω̂T
t ) is a column vector of dimension 4(L+

+1), φ(t) = ϕ(t)⊗ I2 a matrix of dimension 4(L+ 1)×2,
and ⊗ is the Kronecker product. The equation (7) can also
be put in a more general form as:

ξ̂ (t + 1|t) = φ
T (t)ω̂t . (8)

To enable a recursive estimation of ω̂t vector parameter
and therefore a correct prediction ξ (t + 1) is proposed to
use the least-squares algorithm with recursive forgetting
factor. The adapted version of the algorithm of multivari-
able problem (the output is a vector with 2 dimensions) has
the following form:

1. ξ̂ (t + 1|t) = φ(t)T ω̂t ,

2. ε(t + 1|t) = ξ (t + 1)− ξ̂(t + 1|t),

3. Kt = Ptφ(t)(φ(t)T Ptφ(t)+ λ I2)
−1,

4. ω̂t+1 = ω̂t + Ktε(t + 1|t),

5. Pt+1 = 1

λ
(Pt −Ktφ(t)T Pt).

where 0 < λ < 1 is the forgetting factor. The algorithm
converges rapidly for high value of λ but with an important
variance. However, for a very low λ one can notice the weak
variance with the very slow convergence.
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7. Simulation Results

To analyze the performance of the presented focusing op-
erators, the normalized root mean-square error (NRMSE)
is employed as a performance tool of the input estimates,
it is given by:

NRMSE =
1

‖θ‖

(
1

K

K

∑
i=1

‖θ̂i −θ‖
2

) 1

2

, (9)

where K is the number of the trials and θ̂i is the estimated
DOA from the i-th trial.

A linear array of N = 5 omnidirectional sensors at the base
station in order to have a spatial diversity with equal inter-
element spacing d = c

2 fo
is used, where fo is the center fre-

quency and c is the propagation velocity. The source signals
are temporally stationary zero-mean bandpass white Gaus-

Fig. 2. Estimation of the DOA of the source from Array 1,
SNR = 3 dB.

Fig. 3. Estimation of the DOA of the source from Array 2,
SNR = 3 dB.

sian processes with the center frequency fo = 902.5 MHz
and the same bandwidth Bw = 25 MHz.
The distance d between two consecutive sensors at the
base station is 16.62 cm, hence the total distance of the
array is 66.48 cm. The noise is stationary zero-mean band-
pass (the same pass-band as that the signals) white gaussian
process, independent of the signals, and statistically inde-
pendent and identical. One moving punctual source imping-
ing from the angle −55

◦ at the array 1 and from 10
◦ at the

array 2, with a SNR of 3 dB is used for this simulation.
Figures 2 and 3 represent the results of localization func-
tions f (θ ) of the FTCT method by two arrays.
In the second part of the simulation, the performance of
TCT, FTCT, adaptive and Hung methods was compared,
where the SNR varies from 0 dB to 35 dB, the results of
the NRMSE are presented in Fig. 4.

Fig. 4. NRMSE of one mobile location (y axis) vs. SNR (x axis)
for different focusing operators.

Fig. 5. Estimation of the trajectory of moving punctual source.

The TCT and Hung’s operator achieve a higher perfor-
mance compared to the adaptive and FTCT methods. How-
ever, this last method is very interesting in term of compu-
tational load because only one part of the eigenvectors are
used to built the focusing operators.
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In the case of moving punctual radiating source, such as
a robot with single transmitting antenna, the arrays sys-
tem and the moving object are in the same horizontal
plane. The following parametric model for the trajectory is
proposed:





~r(t) = x(t)~ex + y(t)~ey

x(t) = sin(ω1t)

y(t) = x(t)+ 7sin(ω2t)

, (10)

where ~r(t) is the position of the punctual source at in-
stant t, ω1 = π rad/s and ω2 = 0.5234 rad/s, the initial
position r(t = 0) = 0 m, corresponds to the solution of
the angulation technique from the DOAs θ1 = −55

◦ and
θ2 = 10

◦. The least mean square algorithm is used to
predict the trajectory of the moving source with forgetting
factor λ = 0.99. The results of the prediction proces, for
a period T = 3.5 s, are given in Fig. 5 and Fig. 6. Finally,
in Fig. 7, the convergence rate of the first parameter ωt(1)
is presented.

Fig. 6. x-y coordinates of moving punctual source.

Fig. 7. Convergence of the 1st parameter ωt(1).

8. Conclusion

In this paper a class of focusing operators were studied, and
their numerical performances were evaluated. The obtained
results show the efficiency of the eigenvectors focusing op-
erators in term of accurate angles. These operators were
used to estimate the DOAs of a known pulse and to locate
mobile station. Once two directions of arrival of wideband
source is estimated at instant t, an algorithm of LMS is
used to track this moving source.
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Abstract—Many of Intelligent Transport Systems (ITS) solu-

tions are using components that dynamically change in time

and space. Among these, there occur changes of location,

movement parameters, components configuration, external en-

vironment influence, automation use, etc. Standard facilities

in ITS communication model are useful base for implementa-

tion of the services in such variable environment. Such fea-

tures have an influence on the implementation of the services

and requirements for the lower communication layers.

Keywords—C-ITS, communication, facilities, services.

1. Introduction

In each phase of the transportation and logistic actions (e.g.
loading goods, transferring, the unloading etc.) a relevant
information is exchanged. Thus, present transport needs
reliable communications as essential part of such activity.
The communication is gaining the even greater significance
in transport systems using information and communication
technology (ICT) solutions, acting in the automated or full
automatic way. One can say, that sophisticated communi-
cation is a key to intelligent transport systems cooperation
with each other Cooperative ITS (C-ITS).
ITS information exchange requirements are similar to the
communication requirements generally used in other ICT
applications such as: capacity, response time, reliability,
etc. However, in certain instances a special requirements
are applied, and, from a point of view of purposes and
activity conditions of the transport system, they are often
critical. These particular requirements cover: the knowl-
edge of local conditions, the adaptation to them, the speed,
the certainty of acting, etc. Implementation of the applica-
tion responsible for the safety or programming automatic
reaction to circumstances of the environment can depends
on these local conditions, e.g. weather conditions, infras-
tructure state, breakdowns, other object behavior, etc.
Such issues are important especially in application in mov-
ing vehicles which have to cooperate with applications lo-
cated in other vehicles as vehicle to vehicle – V2V relation,
or with applications located in transport infrastructure as
vehicle to infrastructure – V2I relation or infrastructure to
vehicle – I2V relation, generally V2X relation.
In ITS solutions, the mechanisms to provide the communi-

cation for applications in varying conditions are used. This
is an effect of standardization, so that all transport services
can use them in different circumstances.
Implementation of ITS services on the standard base needs:

• methodology of defining ITS components, their de-
scription and principles of cooperation with other
platforms,

• service solutions adapted to real conditions, including
local experience from their usage,

• tools needed for the implementation of standardized
solutions.

Such standardized solutions are described in public docu-
ments, i.e. European Standards (EN). Knowledge of these
solutions is necessary for implementation C-ITS services
in Poland.
Communication processes in ITS are important for not only
the completion of separate transport processes, but also for
the integration and the cooperation of transport systems,
which are based on various platforms. The good knowledge
of communication environment will accelerate designing
and manufacturing of big ICT systems in ITS area.
The facilities layer takes an essential role in the standard-
ized architecture of the ITS communication [1]. This layer
executes shared functions, allowing actions and coopera-
tion integration. The communications means, required by
the facilities layer, are seen as the network and the transport
layer.
Action presentation and problems indication connected to
realization, especially in the layer of facilities, are signifi-
cant steps for implementing ITS systems. The Polish na-
tional environment should be also considered. However,
it is significant, that presented solutions are in the course
of creation (even they are placed in approved documents).
Therefore, in many places there appear remarks on the in-
complete statements and follow-up works on standard doc-
uments.
Methods and solutions proposal, presented here are taken
from standards. This study is an attempt of the synthesis
of the certain essential fragment of the ITS standardization
results. It is also an attempt to locate these issues in Polish
context for better assimilation in professional environment.
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2. Application Requirements

The aim of ITS are transport services where ICT applica-
tions take an important part. It means that ITS is cooper-
ative product of transport entities as well as ICT technolo-
gies.
From institutional point of view, ITS applications issues and
their communication requirements were an object of the ac-
tivity many international projects, inspired by industry as
well as by state administrations. An example of powerful
and fruitful activity is CAR 2 CAR Communication Con-
sortium, created by major automotive companies from Eu-
rope, USA and Far East regions. This consortium prepared
a document [2] where visions of the communication were
framed in ITS systems. These visions were developed and
experimentally verified as part of other projects [3]. Their
result, are standardization documents.
One of that document is ETSI TR 102 638 report [4], which
defines Basic Set of ITS Applications (BSA). According
to ETSI methodology, this document supports beginning
of the technical specifications and standards development
process. List of the services and applications included in
BSA along with the proposal of their Polish translation
and definitions were placed in [5]. BSA is important, in
case of statement of fundamental assumptions in relation
to the structure of the homogeneous environment for the
set of ITS specific services. This set of services remains
open. However, functional requirements resulting from it
were transferred into methodology solutions for building
the application layer, especially layers of common facilities
of the ITS communication model.
In this section is shown how requirements are formulated,
leading to the completion of services from components,
supposed to ensure execution of the services in the dynam-
ically changing environment.

2.1. ITS Applications Functional Requirements

Statement

Functional requirements description rules are based on
ETSI TS 102 637-1. They are divided into two groups:
application requirements and use case requirements.
Application functional requirements: General applica-
tion functional requirements, which applies for all use cases
of this application. Application functional requirements are
signed as [FR application # stationtype], where:

• FR means functional requirement,

• application provide acronym of application to which
the requirement applies,

• # is sequence number of requirement,

• stationtype indicates ITS station type to which the
requirement applies; it could missed when the re-
quirement is not correspond to any specific station
type.

Use case (UC) functional requirements: Functional re-
quirements for specific use cases, do not apply to other
use cases of the same or other applications. Use case func-
tional requirements are signed as [FR UC# # stationtype],
where:

• FR means functional requirement,

• UC# is designation of use case, to which the require-
ment applies,

• # is sequence number of requirement,

• stationtype indicates ITS station type to which the
requirement applies; it could missed when the re-
quirement is not correspond to any specific station
type.

Station types defined in ITS communication architecture
are:

• CS – central station,

• VS – vehicle station,

• RS – roadside station,

• PS – personal station.

An example of an application of the functional require-
ments is the Cooperative Awareness (CA) application. Its
implementation is based on exchange of messages named
Cooperative Awareness Message (CAM) and Decentralized
Environment Notification Message (DENM), in the ITS net-
work, in V2X relations. These messages transfer informa-
tion on vehicles attributes and their nearest surroundings.
Details of these messages proceedings will be shown here-
inafter.
Table 1 provides list of functional CA applications require-
ments (to be verified in real conditions) connected to driver
support[6].
The next specification stage is use case requirements set
for one use case included in CA application, e.g. UC003:
Intersection collision warning, shown in Table 2 [6]. It
should be noted that at this detail level are required inter-
faces to technical means, like transmission media or Human
Machine Interface (HMI).

2.2. Identification of Facilities for ITS Applications

Functional requirements implementation is common for
many use cases and applications, and is addressed to the
facilities layer of ITS communication model, located di-
rectly below the application layer. This is so-called facilities
layer serves typical operations and applications specified on
higher layer.
ETSI TS 102 894-1 [7] identified two groups of facili-
ties for ITS applications: common facilities and domain fa-
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Table 1

An example of Cooperative Awareness application functional requirements

FR CA 001 An ITS station shall announce its presence to its vicinity

FR CA 002 An ITS station shall broadcasts its position, speed and moving direction to its vicinity

FR CA 003 VS A vehicle ITS station shall broadcast its basic dynamics and status information to its vicinity

FR CA 004 CAM shall provide the position information with a confidence level that is sufficient for the all use
cases

FR CA 005 VS Vehicle ITS station shall have access to the in vehicle system to obtain the required information for
the CAM construction

FR CA 006 A receiving ITS station should update the position of the sending ITS station

FR CA 007 Information included in CAM shall allow receiving ITS station to estimate the relevance of the
information and the risk level

FR CA 008 An ITS station shall be able to modify the sending interval of two consecutive CAMs

FR CA 009 CAM shall be set with high priority for transmission

FR CA 010 ITS station shall provide one hop broadcasting functionality for CAM

Table 2

An example of use case functional requirements for UC003: Intersection collision warning

FR UC003 001 Unique use case identifier shall be defined in this use case

FR UC003 002 Unique event identifier shall be defined for this use case If the “intersection collision” event can
be divided into multiple sub event types, a unique event identifier shall be defined to each of
the sub event type

FR UC003 003 The application at the originating ITS station shall be able to request the construction and the
transmission of an “intersection collision warning” DENM in complementary of CAM

FR UC003 004 If DENM is sent, the originating ITS station shall be able to detect the vehicle positions and
movements within the intersection area

FR UC003 005 If DENM is sent, the originating ITS station shall be able to verify whether the “intersection
collision warning” event that may be a risk

FR UC003 006 If DENM is sent, the application at the originating ITS station shall be able to provide required
information for the “intersection collision warning” DENM construction

FR UC003 007 If DENM is sent, the application at the originating ITS station shall define the transmission rate
of the “intersection collision warning” DENM

FR UC003 008 If DENM is sent, the application at the origination ITS station shall define the transmission area
of the “intersection collision warning” DENM and provide to the network and transport layer

FR UC003 009 If DENM is sent, the application at the originating ITS station shall define the transmission
latency requirement and the priority of the “intersection collision warning” DENM

FR UC003 010 If DENM is sent, the application at the ITS station shall provide the estimated intersection
collision position as the event position

FR UC003 011 If DENM is sent, the application at the originating ITS station shall be able to stop sending the
DENMs when the “intersection collision” event is terminated

FR UC003 012 VS The vehicle ITS stations shall include the vehicle type and size information in CAM

FR UC003 013 VS Information in CAM or DENM shall allow the application at the receiving vehicle ITS station
to check the relevance of the information and estimate the risk level

FR UC003 014 VS The application at the receiving ITS station shall decide whether a warning or information of
“intersection collision” event is provided to the driver via HMI

FR UC003 015 VS The application at the vehicle ITS station should present the “intersection collision warning” to
the driver via HMI at an appropriate timing

FR UC003 016 VS The application at the vehicle ITS station may further broadcast its itinerary to pass the inter-
section
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Table 3

List of common facilities

Classification Identifier Facility name Short description

Management

CF001 Traffic class management
Manage assignment of traffic class value for the higher
layer messages

CF002 ITS-S ID management
Manage ITS-S identifiers used by the application and
the facilities layer

CF003 AID management
Manage the application ID used by the application and
the facilities layer

CF004 Security access
Deal with the data exchanged between the application
and facilities layer with the security entity

Application support

CF005 HMI support
Support the data exchanges between the applications
and HMI devices

CF006 Time service
Provide time information and time synchronization
service within the ITS-S

CF007
Application/facilities status
management

Manage the functioning of active applications and fa-
cilities within the ITS-S

CF008 SAM processing
Support the transmission and receiving of the service
announcement message (SAM)

Information support

CF009 Station type/capabilities Manage the ITS-S type and capabilities information

CF010 ITS-S positioning service
Calculate the real time ITS-S position and provides
the information to the applications/facilities layers

CF011 Location referencing
Calculate the location referencing information and pro-
vide the data to the applications/facilities layers

CF012 Common data dictionary Data dictionary for messages

CF013 Data presentation Message encoding/decoding support

Communication support

CF014 Addressing mode Select addressing mode for messages transmission

CF015 Congestion control
Facilities layer decentralized congestion control func-
tionalities

cilities. Common facilities (CF) (Table 3) are required for
ITS station (ITS-S) operation and/or support for commu-
nication interoperability. Additionally, certain common fa-
cilities transfer cross layer information to the management
and security entities.
The common facilities from Table 3 are identified by unique
number CF#. For each facility a set of functions and inter-
faces is identified.
Function is denoted by an identifier [CF# F#], where:

• CF# identifies of common facility,

• F# indicates of function number.

Interface is denoted an identifier [CF# IN#], where:

• CF# identifies of common facility,

• IN# indicates of interface number.

Domain Facilities (DFs) are services and functions for one
or more BSA applications or for one or more ITS sta-
tion types. Domain facilities could be optional for other
ITS applications and other ITS-S types. Table 4 provides
list of domain facilities identified in standardization docu-
ments [7].

Domain facility is identified by unique number DF#. For
each facility a set of functions and interfaces is defined.
Function is denoted by an identifier [DF# F#], where:

• DF# identifies of domain facility,

• F# indicates a function number.

Interface is denoted by an identifier [DF# IN#], where:

• DF# identifies of domain facility,

• IN# indicates a interface number.

As an example, functional requirements two facilities are
presented, which are the base for implementation of use
case UC003: Intersection collision warning, such as re-
quirements for DF001: DEN basic service and DF002: CA
basic service.

2.3. Functional Requirements Identification Example

The domain facility DF001 executes Decentralized Envi-
ronment Notification Message (DENM) protocol associated
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Table 4

List of domain facilities

Classification Identifier Facility name Short description

Application support

DF001 DEN basic service Support the protocol processing of the DENM

DF002 CA basic service Support the protocol processing of the CAM

DF003 EFCD
Aggregation of CAM/DENM data at the road side ITS-S and
provide to the central ITS-S

DF004 Billing and payment Provide service access to billing and payment service provider

DF005 SPAT basic service
Support the protocol processing of the Signal Phase and Tim-
ing Message

DF006 TOPO basic service Support the protocol processing of the Road Topology Message

DF007 IVS basic service
Support the protocol processing of the In Vehicle Signage Mes-
sage

DF008
Community service
user management

Manage the user information of a service
community

Information support

DF009 Local dynamic map Local Dynamic Map database and management of the database

DF010
RSU management
and communication

Manage the Road Side Units from the central ITS-S and
communication between the central ITS-S and road side ITS

DF011 Map service Provide map matching functionality

Communication

DF012 Session support Support session establishment, maintenance and closure

support

DF013 Web service support
High layer protocol for Web connection, SOA application pro-
tocol support

DF014 Messaging support
Manage ITS services messages based on message priority and
client services/use case requirements

DF015 E2E geocasting

Deal with the disseminating of information to ITS vehicular
and personal ITS stations based on their presence in a specified
geographical area

with this message. DENM is used in cooperative road haz-
ard applications mainly in order to inform other road users
about detected events.

Fig. 1. Block diagram of DF001: DEN basic service according
to ETSI TS 102 894-1.

The source of the DENM is the ITS station, which have de-
tected an event. The application provides attributes data of
detected event: type, duration, location, as well as DENM
destination dissemination area to DEN basic service. The
DEN service constructs the DENM and provides it to net-
work and transport layer. At the reception, DEN service
filters not valid messages. Further received information is
provided to application directly or via common database
(Local Dynamic Map – LDM). Keep alive function may
forward valid messages to protect their dissemination in
the case of dynamic events.
Figure 1 shows DEN service functional configuration and
external interfaces [7].
Table 5 provides functional requirements and Table 6 pro-
vides interfaces to external components descriptions ad-
dressed to DEN basic service according to ETSI TS 102
894-1 [7].

2.4. Functional Requirements Example Set out for

DF002 CA Basic Service

The Cooperative Awareness (CA) basic service is a fa-
cilities layer entity providing the management of facili-
ties layer data, needed for ITS stations cooperation. It ex-
ecutes the protocol associated with CAM. In BSA, this
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Table 5

Functional requirements for DF001: DEN basic service

Function Requirements

[DF001 F1]

The function shall execute the DENM transmission protocol. It constructs a DENM when receiving
a request from application, and initiates the DENM transmission. The DENM format shall be as
specified in ETSI EN 302 637-3 [8].

The DENM transmission protocol shall include functionalities to enable the DENM initiation, DENM
updates and DENM termination from originator ITS-S.

[DF001 F2]

The function shall execute the DENM reception protocol. It decodes a received DENM, manages its
lifetime according to a validity time and provides the DENM content to the applications and/or to the
LDM when requested.

The DENM reception protocol shall include functionalities to discard the outdated DENM and to provide
the update DENM content to the ITS applications.

[DF001 F3]
The function shall execute a forwarding of a DENM which is still valid within a specific area and
specific duration (keep alive). This function is optional.

Table 6

Interfaces of DF001: DEN basic service

Interface Related component Direction Information exchanged over the interface

[DF001 IN1] Application, LDM or other facilities In/out

In: Request from application for the transmission of
new DENM, updated DENM or DENM termination,
together with the data related to the detected event
and the DENM dissemination requirements.
Out: Content of the received DENM.

[DF001 IN2] Data presentation In/out
Data required for the DENM encoding/decoding,
as supported by the data presentation common fa-
cility.

[DF001 IN3] ITS network and transport layer In/out

In: Received DENM content from the Network &
Transport (N&T) layer.
Out: DENM content to the N&T layer for DENM
transmission.

[DF001 IN4] LDM or other facilities Out Content of the received DENM.

Table 7

Functional requirements for DF002: CA basic service

Function Requirements

[DF002 F1]
The function shall collect data required to construct a CAM. The CAM format shall be as specified in
ETSI EN 302 637-2 [9].

[DF002 F2] The function shall manage the CAM transmission frequency according to the congestion level.

[DF002 F3] The function shall transmit the CAM to the networking and transport layer.

[DF002 F4] The function shall process the received CAMs

facility is relevant to vehicle ITS-S and roadside ITS-S.
It is expected that other ITS-S may use the CAM in the
future.
CA basic service periodically constructs and transmits
CAM. It cooperates with other facilities in order to col-
lect the data needed for CAM. In case of CAM reception,
the service decodes the message and transfer received data

to the application and/or to LDM, which is common lo-
cal facilities layer database. CAM is a heartbeat message
of the facilities layer. Interval of CAM transmission may
vary from several hundred milliseconds to one second. It
depends on application requirements and/or network con-
gestion level. Figure 2 shows CA service functional con-
figuration and external interfaces [7].
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Fig. 2. Block diagram of DF002: CA basic service.

Table 8
Interfaces of DF002: CA basic service

Interface Related component Direction Information exchanged over the interface

[DF002 IN1] • station type/capabilities, In Data required for the construction of CAM:

• application ID management, • station type,

• position and time management, • in vehicle data (for vehicle CAM),

• ITS-S ID management, • application ID information of CAM,

• current position and time information of the ITS-S,

• ITS-S ID information,

• other information included in CAM as specified
in ETSI EN 302 637-2 [9].

[DF002 IN2] Data presentation In/out Data presentation and message encoding/decoding support.

[DF002 IN3] Network & transport In/out Out: CAM delivered to network and transport layer for
transmission; In: Received CAM delivered by the net-
working and transport layer.

[DF002 IN4] LDM Out Content of the received CAMs to the LDM.

[DF002 IN5] Application In/out In: Application requirements, if applicable; Out: Content
of the received CAMs to the LDM and/or to the applica-
tion.

[DF002 IN6] Management In/out Data required by the management layer and/or information
of the congestion level.
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Table 7 provides functional requirements and Table 8
showsinterfaces to external components descriptions ad-
dressed to CA basic service [7].

3. Facility Layer Services
Implementation

The implementations aspects of facilities, generally defined
earlier, are shown here on the example of DEN and CA
services.
It is worth to note that CA and DEN services are stan-
dardized in Europe and they are specified in EN class
documents. It means that these documents were voted by
European Union member state standardization bodies (i.e.
Polski Komitet Normalizacji in Poland) and recognized as
Polish Standards – PN-EN. It is the base for ITS solutions
manufacturing unification and services interoperability op-
erations, at least throughout Europe. The process of stan-
dard document recognition does not cover other document
classes, i.e. Technical Specifications (TS) or Technical Re-
port (TR).
It should be noted that this standard area is still during the
work process – new documents are under preparation and
old ones have new versions, some documents are not fully
cohesive or there are differences among them. It involves
some problems during implementation of the standardized
services.

3.1. DEN Basic Service Implementation

DENM transfers information on the road events that could
have impact on road user safety and traffic conditions. The
event could have the following attributes: event type, event
position, event detection time and time duration. This at-
tributes may change over space and over time [9].
DEN basic service constructs and process DENM. DENM
construction is initiated by ITS station application after
event detection in order to inform about that other ITS
stations. The message ready to distribution is transferred
to network and transport layer. It triggers all communica-
tions facilities services. Usually DENM is distributed to
ITS stations located in area of direct communication be-
tween different vehicles and between vehicles and roadside
infrastructure.
In case of DENM received from network and trans-
port layer, DEN basic service processes the message and
presents the content to ITS application. The application can
show information about danger or traffic conditions. Then
the driver could react accordingly.
DENM transmission could be repeated when the event takes
place or, in some cases, even when originating ITS station
left the event location but event is not ended (e.g. the case
of ice or fog). DEN basic service protocol was design to
serve composed situations. For this purpose, the following
DENM types were defined.

New DENM is generated by the DEN basic service after
the event detection by originating ITS station. New DENM
is denoted by new identifier and provides defined event at-
tribute like position, type, detection time and others. Up-
date DENM is generated by the same station, which had
generated new DENM for the same event. It updates event
information.
Cancellation DENM is generated by the same station which
had generated new DENM for the same event. It informs
on event termination. Negation DENM is generated by
the ITS station, which is able to detect event termination,
previously announced by another station.
DENM contains one common ITS Protocol Data Unit
(PDU) header and several data containers, see Fig. 3.

Fig. 3. General DENM structure.

ITS PDU header is common unit in all messages that
includes protocol version information, message type and
source ITS station identifier.
DENM work part consists of four data containers in fixed
order for management, situation, location and application
information.
Management container transfers information related to
DENM management and DENM protocol. Situation con-
tainer describes event type. Location container contains
information on event location and position data. Appli-
cation container contents uses case information required
additionally and is not filled in previous containers.
Each container is composed of a sequence of optional or
mandatory Data Elements (DE) and/or Data Frames (DF).
DEs and DFs are mandatory unless specified otherwise.
Detailed descriptions of all DE and DF in the CAM context
are in normative annex B to PN-ETSI EN 302 637-3 [8].
DE and DF not defined in PN-ETSI EN 302 637-3 [8]
should be searched in common data dictionary (i.e. [10]).
Formal ASN.1 CAM specification is included in normative
annex A to PN-ETSI EN 302 637-3 [8]. DENM basic
service protocol operation formal specification is include
in clause 8 of PN-ETSI EN 302 637-3 [8].

3.2. CA Service Implementation

CA basic service implements requirements and specifica-
tions described earlier. The PN-ETSI EN 302 637-2 [9]
shows the service execution in more details. The service is
constructed on the base of CAM processing.
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CAMs are exchanged in ITS network between ITS stations,
in order to maintenance of mutual knowledge and coop-
eration of vehicles on the common roads. CAM contains
information about source ITS station attributes needed for
actions of specific applications. Set of information depends
on station type and information itself. This information
could be used by applications for mapping of road situ-
ation, for prediction of the situation development and for
calculation of risk.
For example ITS-S could calculate a risk of road colli-
sion between vehicles. The driver can receive the message,
via HMI, and decide on specific actions. In case of auto-
matic actions applied, the breaks could be activated auto-
matically.
CAM contains one common ITS Protocol Data Unit (PDU)
header, basic data container and many optional (condi-
tional) data containers, see Fig. 4. ITS PDU header is
common unit in all messages that includes protocol version
information, message type and source ITS station identi-
fier. Basic container include basic information on source
ITS station. High frequency (HF) container includes in-
formation that is changing frequently. Low frequency (LF)
container includes static or not frequently changed infor-
mation of source ITS station. Special vehicle containers
include information connected to specific role of vehicles
represented by ITS station.

Fig. 4. General CAM structure.

Each container is composed by the sequence of optional or
mandatory Data Elements (DE) and/or Data Frames. DEs
and DFs are mandatory unless specified otherwise. De-
tailed descriptions of all DE and DF in the CAM con-
text are in normative annex to PN-ETSI EN 302 637-2 [9].
DEs and DFs not defined in PN-ETSI EN 302 637-2 [9]
should be searched in common data dictionary [10]. For-
mal Abstract Syntax Notation One (ASN.1) CAM specifica-
tion is included in normative annex A to PN-ETSI EN 302
637-2 [9]. Informative annexes C, D and E to PN-ETSI
EN 302 637-2 [9] include framework of CA basic service
protocol operation formal specification. Up to date CAM

content is specified for vehicle ITS stations. It is expected
that CAM content and format specifications for other ITS
stations will be added in future.

3.3. Common Solutions on Syntax and Data Dictionaries

There are some common methods of specifications applied
to ITS services implementation.

Messages syntax is defined using ASN.1 notation ac-
cording to ITU-T Recommendation X.680 (11/08)/ISO/IEC
8824-1) [11] and others from this series. For messages
coding and decoding should be applied Packed Encoding
Rules according to ITU-T Recommendation X.691/ISO/IEC
8825-2 [12]. Messages syntax, defined using above-men-
tioned rules, is formal and could be used as a part of soft-
ware of service protocols and applications using the infor-
mation transferred by the messages.
Information transferred by messages is located in containers
in form of Data Elements and/or Data Frames. Data sources
and destinations included in data elements are other facil-
ities layer entities as well as applications. Syntax invokes
all the data elements in specific order.

Common data dictionary is a tool for integration of DE
and DF in all messages. Usually descriptions of all DEs
and DFs in the specific message context are included in
standardization documents of the message. DE and DF not
defined in the message context should be taken from com-
mon data dictionary specified in ETSI TS 102 894-2 [10].
It covers the description of data meaning included in spe-
cific data elements. The dictionary includes also data el-
ements specification in ASN.1 notation. It is possible to
import the ASN.1 specification to message encoding pro-
cedures.

4. Summary

In this paper definition tool of ITS services and environ-
ment of their execution have been shown. They should al-
low an implementation that would assure services efficient
execution. Implementation of facilities layer is important
as it has an impact on the realization of many different
services. Using standardized solutions, especially interna-
tional, can assure that specific products may be designed,
manufactured and provided with vehicles by different sub-
jects and cooperate with each other as well as with road
infrastructure in different countries.
Standardization documents and international product devel-
opment are full of knowledge and solution proposals. There
are many references to real experience. As presented, ITS
services implementation and deployment require general
knowledge of the final services and their execution envi-
ronment.
One of the implementation tools is dissemination of con-
cepts and solutions, as presented, in ITS professional en-
vironment. In some cases, it requires verification against
implementation conditions. Some parts need to be more
precise. In particular it is addressed to:
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• definition and description methodology of specific
solutions (including adequate terminology). It means
needs of standards, including technical reports and
technical specification localized in national and local
law, business, administration and professional envi-
ronments;

• verification of proposed solutions whether they are
complete, capacious and they sense their applica-
tions. As an example see CAM content definitions
for ITS stations other than vehicle stations;

• workout of missing solutions and/or solutions for spe-
cific requirements, such as data security and data
privacy in the context of public road and transport
operations;

• specification and making or purchase of tools for
ITS solutions implementation, deployment and op-
erations, e.g. ASN.1 notation and/or common data
dictionary usage.

The standards have the particular role. Hence, there is no
formal obligation for their application but mode of their
preparation in international environment, that justify their
treatment as a base for implemented solutions. Moreover,
there is a need to track the standards development, where
ITS is a nascent area where occur rapid changes in the
standard requirements. See clause 3.4.5 in Rolling Plan for
ICT Standardization in [13].
Still before implementation of selected ITS services, spe-
cific conditions have to be fulfilled. In particular the fol-
lowing:

• determination of real ITS services deployment strat-
egy with its law and organization context of execu-
tion,

• indication of specific technical solutions, especially
transport infrastructure (roads, vehicles), which as-
sure efficient ITS services deployment.

European Commission has noticed that there is a need to
discount earlier experience and practically support common
implementation of C-ITS throughout Europe. At the first
stage, a review report was prepared [14]. Key issues for
C-ITS implementation are indicated and described in this
report. Next stages of this platform activity are planned as
answers for questions asked by C-ITS implementers and
questions emerged by the current needs of ITS users.
The paper presented the framework of standards implemen-
tation. Common understanding of the ITS implementation
processes is an essential for real cooperation of ITS.
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Abstract—Securing a computer network has become a need

in this digital era. One way to ensure the security is by de-

ploying an intrusion detection system (IDS), which some of

them employs machine learning methods, such as kkk-nearest

neighbor. Despite its strength for detecting intrusion, there

are some factors, which should be improved. In IDS, some re-

search has been done in terms of feature generation or feature

selection. However, its performance may not be good enough.

In this paper, a method to increase the quality of the generated

features while maintaining its high accuracy and low compu-

tational time is proposed. This is done by reducing the search

space in training data. In this case, the authors use distance

between the evaluated point and the centroid of the other clus-

ters, as well as the logarithmic distance between the evaluated

point and the subcentroid of the respective cluster. Besides

the performance, the effect of homogeneity in extracting cen-

troid and subcentroid on the accuracy of the detection model

is also evaluated. Based on conducted experiment, authors

find that the proposed method is able to decrease processing

time and increase the performance. In more details, by us-

ing NSL-KDD 20% dataset, there is an increase of 4%, 2%,

and 6% from those of TANN in terms of accuracy, sensitivity

and specificity, respectively. Similarly, by using Kyoto 2006

dataset, proposed method rises 1%, 3%, and 2% than those

of TANN.

Keywords—clustering, feature transformation, information se-

curity, network security.

1. Introduction

Transferring data through a computer network has become
an essential need in this digital era. This has made it easy
for people to communicate each other. Since the data are
transmitted in a public network, the security should have
more attention. It is because anyone may have access to it.
This works especially to sensitive data whose access must
be restricted to legitimate users only. Moreover, these pri-
vate data, such as medical and financial data, may become
a target of attacks. Therefore, there must be a mechanism
to protect it.
Based on its objective, data protection can be divided into
two categories. The first is securing data in a file or trans-
action. This is done by using either encryption [1], transfor-
mation [2] or steganography [3]. The second is protecting
data which reside in a network. In this case, the control is
usually carried out by an intrusion detection system (IDS).
Based on [4], IDS can be grouped into two categories. The
first is signature-based IDS, which uses records of known
attack. If an activity matches with any of that record, then

the IDS will trigger an alarm. The second is anomaly-based
IDS, which uses a model representing a normal activity.
Any flow that deviates too far from the model will trigger
an alarm.
That first type of IDS has lower resource consumption than
the second. However, it needs constantly update the sig-
natures, which have been stored in the database. Different
from this, the second type of IDS does not need signatures
to detect specific packets. So, it is able to detect unknown
attacks to some degree. Nevertheless, it has a slightly
higher false positive rate than the first [4].
There is some research, which have been introduced to
solve those problems. Their results, however, may not
be so optimal. In more details, there are at least two
factors that the anomaly-based IDS should be improved,
those are [5]:

• outlier detection – in common anomaly-based IDS,
the detection model only uses normal data. It is as-
sumed that data which are outside of the detection
model is anomaly, as specified in [6]. In real life,
however, this assumption may not be realistic;

• cost of false alarm – unlike other applications of ma-
chine learning, such as hand written recognition or
product recommendation, in this case false alarm re-
quires much time and energy to verify. Ignoring an
alarm is not a good idea since a true alarm can cause
the whole system down.

Some research, such as [7] and [8], has proposed a feature
transformation method to reduce the false alarm rate and at
the same time maintain high detection rate. This method
needs to use whole training data for the final classification
step. If the training data is too large, then the time needed
to classify an activity rises greatly. In authors’ previous
research [9], a method to reduce the size of training data
and to transform them for the classification purpose have
been proposed. This is done by measuring the distance
between the respective point and centroids, as well as and
logarithmic distance between the respective point and sub-
centroid. In this paper, we expands and further validate this
method.
The rest of this paper is organized as follows. Section 2
contains previous works, which relate to this research. Sec-
tion 3 explains the proposed method. The Sections 4 and 5
describe the experimental design and result, respectively.
Finally, the conclusions in the Section 6 are drawn.
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2. Related Works

Some research has been introduced to classify data by using
distance to the centroid. This includes [7], [8], [10]–[14],
which have used that distance to generate features. The
basic idea of those methods is similar, that is, the distance
between a point and the respective centroid is used to dif-
ferentiate data within dataset. The differences between that
researches are how the centroid is extracted and how that
distances is used. Some methods use k-means by using the
previously defined number of clusters [7], [8], [14] and by
partitioning the dataset based on their label and by extract-
ing the centroids according to their average features in each
partition [10], [11], [13].
The research [7] and [8] are proposed in order to address
problems in [5]. Both methods have achieved a relatively
low false positive rate while maintaining its high detection
rate. Here, they employ feature transformation to extract
new features and to classify the data by using k-Nearest
Neighbor (kNN). For handling the dynamic nature of the
data stream, some research such as [15], [16] propose to
use the affinity propagation [17] for selecting exemplars.
This is to be applied to the on line clustering algorithms.
Some methods, which are often used for classification, are
described as follows.

2.1. TANN

Triangle Area and Nearest Neighbor (TANN) is proposed
in [8]. It works by assuming that the centroid of a dataset
can be used to differentiate data, and the distance of un-

Fig. 1. TANN workflow.

known data to centroid of other clusters can be used for
classification. This method generates features by using
data, which have been extracted, and by utilizing any 2
out of 5 centroids. This method requires a parameter k,
similar to that used in kNN. The overall framework of this
method can be observed in Fig. 1. Here, TANN works as
follows:

1. Extracting centroids – by using k-means, this
method extract 5 centroids. This number is chosen
by assuming that there are 5 classes: 1 normal and
4 type of attacks.

2. Generating new features – the transformed data are
generated by summing the area of all possible trian-
gles formed by using the old data and any two of
five centroids, which have been extracted in step 1.
Possible triangles, which are formed are depicted in
Fig. 2.

3. Training and testing kkkNN – the new data are divided
into training and testing sets. Next, the testing set is
classified by using kNN.

Fig. 2. TANN scheme.

A common problem of TANN is that it needs to use all
training data in order to classify the testing or other data.
Consequently, if the size of the training data is large, the
time needed to process rises significantly. To overcome
this problem, some applications use parallel searching by
using Graphic Processing Unit (GPU) such as [18] and [19].
However, not all computers have GPU, which is able to
do it. Therefore, reducing the search space is one of the
feasible solution for this problem.

2.2. Bisecting kkk-Means

This clustering method is proposed by [20] to classify doc-
uments. It works as follows:

1. Pick a cluster to split. In this case, they use the
largest cluster.

2. Split the selected cluster into two clusters by using
ordinary k-means.
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3. Repeat step 1 and 2 until the desired number of clus-
ters has been reached.

In [20], authors also propose to use the centroids, which
have been extracted from those steps as initial centroids for
basic k-means. In addition, they believe that their method
works better than simple agglomerative clustering. This
is because the agglomerative clustering sometimes merges
data from different classes, which may happen in the early
clustering step. If so, then this mistake cannot be fixed.
Divisive clustering on the other hand, may split clusters
whose members actually have same labels. Fortunately,
this mistake can be fixed in later phases.
A weakness of this method is, similar to that of k-means,
we need to know the number of required clusters. Unfor-
tunately, we may not have this information every time.

3. Proposed Method

The proposed method is inspired by TANN [8], CANN [7],
and comparison of clustering techniques [20]. Similar to
[8] and [7], the distance between the evaluated point and
the respective centroid is used to transform data while the
difference is on how the extraction of centroid is performed.
In more details, the proposed method differs in the extrac-
tion process and in treating the subcentroid to add differ-
entiating power to the classification method. The overall
proposed method is depicted in Fig. 3, where T is training
dataset, S is testing dataset and D = T ∪S.
The proposed method is developed based on authors’ pre-
vious research [9]. In this paper, the scope is extended as
follows.

1. The dataset used here is bigger than that in [9].

2. The use of entropy is explored as well as Gini im-
purity index. Additionally, their combination is also
investigated.

3. The use of bisecting k-means and logarithmic dis-
tance in the transformation process is investigated.
This is intended to evaluate their effect on the per-
formance.

As shown in Fig. 3, the first step is to divide the dataset
into testing and training. In the experiment, authors further
divide the data into 10 partitions. This is to carry out
cross validation with each partition whose composition is
proportional.
Next is to cluster the training data by using a modified
variant of bisecting k-means whose diagram is presented
in Fig. 4. This method works as follows:

1. Split the dataset to two clusters by using k-means.

2. If the impurity of any resulting cluster is higher than
the user defined threshold U , then split it by using
ordinary k-means into two clusters.

Fig. 3. L-SCANN workflow.

3. Repeat step 2 until there is no cluster whose impu-
rity is higher than U , or no more impurity can be
reduced. At this stage, the number of clusters n has
been obtained.

Fig. 4. Variant of bisecting ki-means used.

This step is intended to solve the problems experienced by
previous research, such as [7] and [8]. That is, the number
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of needed clusters to give decent performance is not always
available. In addition, data with a same label is not always
grouped into one cluster.
Different from other research, such as [21], which uses
a genetic algorithm to iteratively search the best centroid
in partially labeled data, a variant of bisecting k-means is
employed. Furthermore, they make use of Gini impurity
index, mean square error and combination of both for mea-
suring the quality of the generated clusters. Here, authors
take Gini impurity index, entropy and combination of them
as stopping criteria as previously described.
Let O and be m be the number of specified subcentroids in
each cluster whose value is obtained from an experiment,
and the number of members in a cluster, respectively. There
are three possibilities of subcentroids according to those O

and m values:

• m > O – subcentroids are extracted by using k-means
whose k is equal to O,

• m = O – each member of the clusters is treated as
subcentroid,

• m = O – in this paper, we assumed that the cluster
is homogeneous. So, there is no subcentroid, which
can be extracted.

The following step is transforming the data such that the
distance of the evaluated data can be collected. In authors’
previous works [9], the transformation of the data is done
by summing two types of distance: between the point and
centroids, and between the point and the subcentroids in the
same cluster. Let Di be the i-th data being evaluated, C j be
the j-th centroid of each cluster, Lk be the k-th subcentroid
of the respective cluster. It is shown in Fig. 5 that Di is
closer to C5 than to other centroids. Therefore, C5 is firstly
assigned as its centroid.

Fig. 5. L-SCANN scheme.

Let Dist1i be the distance between the i-th data and all cen-
troids in each cluster, n be the number of clusters extracted
from the clustering step, and ||C j −Di|| be the Euclidean
distance between Di and C j. This distance can be depicted
in Eq. (1). Next, the distance between the evaluated data
and its subcentroids, Dist2i, is presented in Eq. (2), where
||Di−Lk|| is the Euclidean distance between Di and Lk, and
O is the number of subcentroids in the respective cluster.

If the distance between Di and Lk is 0 (i.e. overlapping),
then the distance is reset. The new transformed data, D′

i is
then obtained by summing Dist1i and Dist2i, as provided
in Eq. (3). This transformation step is repeated until all Di

have been processed. That is, each data in training set T

will be transformed into new training data T ′ and each data
in testing set S will also be transformed into new testing
data S′. This is noted by red (×) and blue (•) arrows, re-
spectively in Fig. 3. Each new training data T ′ is then as-
signed to its respective cluster.
As an alternative, it is also possible to remove the loga-
rithmic calculation, as shown in Eq. (4) where D′′

i is the
transformation results. This is because logarithmic calcu-
lation may take a little bit longer.
The final step of proposed method is classifying the data
in testing set S. For this purpose, we classify the evaluated
point Di as member of the cluster whose centroid is the
nearest. Next, the three nearest transformed neighbor points
are selected, which Di is assigned a label similar to the
dominant label. That is, if most of those three are normal,
than Di is also normal. If most of those three are attack,
than Di is also attack.
An example of this classification process is presented in
Fig. 6, where new data Di is being classified. In Fig. 6a,
the centroid C j with the smallest distance to Di is looked for.
In this case, C5 is found in a cluster, whose subcentroids
are L1, L2 and L3. The respective cluster has T1, T2, T3, T4

and T5 as the members. By using Eq. 3, its transformation
value is calculated as depicted in Fig. 6b. Finally, the three
closest transformed members are selected, which are: T ′

3
,

Fig. 6. Example of classification process.
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T ′

4
and T ′

5
, see Fig. 6c. The majority labels of them are

then assigned to Di:

Dist1i =
n

∑
j=1

||C j −Di|| , (1)

Dist2i =
O

∑
L=1





ln(||Di −Lk||), if Di 6= Lk

0, otherwise
, (2)

D′

i = Dist1i + Dist2i . (3)

D′′

i =
n

∑
j=1

||C j −Di||+
O

∑
L=1

||Di + Lk|| . (4)

4. Experimental Design

The experiment is carried out in Python 2.6 with scipy and
numpy package in 64-bit Ubuntu Linux using Intel Core
i5-2410M processor with 4 GB of RAM.
In the modified bisecting k-means, we use an impurity in-
dex as the stopping criteria in finding clusters. That is, Gini
impurity index, entropy, and their combination as provided
in Eqs. (5)–(7) respectively, where m is the number of class
labels and fi is the frequency of i-th label. Those first two
are common index while the third is our proposed combi-
nation method. The Eq. (7) is designed based on the facts
that gini index has a range between 0 to 0.5 in two label
cases, and the entropy index has a range between 0 to 1
in any case. In addition, we use two labels, normal and
attack. For a deeper analysis, the attack is further divided
into subclasses (sublables) for NSL-KDD.

IG = 1−

m

∑
i=1

f 2

i , (5)

H = −

m

∑
i=1

filog2 fi , (6)

Combined =
H + 2IG

2
. (7)

4.1. Dataset

In the experiment, we use NSL-KDD 20% [22] and a sub-
set of Kyoto 2006 [23] datasets. In NSL–KDD, we remove
protocol type, service and flag because those three are cat-
egorical types. In Kyoto 2006, we use a subset which was
taken in 20 July 2009 whose unused attributes are removed,
i.e. flag, start time, and duration. Additionally, redundant
records from Kyoto 2006 are then removed. At the end,
we have 25192 records in NSL-KDD and 107213 records
in Kyoto 2006. The composition of NSL-KDD and Kyoto
2006 is available in Table 1.

Table 1
Dataset composition

NSL-KDD

Label Sublabel Number

Attack

Dos 9234

11743
Probe 2289

U2R 11

R2L 209

Normal Normal 13449

Kyoto 2006

Label Number

Attack 52554

Normal 64659

4.2. Parameter Tested

The proposed method requires two parameters to work.
Those are the impurity index U , and the assumption num-
ber of subcentroids O. We define U ∈ {0.1,0.2,0.3} and
O ∈ {4,5,6}. In the experiment, we combine all possibil-
ities of those values, such that, we have 9 combinations.
The number of subclusters is not more than 6 in order to
ensure that the cluster with lower number members is ho-
mogeneous. The value of impurity index is not larger than
0.3 because it is over half of Gini impurity index, whose
range is between 0 and 0.5, for 2 labels. Here, three types
of impurity index as previously described are used.

4.3. Evaluation Criteria

The proposed method is evaluated in terms of accuracy,
sensitivity, and specificity as specified in Eqs. (8), (9), and
(10), respectively. In this case, TP is true positive (correctly
classified attack), TN is true negative (correctly classified
normal), FP is false positive (misclassified normal), and FN
is false negative (misclassified attack). Another evaluation
criterion is running time, to see how search-space reduction
affect the speed of the algorithm.

Accuracy =
T P+ TN

TP + TN + FP+ FN
, (8)

Sensivity =
T P

T P+ FN
, (9)

Specificity =
T N

T N + FP
. (10)

5. Experimental Results

The experiment results are provided in this section. These
comprise that of proposed method as well as TANN for
the comparison purpose. In this case, we firstly present the
results of TANN in order to make it easier to compare.
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5.1. TANN

Accuracy, sensitivity, and specificity of TANN on NSL-
KDD and Kyoto 2006 can be observed in Table 2, where
Acc, Sen and Spe represent accuracy, sensitivity and speci-
ficity respectively (in percent) and time depicts processing
time (in hour).
In NSL-KDD dataset, increasing the value k of kNN leads
to raising the value of accuracy and sensitivity but reducing
specificity. The table also shows that the processing time
is not affected by k. When it goes up from 3 to 5, the
processing time drops. However, when it then grows to 7,
the time also increases.
It is depicted that the best results is achieved by using k=5

where accuracy, sensitivity and specificity are 96.80%,
95.92% and 97.64%, respectively with processing time
9.15 hours. It is worth noting that the processing time
raises about 16 times when the dataset is 4 times larger
than the size of NSL-KDD.

Table 2
Performance of TANN on different dataset

NSL-KDD

k Acc [%] Sen [%] Spe [%] Time (hour)

3 93.08 94.85 91.53 0.47

5 93.36 95.86 91.17 0.39

7 93.51 96.32 91.05 0.56

9 93.56 96.48 91.02 0.42

11 93.60 96.60 90.99 0.50

13 93.61 96.66 90.95 0.53

15 93.54 96.62 90.86 0.53

Kyoto 2006

3 96.73 95.79 97.63 9.12

5 96.80 95.92 97.64 9.15

7 96.69 95.84 97.51 9.14

5.2. Proposed Method with Gini Impurity Index

The experimental results of the proposed method which
uses the gini impurity index on NSL-KDD can be observed
in Table 3, where Clu represents the average number of gen-
erated clusters. Based on this result, we find that the highest
accuracy, sensitivity and specificity level is achieved when
the impurity threshold and the number of subcentroids are
0.1 and 4, respectively. It is also shown that increasing the
impurity value results to decreasing those performances,
and raising the number of subcentroids may cause the per-
formances go up to some extent. It can be inferred that
smaller number of both impurity index and subcentroids
holds the best performance.
Compared to the performance of TANN, proposed method
produces significantly higher result in terms of accuracy
and specificity, but slightly lower in sensitivity. At the
same time, the time needed to process the whole dataset
goes down.

The experimental results which are obtain on Kyoto 2006
are depicted in Table 3. It shows that increasing the impu-
rity index leads to decreasing the performance. In addition,
higher number of clusters results to a little higher level of
accuracy and sensitivity. However, this causes the speci-
ficity slightly lower. As specified in Table 3, it also found
that proposed method is able to decrease the processing
time from 9 to 2 hours for 100,000 records.
This result represents the characteristics of dataset we used.
In this case, the average number of generated clusters
in NSL-KDD is much higher than that of Kyoto 2006.
It is very likely that NSL-KDD comprises heterogeneous
data, which are more sparsely distributed across the initial
clusters than that of Kyoto 2006. Furthermore, it is also
found that in NSL-KDD, most clusters (> 50%) are small
with 3 or lower members, while those in Kyoto 2006 mostly
(> 50%) have 6 or more members.

5.3. Proposed Method with Entropy Index

The experimental result of the proposed method by using
entropy index on NSL-KDD can be observed in Table 4.
It depicts that an increase of impurity threshold results to
a decrease of accuracy, sensitivity, and specificity; and rais-
ing the number of subcentroids, on the other hand, slightly
change the accuracy, sensitivity, and specificity.
Similar to the experiment on NSL-KDD, the use of entropy
on Kyoto 2006 dataset presents better results than that of
gini index, as shown in Table 4. Furthermore, it also gives
similar trends, that higher entropy values result in slightly
lower performance. In addition, the number of subcentroids
does not much affect the performance.
Based on this experimental result, it can be inferred that in
general, the use of entropy in the proposed method is more
appropriate to the performance than Gini impurity index.
This is because by using entropy, the number subcentroids
resulted from the clustering process is much higher than
that of Gini index. Furthermore, the overall performance
is also better than that of TANN.

5.4. Proposed Method with Combined Index

The experimental results with combination of Gini and en-
tropy indexes are in Table 5. Similar to the results with
either Gini or entropy indexes, that with their combina-
tion is, in general, down due to rising this index. Also,
an increase of the number of subcentroids leads to slightly
changes in the performances.
The overall performance resulted from the use of this com-
bination index in both NSL-KDD and Kyoto 2006 datasets
is lower than that of entropy, depending on the environment,
which is represented by the parameter values. It is possi-
ble that this performance is affected by the resulted cluster
numbers. That is, the accuracy, sensitivity and specificity
are more or less proportional to the the number of generated
clusters.
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Table 3
Results of proposed method using Gini impurity index on different dataset

NSL-KDD

Subcentroid

Gini impurity index

0.1 0.2 0.3

Acc Sen Spe
Clu

Time Acc Sen Spe
Clu

Time Acc Sen Spe
Clu

Time
[%] [%] [%] [h] [%] [%] [%] [h] [%] [%] [%] [h]

4 94.95 91.71 97.78 541.70 0.32 94.11 90.53 97.23 354.00 0.23 93.13 88.93 96.80 218.40 0.16

5 94.49 90.73 97.78 546.70 0.29 93.33 88.79 97.29 351.60 0.21 93.48 89.54 96.92 217.50 0.15

6 94.50 90.83 97.71 539.00 0.31 93.33 88.66 97.41 347.80 0.27 92.97 88.33 97.03 217.20 0.16

Kyoto 2006

4 98.40 98.09 98.70 58.40 1.975 98.28 98.03 98.52 42.1 2.031 97.45 97.52 97.38 24.8 2.08

5 98.41 98.13 98.69 58.50 1.956 98.29 98.07 98.07 42 2.036 97.49 97.62 97.36 24.8 2.105

6 98.43 98.16 98.69 58.40 2.001 98.31 98.07 98.53 41.9 2.04 97.51 97.67 97.35 24.8 2.061

Table 4
Results of proposed method using entropy index on different datasets

NSL-KDD

Subcentroid

Entropy

0.1 0.2 0.3

Acc Sen Spe
Clu

Time Acc Sen Spe
Clu

Time Acc Sen Spe
Clu

Time
[%] [%] [%] [h] [%] [%] [%] [h] [%] [%] [%] [h]

4 98.28 98.68 97.93 716.4 0.343 95.28 92.64 97.58 593.4 0.353 94.71 91.20 97.78 540.6 0.336

5 98.28 98.65 97.95 715.9 0.348 95.70 93.41 97.70 596 0.348 94.96 91.74 97.78 541.3 0.341

6 98.26 98.63 97.94 716 0.386 95.02 91.71 97.91 596.7 0.415 94.47 90.70 97.76 542.4 0.356

Kyoto 2006

4 98.93 98.64 99.21 199.7 1.525 98.65 98.50 98.80 68.5 1.7525 98.38 98.06 98.69 58.5 1.72

5 98.93 98.64 99.21 197.3 1.58 98.60 98.50 98.70 69.5 1.821 98.39 98.08 98.69 58.5 1.863

6 98.94 98.65 99.22 199.4 1.58 98.64 98.48 98.79 68.4 1.848 98.41 98.10 98.70 58.5 1.83

Table 5
Results of proposed method using combined index on different dataset

NSL-KDD

Subcentroid

0.1 0.2 0.3

Acc Sen Spe
Clu

Time Acc Sen Spe
Clu

Time Acc Sen Spe
Clu

Time
[%] [%] [%] [h] [%] [%] [%] [h] [%] [%] [%] [h]

4 98.31 98.57 98.09 705.1 0.361 94.37 90.45 97.80 569 0.348 94.57 91.08 97.62 507.7 0.331

5 98.30 98.69 97.96 704.2 0.36 94.23 90.21 97.75 565.2 0.366 94.08 89.94 97.69 512 0.331

6 98.28 98.63 97.98 703.2 0.293 94.53 90.85 97.74 565.8 0.278 94.84 91.55 97.70 510.8 0.261

Kyoto 2006

4 98.86 98.57 99.13 152.7 1.598 98.59 98.38 98.78 65 1.726 98.38 98.09 98.66 57.7 1.73

5 98.87 98.60 99.13 153 1.795 98.54 98.31 98.77 64.7 1.968 98.31 97.95 98.66 57.7 1.978

6 98.91 98.69 99.12 152.9 1.806 98.57 98.36 98.78 65.2 2.035 98.41 98.14 98.66 57.7 2.006

5.5. Proposed with kkk-Means

From the previous experiments we find that the best re-
sult is achieved when the number of subclusters is 705 and
200 for NSL-KDD and Kyoto 2006 datasets. Based on
these numbers and the previous cluster number of TANN

(i.e. 5), we perform experiments by using the common
k-means method whose result is provided in Table 6 for
NSL-KDD and Kyoto 2006, respectively. It is depicted
that the overall performance is lower than that of the pro-
posed method with Gini impurity index, entropy index and
their combination.
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Table 6
Results of proposed method using k-means

NSL-KDD

Cluster
Acc Sen Spe Time
[%] [%] [%] [h]

5 94.99 95.89 94.20 0.51

705 97.44 97.54 97.33 0.27

Kyoto 2006

5 97.70 97.49 97.91 8.84

200 98.39 97.83 98.93 2.01

5.6. Correlation between the Number of Clusters and

Performance

Correlation between the number of clusters and perfor-
mance (accuracy, sensitivity, and specificity) on NSL-KDD
and Kyoto 2006 datasets can be observed in Figs. 7–12. In
general, it is shown that the number of clusters is pro-
portional to the performance. In more details, NSL-KDD

Fig. 7. Correlation between number of cluster and accuracy on
NSL-KDD.

Fig. 8. Correlation between number of cluster and sensitivity on
NSL-KDD.

Fig. 9. Correlation between number of cluster and specificity on
NSL-KDD.

Fig. 10. Correlation between number of cluster and accuracy on
Kyoto 2006.

produces an exponential graph for accuracy and sensitivity,
and linear for specificity, as depicted in Figs. 7, 8 and 9,
respectively. For accuracy and sensitivity, the number of
4 subcentroids is better than others when the number of
clusters is less than 600, and 5 subcentroids is for more
than 600 clusters. Differently, 6 subcentroids is the best for
almost all numbers of clusters.
Slightly different from the experiment on NSL-KDD, that
on Kyoto 2006 generates logarithmic graphs, as presented
in Figs. 10–12. It also shows that increasing the number
of clusters means raising the performance, for the same
number of subcentroids.
Nevertheless, there is a drawback of this increasing number
of clusters. That is, more numbers of clusters need more
time to transform the data. This is because each distance
between the data and centroids must be calculated. An
advantage of this condition is that the time to classify the
data drops since the size of each cluster is very likely to be
smaller.
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Fig. 11. Correlation between number of cluster and sensitivity
on Kyoto 2006.

Fig. 12. Correlation between number of cluster and specificity
on Kyoto 2006.

5.7. Classification Results

The classification results of our proposed method using
combined index = 0.1 and the number of subcentroids = 4
is presented in Table 7. These parameter values are se-
lected because we believe that this combination delivers

Table 7
Classification results of proposed method using combined

impurity index 0.1 and subcentroid 4

Actual

Detected

Attack
Normal

Dos Probe U2R R2L

Attack

Dos 8823 350 0 0 61

Probe 302 1907 0 1 79

U2R 0 1 0 2 8

R2L 0 0 0 189 20

Normal 60 134 1 61 13192

better results than others, as described in previous tables. In
addition, the results of the proposed method with k-means
whose number of clusters is 5 and 705 as previously spec-
ified are in Tables 8 and 9.

Table 8
Classification results of proposed method with 5 clusters

Actual

Detected

Attack
Normal

Dos Probe U2R R2L

Attack

Dos 8649 190 0 0 302

Probe 352 1780 0 0 123

U2R 0 1 0 0 10

R2L 3 2 0 155 47

Normal 568 149 0 43 12669

Table 9
Classification results of proposed method

with 705 clusters

Actual

Detected

Attack
Normal

Dos Probe U2R R2L

Attack

Dos 8933 191 0 0 95

Probe 305 1799 0 2 159

U2R 0 0 2 0 9

R2L 0 1 0 182 23

Normal 120 193 3 19 13091

The result shows that the U2R class can only be classi-
fied by using k-means with 705 clusters. Here, 2 out of
11 have been correctly classified. The classification result
of probe and normal classes, however, drops significantly.
This hard-classification of U2R class may happen because
their coordinate in the cluster is sparsely distributed. There-
fore, a relatively high number of clusters are required in
order to be able to classify the data correctly.

6. Conclusion

In this paper we have investigated the classification method
of data in an IDS. We propose the use of impurity indexes
such as the entropy. In addition, we also examine the ef-
fect of bisecting k-means and logarithmic distance. Based
on the experimental results, the use of those parameters
and methods gives better performance in terms of accu-
racy, sensitivity, and specificity than TANN. Overall, we
also find that there is correlation between the number of
clusters and the performance. That is, more numbers of
clusters may result to higher performance.
In the future, we would like to do further research in order
to increase the performance. This may be done by normal-
izing the data in the preprocessing step. Additionally, the
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parameter for deciding whether a cluster must be split or
not, is to be refined.
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Abstract—The realistic wireless channels face combined (time

shared) Nakagami-lognormal shadowing and unshadowing

fading because of time varying nature of radio channel and

mobile user. These channels can be modeled as time-shared

sum of multipath-shadowing and unshadowing Rician distri-

butions. These fading create severe problems in long dis-

tance wireless systems where multipath fading is superim-

posed on shadowing fading (called multipath-shadowing fad-

ing). The multipath effect can be modeled using Rayleigh,

Rician, Nakagami-m or Weibull distribution and shadowing

effect is modeled using lognormal distribution. In this pa-

per, authors present a new closed-form probability distribu-

tion function of a Nakagami-lognormal fading channel. Using

this result, the closed-form expression of combined Nakagami-

lognormal shadowing and unshadowing fading is presented.

The obtained closed-form result facilitates to derive the im-

portant performance metrics of a communication system such

as amount of fading, outage probability, and average channel

capacity in closed-form expressions.

Keywords—multipath shadowing fading, outage probability,

propagation, wireless communication system.

1. Introduction

The propagation of radio wave through wireless channels is
intricate phenomenon characterized by multipath and shad-
owing effects [1]. This scenario frequently observed with
slow moving or stationary user [2]. So the resultant signal
at receiver is observed as multipath-shadowing faded sig-
nal. Several multipath-shadowing fading models have been
presented in [3]–[5]. The precise mathematical expressions
and descriptions of this phenomenon are either too complex
or unknown for using in real communication system. Based
on different experimental observations, lognormal distribu-
tion can be used to model shadowing effects [5]–[7] and
multipath effect can be captured by using distribution such
as Nakagami-m, Rayleigh and Rician distribution [8].
A multipath-shadowing fading scenario are often encoun-
tered in a real scenarios. Modeling of composite fading
attracts attention due to its role in analyzing the wireless
systems such as MIMO and cognitive radio and in the mod-
eling of interferences in cellular phone network. Further,
due to mathematical complexity in the closed-form expres-
sions of lognormal based composite models, various ap-

proximations to log normal have been suggested. In [9], the
Gamma distribution is suggested as an alternative approach
to lognormal to model shadowing effect. In [10], a com-
posite Nakagami/N-Gamma distribution is considered and
performance metrics such as outage probability and biterror
rate for receiver are analyzed. The work in [2] analyses the
composite Nakagami-lognormal (NL) fading approximating
lognormal shadowing as an Inverse Gaussian (IG) distribu-
tion, thus, ensuring the resultant expression in the closed-
form. In [11], [12] a multipath-shadowing fading is rep-
resented as a series of Nakagami-Mixtures of Gamma dis-
tribution. In [13], considering Nakagami-lognormal com-
posite fading, second-order statistics of fading channel has
been studied. They expressed probability distribution func-
tion in closed form using Gauss-Hermite quadrature func-
tion. However, combined NL shadowing and unshadowing
fading scenario has got little attention till date in terms of
closed-form PDF and is not reported in literature and thus,
hampering further analytical derivation of important per-
formance metric such as amount of fading (AOF), average
channel capacity, and outage probability.

In the case of mobile user there is the possibility of re-
ceiving signal from both line of sight (LOS) and shad-
owing path. This concept was discussed in [1], [14]. In
early 1990s, Lutz et al. [15] and Barts and Stutzman [16]
found that total fading for land-mobile satellite systems
can be viewed as combination of unshadowed fading and
a multipath-shadowing fading [1]. Statistical modeling of
this realistic scenario has also received a little attention in
research community until date.

In this paper, the goal is to obtain the closed-form expres-
sion of Nakagami-lognormal (NL) distribution using Holtz-
man approximation [17] for the expectation of the function
of a normal variant. The closed-form expression facilitates
to obtain a simple analytical approximation of the probabil-
ity density function (PDF) of combined NL shadowing and
unshadowing (Rician) fading. Further, the proposed closed-
form PDF leads to the derivation of the closed-form solu-
tion of the performance metrics of communication system
such as AOF, outage probability Pout and channel capacity
C/B using Meijer G function for both multipath-shadowing
fading as well as combined shadowing and unshadowing
fading channel.
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The remainder of the paper is organized as follows. In
Section 2 the closed-form expression of NL distribution is
obtained and using it, the distribution of combined fading
is expressed. AOF for the composite fading channels is
derived followed by combined fading using Kummer con-
fluent hyper geometric function in Section 3. In Section 4,
performance measure such as Pout of the communication
system is analyzed. The derivation of average channel ca-
pacity for both the composite fading as well as combined
fading is derived in Section 5. This is followed by results
and discussion in Section 6. Finally conclusions are given
in Section 7.

2. The PDF of Combined NL
Shadowing and Unshadowing

Distribution

2.1. PDF of NL Shadowing

In this section, a closed-form of Nakagami-lognormal com-
posite fading is derived where Nakagami-m represents mul-
tipath effect and lognormal model capture the effect of
shadowing. PDF of signal to noise ratio (SNR) of NL
shadowing can be obtained by averaging the conditional
PDF of NL distribution over lognormal fading. Conditional
Nakagami-m distribution is given as [1], [2]:

p
(

γ

w

)
=

mmγm−1

wmΓ(m)
e
−

mγ

w ; γ ≥ 0 , (1)

where Γ(·) is Gamma function and m is the Nakagami-m
fading parameter. The parameter γ is the average SNR at
the receiver. Here, w is slowly varying power and modeled
using lognormal distribution:

p(w) =
1

σw
√

2π
e
−

(loge w−µ)2

2σ2 ; w ≥ 0 , (2)

where the parameters µ and σ are mean and standard de-
viation, respectively of random variable (RV) loge w. They
can be expressed in decibels by σdB = ξ σ and µdB = ξ µ ,
where ξ = 10/ ln10 [6]. Averaging the PDF of Eq. (1)
w.r.t. Eq. (2), we have PDF of composite NL fading:

p(γ) =

∫
∞

0

p

(
γ

w

)
p(w)dw . (3)

Substituting the PDFs from Eqs. (1) and (2), into Eq. (3),
we have

p(γ) =

∫
∞

0

{
mmγm−1

wmΓ(m)
exp
(
−

mγ

w

)}
×

×

{
1

σw
√

2π
e
−

(loge w−µ)2

2σ2

}
dw . (4)

It is difficult to calculate the result in closed-form. In this
work, the approach proposed by Holtzman [17], [18]. Tak-
ing loge w = x in Eq. (2):

p(γ) =
∫ ∞

0

ψ(γ;x)

{
1

σ
√

2π
e
−

(x−µ)2

2σ2

}
dx . (5)

Then, finally PDF of NL fading is:

p(γ) = 2

3
ψ(γ; µ)+ 1

6
ψ(γ; µ + σ

√

3)+

+ 1

6
ψ(γ; µ −σ

√

3) , (6)

where

ψ(γ;x) =
mmγm−1

exm
Γ(m)

e
−

mγ

ex . (7)

Using Eqs. (6) and (7), CDF of NL fading is derived as:

P(γ) =
3

∑
i=1

diΓ(γ,m) , (8)

where, Γ(·, ·) is incomplete Gamma function and di (i =
1,2,3) are 2

3
, 1

6
, 1

6
.

2.2. PDF of the Combined NL Shadowing and

Unshadowing Fading

Considering the case of mobile user there is a possibility
of receiving signal from both LOS and shadowing path. So
combined PDF of instantaneous SNR γ is [14]

p(γ) = (1−A)×PDF of Rician fading+

+ A×PDF of NL composite shadowing fading , (9)

where A is shadowing time-share factor and 0 ≤ A ≤ 1.
When A = 1, only NL shadowing exists and for A = 0,
only unshadowing (Rician) exists. For 0 < A < 1, a mobile
user moves between unshadowing and composite shadow-
ing fading.
Rice distribution of γ (SNR per symbol) is given as [14]

price(γ) =
(1 + K)e−K

γ
e
−

(1+K)γ
γ Io

(
2

√
K(1 + K)γ

γ

)
, (10)

where I0(·) is modified Bessel function of first kind with
zero order, γ is average SNR per symbol and K is Rician
factor [1]. Rice distribution is often used to model the
propagation channel consisting of LOS and some multipath
components. Using p(γ) from Eqs. (6), (7), (9), and (10),
PDF of combined NL and unshadowing fading is given as:

p(γ) = (1−A)×
(1 + K)e−K

γ
e
−

(1+K)γ
γ

× Io

(
2

√
K(1 + K)γ

γ

)
+ A

3

∑
i=1

diψ(γ;xi) , (11)

where xi(i = 1,2,3) are µ ,µ + σ
√

3,µ −σ
√

3, ψ(γ;xi) is
defined in Eq. (7) and di (i = 1,2,3) are 2

3
, 1

6
, 1

6
.

3. Amount of Fading

Amount of fading is a measure of severity of fading of
the channel. In this section, the AOF of the NL fading is
computed. The amount of fading is defined as [1]:

AOF =
E[γ2]

(E[γ])2
−1 . (12)
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Considering the closed-form expressions given in Eqs. (6)
and (7), k-th moment of γ is given as:

E[γk] =
∫ ∞

0

γ
k mmγm−1

γ
m

Γ(m)
e
−

mγ

γ dγ , (13)

where γ = e
x.

Substituting mγ

γ
= R in Eq. (13) and after some simple cal-

culations:

E[γk] =
Γ(m+ k)

Γ(m)

(
e

x

m

)k

. (14)

Thus, considering all the three terms of Eq. (6):

E[γk] =
3

∑
i=1

diΓ(m+ k)

Γ(m)

(
exi

m

)k

. (15)

From Eq. (12), AOF for NL fading is given as:

AOF =
[

d f racΓ(m+ 2)Γ(m)(Γ)2(m+ 1)m
]
×

×




{
2

3
e

2µ + 1

6
e

2µ+2σ
√

3 + 1

6
e

2µ−2σ
√

3

}

{
2

3
eµ + 1

6
eµ+σ

√

3 + 1

6
eµ−σ

√

3

}2


−1 , (16)

k-th moment of output SNR of combined fading is:

E[γk] = (1−A)

∫
∞

0

γ
k price(γ)dγ +A

∫
∞

0

γ
k pcomp(γ)dγ .

(17)

The k-th moment of Rice distribution is given as [1]:

E[γk] =
Γ(1 + k)

(1 + k)k 1F1(−k,1;−K)γk
, (18)

where 1F1(·, ·; ·) is Kummer confluent hyper geometric func-
tion.

Thus, the k-th moment of combined NL and unshadowing
fading is obtained by substituting Eqs. (15) and (18) in
Eq. (17):

E[γk] = (1−A)
Γ(1 + k)

(1 + k)k 1F1(−k,1;−K)γk +

+
3

∑
i=1

diΓ(m+ k)

Γ(m)

(
e

xi

m

)k

. (19)

Amount of fading can be obtained using Eqs. (19) and (12).

4. Outage Probability

The outage probability Pout is one of the standard perfor-
mance criterion of communication systems operating over
fading channels and it is defined as [1]:

Pout(γth) =

∫
γth

0

p(γ)dγ . (20)

Substitution of Eq. (10) into Eq. (20) yields Pout of Rician
fading channel and is expressed as:

Pout(γth)rice =

∫
γth

0

(1 + K)e−K

γ
e
−

(1+K)γ
γ ×

×Io

(
2

√
K(1+K)γ

γ

)
dγ . (21)

To solve this, I0(z) is replaced in (21) using [19] a = 1+K
γ

,

Pout(γth)rice is given as:

Pout(γth)rice =
∞

∑
n=0

an+1e−KKn

n!2

∫
γth

0

γ
n
e
−aγ

dγ . (22)

Using Appendix 1, Eq. (22) can be computed as:

Pout(γth)rice =
∞

∑
n=0

an+1e−KKn

n!2
×

×

[
(−a)n−1(−1)nΓ[1+n,aγth]−(−a)n−1(−1)nΓ[1+n,0]

]
. (23)

Considering the incomplete Gamma function and its re-
lation with Kummer’s confluent hypergeometric function
from [20], the Eq. (23) can also be expressed as:

Pout(γth)rice =
∞

∑
n=0

an+1e−KKn

n!2
a−n−1(1+n)−1

×

×(aγth)
n+1

× 1F1(n + 1,2 + n;−aγth) . (24)

Pout of NL fading can be obtained by substituting Eq. (6)
into Eq. (20), which yields:

Pout(γth)NL =
3

∑
i=1

diΓ(γth,m) . (25)

Using the results of Eqs. (23) and (25), Pout of combined
NL and unshadowing channel can be written in closed form
as:

Pout(γth) =
∞

∑
n=0

(1−A)an+1e−KKn

n!2
×

×

[
(−a)n−1(−1)nΓ[1 + n,aγth]− (−a)n−1(−1)n

×

×Γ[1 + n,0]
]
+

3

∑
i=1

diΓ(γth,m) . (26)

5. Average Channel Capacity

The average channel capacity for fading channel is a sig-
nificant performance metric as it gives an estimation of the
information rate that the channel can support with small
probability of error. Channel capacity is defined as [21]:

C

B
=

∫
∞

0

log
2
(1 + γ)p(γ)dγ . (27)

Using Eq. (10) into Eq. (27), the average channel capacity
of Rician fading channel is given as:

C

B rice
=

∫
∞

0

log
2
(1 + γ)

(1 + K)e−K

γ
e
−

(1+K)γ
γ ×

×Io

(
2

√
K(1+K)γ

γ

)
dγ . (28)
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After substituting the modified Bessel function from [19]
into Eq. (28) and noting the Meijer G functions from Ap-
pendix 1, an average channel capacity for Rician fading
may be written as:

C

B rice
=

∞

∑
n=0

an+1
e
−KKn

ln(2)n!2

∫ ∞

0

γ
n
G

1,2

2,2

[
γ

∣∣ 1,1

1,0

]
×

×G
1,0

0,1

[
aγ

∣∣
0

]
dγ , (29)

where a = 1+K
γ

, replacing n by n− 1 in Eq. (29) and us-
ing Appendix 1 and [21], the average channel capacity of
Rician fading channel is expressed as:

C

B rice
=

∞

∑
n=−1

an
e
−KKn−1

ln(2)(n−1)!2
G

3,1

2,3

[
a

∣∣ −n,1−n

0,−n,−n

]
. (30)

After substituting Eq. (6) in Eq. (27), the channel capacity
for the NL shadowing fading is given as:

C

B NL
=
∫ ∞

0

log
2
(1 + γ)

{(
2

3
ψ(γ; µ

)
+

+
1

6
ψ(γ; µ + σ

√

3)+
1

6
ψ(γ; µ −σ

√

3)
}

dγ . (31)

From Eq. (7):

C

B NL
=

3

∑
i=1

bi
mdi

ln(2)Γ(m)

∫
∞

0

γ
m−1

ln(1 + γ)e−γbidγ , (32)

where bi = m · e
−xi .

Using Meijer G function from Appendix 1 in Eq. (32):

C

B NL
=

3

∑
i=1

bi
mdi

ln(2)Γ(m)

∫
∞

0

γ
m−1

G
1,2

2,2

[
γ

∣∣ 1,1

1,0

]
G

1,0

0,1

[
biγ

∣∣
0

]
dγ .

(33)

Using Appendix 1, average channel capacity of NL fading
is expressed as:

C

B NL
=

3

∑
i=1

bi
mdi

ln(2)Γ(m)
G

3,1

2,3

[
b

∣∣
i

−m+1,−m

0,−m+ 1,−m+ 1

]
. (34)

From Eqs. (30) and (34), average channel capacity of com-
bined NL and unshadowing channel is given in closed
form as:

C

B rice
=

∞

∑
n=−1

(1−A)ane−KKn−1

ln(2)(n−1)!2
G

3,1

2,3

[
a

∣∣ −n,1−n

0,−n,−n

]
+

+
3

∑
i=1

Abi
mdi

ln(2)Γ(m)
G

3,1

2,3

[
b

∣∣
i

−m+1,−m

0,−m+ 1,−m+ 1

]
. (35)

6. Results and Discussion

In Figs. 1, 2, and 3 exact plot using Eq. (4) and proposed
closed-form solution using Eq. (11) are plotted. The pro-

posed closed-form solution perfectly matches the exact
solution, which confirms accuracy of proposed closed-
form solution. In Figs. 1 and 2, values of A and K are
fixed (0.25 and 11.9 dB, respectively) and m takes values
0.5, 2, and 4. In Fig. 3, m takes value 2 whereas val-
ues of K and A as per Table 1. Values of µ and σ are
taken as −3.914 and 0.806, respectively for heavy shadow-
ing and −0.115 and 0.161, respectively for average shad-
owing [2]. Different shadowing cases given in [22] have
been considered such as urban, sub-urban and highway
scenarios. The corresponding values of A (parameter show-
ing occurrence of shadowing) and Rice factor K, for these
scenarios are presented in Table 1. It is observed from
the PDF of the combined NL shadowing and unshadow-

Fig. 1. PDF of combined NL shadowing and unshadowing for
heavy shadowing (µ = −3.914, σ = 0.806, A = 0.25, K =
11.9 dB.
(See color pictures online at www.nit.eu/publications/journal-jtit)

Fig. 2. PDF of combined NL shadowing and unshadowing for
average shadowing (µ = −0.115, σ = 0.0.161, A = 0.25, K =
11.9 dB.
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ing fading that for urban scenario, the PDF is closer to
NL fading and as the user moves from urban to high-
way, the combined PDF gets closer to Rician distribution.
Thus, for highway scenario, the fading is dominated by Ri-
cian distribution. Hence, the PDF approaches the perfect
Rician curve.

Fig. 3. PDF of combined NL shadowing and unshadowing for
urban, suburban and highway (µ = −3.914, σ = 0.806, m = 2).

In Fig. 4, AOF has been plotted for different time-share
factor A. This figure gives details about variation in the
total amount of fading with variation in probabilistic change
in the fading conditions for a combined fading scenario.
Initially, with A = 0, only Rician condition dominates and
hence AOF remains very low. With increase in A, fading
is dominated by multipath shadowing condition and hence

Fig. 4. Amount of fading for combined NL shadowing and
unshadowing (µ = −3.914, σ = 0.806, m = 0.5,γ = 10 dB.

Table 1
Parameters A and K for various scenarios

Environment A K [dB]

Urban 0.60 3

Suburban 0.59 9.9

Highway 0.25 11.9

AOF increases with increase in A. One can also observe
that AOF slightly decreases with increase in Rice factor K

due to obvious reason.

Fig. 5. Outage probability for heavy shadowing(µ = −3.914,
σ = 0.806, γ = 10 dB, A = 0.25 and K = 11.9 dB.

Fig. 6. Average channel capacity for combined NL shadowing
and unshadowing for different values of m parameter (µ =−0.115,
σ = 0.161, A = 0.25, K = 11.9 dB.

Pout of combined fading is illustrated in Fig. 5 for different
threshold level γth. As expected Pout increases with increase
in threshold level γth. Increasing m indicates the less fluc-
tuation of the multipath effect of composite fading, so Pout

is expected to decrease with increase in m parameter and it
is observed from the Fig. 5.
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Figure 6 gives the numerical results for the average chan-
nel capacity vs average SNR γ for combined fading for dif-
ferent m parameter. As is observed the channel capacity
increases with γ and also there is a shift in upwards direc-
tion with increase in value of m parameter. At high value
of m, NL shadowing fading moves towards deterministic,
which results into better channel capacity.

7. Conclusion

In this paper, the closed-form expressions for PDF of in-
stantaneous SNR, amount of fading, outage probability, and
average channel capacity of the Nakagami-lognormal fad-
ing and combined (time shared) NL shadowing and un-
shadowing (Rician) fading are derived. The approach uses
the Holtzmanian approximations to estimate the closed-
form of PDF of NL fading. The resulting Holtzman ap-
proximation for NL fading has the advantage of being in
closed-form, thereby facilitating the performance evaluation
of communication links over combined NL shadowing and
unshadowing fading channel.

Appendix 1

I0(z) from [19]

I0(z) =
∞

∑
n=0

(
z
z

)
2n

n12
.

For any z [20]:
∫

zn
e
−az

dz = a−n−1(−1)n
.Γ(1 + n,−z)

For any z [20]:

e
−z = G

1,0

0,1

[
z

∣∣
0

]
.

For any z [20]:

ln(1 + γ) = G
1,2

2,2

[
z

∣∣ 1,1

1,0

]
.

Meijer’s integral from two G functions [20]:
∫ ∞

0

zn
G

1,2

2,2

[
z

∣∣ 1,1

1,0

]
G

1,0

0,1

[
z

∣∣
0

]
dz = G

3,1

2,3

[
a

∣∣ −n,1−n

0,−n,−n

]
.
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1. Introduction

Accurate optical frequency standards are important tool
in various technological domains. This is most impor-
tant in high accuracy distance measurement, spectroscopy,
and recently in development of fiber optic telecommuni-
cations.
A new definition of meter directly related to speed of light
in vacuum and time has been proposed. It was possible
due to progress in building more accurate atomic time and
optical frequency standards. During last decades, a lot of
research has been done in the area of spectroscopy of refer-
ence materials, which can be used as a reference for optical
frequency standards. There are several practical realizations
of optical frequency standards and they were summarized
by BIPM [1]. In most cases the optical frequency stan-
dards in visible and near infrared regions are built as He-Ne
(543 nm, 633 nm) lasers locked to absorption lines of io-
dine, or DFB laser diodes locked to rubidium two-photon
transition (778 nm).
The rapid development of Dense Wavelength Division
Multiplexing (DWDM) fiber optic networks stimulates re-
search on optical frequency standards in wavelengths range
around 1550 nm. The best candidates to meet the increas-
ing demand on these standards seem isotopomers of acety-
lene 12C2H2 and 13C2H2 which cover wavelength range of
1520–1550 nm. The measurement accuracy at the level of
10−9–10

−10 of optical frequencies of absorption lines has
been achieved in case of molecular absorption cells [2], [3].
The lasers stabilized to acetylene 13C2H2 have been put by
Consultative Committee for Length (CCL) of the Metric
Convention in 2001 into the list of radiation sources, which

realize the definition of SI meter. Especially, the P(16)
1542.384 nm absorption peak has been chosen as most ac-
curate. A lot of specific solutions have been proposed over
the years of development up to compact fiber-based solu-
tions [4]–[8].

The commercially available stabilized lasers offer wave-
length accuracy of ±0.0001 nm in wavelength domain. In
such systems, the dithering of output signal can be observed
due to the electronic way of wavelength locking which usu-
ally is better than ±0.05 pm (±6 MHz), while the linewidth
of DFB laser diodes used in optical frequency standards is
not broader than 1 MHz.

The development of optical frequency standards stimu-
lates progress in wavelength/optical frequency measure-
ment methods and measurement equipment. In practice, the
interferometric setups, beating of laser signals, and fem-
tosecond laser comb generators are used [9]–[12]. Espe-
cially the latter ones [12] facilitate measurement of opti-
cal frequencies at highest accuracies. At the beginning, the
optical comb generators were driven by Ti:Sapphire fem-
tosecond lasers and did not cover 1550 nm wavelength re-
gion. The next generation combs based on Er-doped mode-
locked fiber lasers, apart from reducing cost of such system
and its complexity, gave the possibility of direct optical
frequency measurements in 1550 nm wavelength region
without the need of second harmonic generation (SHG).
Nevertheless only few laboratories offer measurement of
optical frequency against comb generators in full wave-
length range.

The authors motivations was to measure frequency of their
reference laser against optical frequency comb generator
and then compare measurement results with results ob-
tained earlier using different methods.

The application of SHG technique in case of frequency
measurement of laser emitting light in 1550 nm region
against optical frequency comb generator was reported
in [13]. In conducted experiment, in contrast to the cited
work we did not use “lab developed” technology but com-
mercially available comb generator which is installed in
Central Office of Measures (Warsaw, Poland). The tested
laser was also delivered by commercial company and its
parameters were not as good as the best of its kind. Thus,
we were particularly interested in the behavior of the device
parameters over relatively long period.

88



Long-term Absolute Wavelength Stability of Acetylene-stabilized Reference Laser at 1533 nm

Fig. 1. Schematic block diagram of the measurement setup.

2. Measurement Setup

In Fig. 1 the schematic block diagram of a measurement
setup is presented. The general idea of the setup was to
measure second harmonic of light emitted from the refer-
ence laser.
The object of the measurement was a reference laser locked
to acetylene reference 12C2H2 (P13) line (195580979.3711
MHz ±10 kHz, 1532.8307 nm), which might operate in
three wavelength stabilization modes: “left”, “right” and
“center”. Which mean that the laser wavelength may be
stabilized to the left or right slope of the absorption peak
or to the highest point of the absorption peak, respectively.
The manufacturer stated the laser frequency in center mode
as 195.58097 THz (1532.8304 nm ±0.0003 nm), which is
slightly different from the reference wavelength of 12C2H2

(P13) line. On the other side of the setup the optical fre-
quency comb synthesizer FC8004 made by Menlosystems
driven with Ti:Sapphire femtosecond laser was used. It has
been designed to measure frequencies of optical signals in
visible and near infrared regions, i.e., in the wavelength
range 532–1074 nm. It is usually used for realizing defini-
tion of meter and calibration of the stabilized metrological
lasers.
In order to measure 1533 nm reference laser we decided
to use second harmonic generation (SHG) technique using
Periodically Poled Lithium Niobate (PPLN) crystal to get
766.4 nm signal, which is in the measurement range of the
optical frequency comb synthesizer. Similar solution has
been reported in case of 1542 nm laser stabilized to P(16)
absorption line of 13C2H2 [13].
In our case the maximum output power of the reference
laser was only 0.5 mW, which is too low to achieve ef-
fective frequency conversion in PPLN crystal. Its efficien-
cy is only 0.5%. As a solution for low power problem,
an Erbium Doped Fiber Amplifier (EDFA) was applied.
Furthermore, the optical frequency synthesizer can mea-
sure optical signals only with power greater than 100 µW.
Taking this limitation into account as well as losses caused
by reflections and light launching into the optical fibers
the maximum output power of EDFA has to be greater
than 23 dBm.
The frequency conversion is possible only when the phase
matching condition of pump signal and second harmonic
signal is fulfilled. This condition strongly depends on po-
larization of input signal and temperature of PPLN crystal.

For that reason the polarization controller and dedicated
thermally controlled oven has been used (Fig. 1).
The maximum conversion efficiency can be achieved when
the focusing conditions of optical beam fulfils the Boyd and
Kleinman requirement: L/b = 2.84, where L is the crystal
length and b is the confocal parameter. Our optical setup
was close to this condition. The PPLN crystal was rela-
tively long (i.e. 40 mm) with input aperture 0.5×0.5 mm.
This implicated precise optomechanical setup elements in
order to properly focus and adjust the laser beam. Our
setup delivers 0.5 mW of converted power, which is enough
to be measured with optical comb (frequency synthe-
sizer).
In Figs. 2 and 3 a photo and block diagram of setup of the
optical frequency synthesizer are shown, respectively.

Fig. 2. Photo of optical frequency synthesizer.

The main advantage of the comb synthesizer is an efficient
technique of locking of the fr repetition frequency and fo

offset frequency. Both parameters are synchronized with
cesium clock and subsequently phase locked by controlling
the cavity length and the pump power. An example of
spectrum of the optical frequency synthesizer is shown in
Fig. 4.
The f0 frequency is defined according to following formula:

2 fn − f2n = 2( fo + n fr)− ( fo −2n fr) = fo , (1)

where: fn – frequency of the synthesizer n-mode, f2n – fre-
quency of the synthesizer 2n-mode, fo – offset frequency,
n – integer number, fr – repetition rate.
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Fig. 3. Block diagram of the optical frequency synthesizer.

Fig. 4. Frequency synthesizer spectrum example. (See color
pictures online at www.nit.eu/publications/journal-jtit)

The reference frequency signal from the cesium clock al-
lows achieving a relative uncertainty at the level of 10

−13.

3. Results

The raw measurement results in frequency and wavelength
domains of the reference laser after frequency doubling
recorded during almost 2.5 h session are presented in Fig. 5.
The corresponding Allan deviation is plotted in Fig. 6. The
tested laser was operating in the ”left” mode which, as men-
tioned earlier, means that it was stabilized on the left slope
of the absorption peak. In this mode the smallest frequency
dithering is observed, and it is smaller than in case of sta-
bilization to the highest point of the absorption peak.
The mean value of frequency and wavelength of the sta-
bilized laser for all operating modes obtained during this
experiment (year 2016) as well as the measurement results
of the same laser obtained from other laboratories over the
past ten years are presented in Table 1.

Over mentioned decade three different measurement meth-
ods have been applied in order to verify the laser’s fre-
quency stability, namely: imposition of signals from our
laser with higher accuracy laser, interferometric method,
and method presented here based on optical frequency
comb synthesizer.

In 2006 the method of imposition of signals from our laser
with higher accuracy laser locked to the same absorption
line of acetylene 12C2H2 and measurement of beat signal
has been applied. The uncertainty of mean frequency mea-
surement results was ±2.8 MHz for “center” and “right”
laser operating mode and ±2.0 MHz for “left” laser oper-
ating mode.

In 2011 and 2014 the laser has been compared with primary
wavelength standard 1542 nm – acetylene 13C2H2 stabilized
laser using interferometric method – absorption line P(16).
The uncertainty of mean frequency measurement results in
2011 were ±1.3, ±7.3, and ±8.9 MHz for “centre”, “left”,
and “right” operation modes, respectively. Similarly, the
uncertainty of mean frequency measurement results in 2014
were ±3.5, ±8.4, and ±8.4 MHz for “centre”, “left”, and
“right” mode of operation, respectively.

Finally, in 2016 the measurement results, which are the
subject of this work, have been obtained. The relative ex-
panded uncertainty of the mean frequency measurement
results were Uw = ±3.5 MHz for all operating modes of
the tested laser.

The reported expanded uncertainties in all cases were stated
as the standard uncertainties multiplied by the coverage fac-
tor k = 2, which corresponds to a coverage probability of
approximately 95%.
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Fig. 5. Frequency of stabilized laser (operating in the “left” mode).

Table 1
Summary of calibration results

Laser stabilization
Unit

Year of measurement
mode 2006 2011 2014 2016

Left
λ [nm] 1532.827839 1532.827880 1532.827921 1532.827880

f [MHz] 195,581,297.8 195,581,292.5 195,581,287.4 195,581,292.6

Right
λ [nm] 1532.832912 1532.832856 1532.832829 1532.832867

f [MHz] 195,580,650.5 195,580,657.7 195,580,661.0 195,580,656.2

Center
λ [nm] 1532.830387 1532.830390 1532.830410 1532.830378

f [MHz] 195,580,972.6 195,580,972.2 195,580,969.8 195,580,973.8

Fig. 6. Allan deviation of frequency measurement of stabilized
laser (operating in the “left” mode).

The environmental conditions of the measurements were
well controlled in all cases in the range 23.0 ±0.4◦C in
2006, 20.0 ±1.0◦C in 2011 and 2014, and 23.0 ±0.5◦C in
2016. Influence of the temperature on absorption peak has
been investigated previously [3] and is relatively small and
less than ±100 Hz.

It has to be noticed that the reported dominant uncertainty
component was a result of laser modulation, which caused
frequency excursions as large as 10 MHz in the worst cases.

The results summarized in this paper can be treated in the
sense of interlaboratory comparison. All three methods

were applied by highest-level laboratories, which offer un-
certainties as good as ±10 kHz. So, in order to investigate
accuracy of the methods or its application in particular lab-
oratories the better comparison object is needed.

4. Conclusions

The frequency of a laser locked to the absorption line (P13)
of acetylene 12C2H2 against optical frequency comb synthe-
sizer was evaluated. Namely, the signal from the stabilized
laser has been amplified, its frequency doubled using sec-
ond harmonic generation process in PPLN, and finally its
stability compared against the frequency generated by the
comb synthesizer
Conducted experiments showed that the wavelength accu-
racy of the stabilized laser is better than ±0.0003 nm (ca.
±38 MHz), which complies with the parameters stated by
its manufacturer. Judging upon available literature we can
state that the main advantages of the measuring method in-
volving optical frequency comb synthesizer are the direct
reference to atomic frequency standards (high accuracy)
and wide range of the measurable wavelengths (high flexi-
bility).
Moreover, the differences in results obtained from all the
laboratories for the past 10 years are within uncertainty
ranges, which also indirectly confirms the validity of used
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Fig. 7. Comparison of measurement results of laser wavelength (“center” mode), solid line represents reference frequency
195,580,979.3711 MHz of absorption line of P(13) 12C2H2, dashed line represents declared by manufacturer frequency of measured
laser 195.58097 THz.

Fig. 8. Comparison of measurement results of laser wavelength (“right” mode).

Fig. 9. Comparison of measurement results of laser wavelength (“left” mode).

approach and methods. In general, the influence of pres-
sure or temperature on operation of a stabilized laser with
absorption cells has been investigated by many laborato-
ries, but in relatively short periods of time. Nevertheless,
according to our knowledge, the long term stability of such
lasers, which is an important issue in case of using it
as a wavelength standard for calibration of measurement
equipment, has not been presented in such a long time-
scale. The outcomes broaden the information on aging
effects of the device and might allow the user to prolong
the recalibration period.
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1. Introduction

The Laboratory of Electrical, Electronic and Optoelectronic
Metrology within National Institute of Telecommunications
(NIT-LMEEiO) is divided into four divisions (Fig. 1):

• Basic Parameters Metrology Team, which works
on the metrology of basic measurements, such as
DC&AC, LF voltage and current, resistance, capaci-
tance, inductance, impedance and power,

• Telecommunication Parameters Metrology Team,
which works on the measurements of RF and mi-
crowave signals and also on transmission parameters
of telecommunication networks, e.g. PDH/SDH, Eth-
ernet, SONET etc.,

• Optoelectronic Metrology Team, which works on op-
toelectronic metrology of such parameters as optical
power, wavelength, chromatic and polarization dis-
persion, optical attenuation and optical fiber length,

• Time and Frequency Metrology Team, which is re-
sponsible for accurate measurements of frequency,
time, phase time, interval, TIE and conducts science
works.

Today’s market demands complete offer in electronic area,
which NIT-LMEEiO laboratory is trying to fulfill. The
work on improvement the quality and CMC (Calibration
and Measurement Capability) in every division is continu-
ously ongoing. Every metrology area has its own specifics

and in situation of wide range of measured parameters, as-
surance of proficiency verification and choosing appropriate
estimators is not an easy task.
Based on long-term experience the most convenient solu-
tion for proficiency verification would be all known and
well tested En scores. Unfortunately, during the experts
discussion and accreditation audits there have been many
critical remarks, that for statistically dependent value sets it
is not correct solution. In the following discussions, various
test and scores have been recommended. In addition, a re-
view of standardization documents [1], [2] (some of them
are recently revised) have indicated solutions that could be
helpful in solving the proficiency verification problem.

2. Research Plan

For mentioned reasons, following estimators have been an-
alyzed:

• F-Snedecor test [1],

• Bartlett test [1],

• En scores [2],

• Morgan test [1],

• ζ scores [2],

• “simple test” – difference of individual measurements
should be lower than uncertainty of measurement.

Research was conducted in the following areas of measure-
ments:

• voltage,

• frequency,

• resistance,

• capacity.

In order to detect strong dependence in individual data, for
voltage and frequency, the correlation coefficient was calcu-
lated for compared pairs of extended result sets (1000 in-
dividual measurements). For data set average value, the
standard deviation and uncertainty have been calculated.
The tables of the critical values for F-Snedecor, Bartlett
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Fig. 1. Actual NIT-LMEEiO laboratory structure.

and Morgan tests have been taken from Excel spreadsheet
and verified with statistical tables [1], [3], [4].

2.1. F-Snedecor Test

The F-Snedecor is used to compare standard deviation for
two result data sets. It is assumed that both sets have nor-
mal distribution. At the beginning standard deviation [5]
for both results sets should be calculated. Then F-Snedecor
parameter is calculated according to:

F =

n1

n1 −1
s2

1

n2

n2 −1
s2

2

, (1)

where for both results sets s1 and s2 are standard deviations,
n1 and n2 are numbers of measurements.

For further analysis, s1 > s2 constraint must be ensured.
The next step is to find appropriate critical value Fcr from
F-Snedecor distribution table for assumed significance level
and calculated degrees of freedom ( f1 = n1 − 1 and f2 =
n2 −1).
Finally, the comparison between F and Fcr has to be made.
If calculated value F is lower or equal than Fcr (F ≤ Fcr)
then conclusion that difference between calculated standard
deviation values should not be statistically significant is
allowed and the result of proficiency verification is con-
firmed. In other case (F > Fcr) the difference is clearly
statistically significant and verification of proficiency is un-
confirmed.

2.2. Bartlett Test

This test is used to compare standard deviation for many
result sets. It is applicable if number of measurements is
higher than 3. First, the standard deviation for every result
set should be calculated. Then Q parameter is calculated
according to:
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i=1

(ni −1) log
(
s2

i
)]

, (2)

where:

c = 1+
1

3(k−1)

( k

∑
i=1

1
ni −1

−
1

N − k

)
,

s2
0 =

1
N − k

k

∑
i=1

s2
i (ni −1) .

In presented tests, the same number of measurements in all
data sets have been used. Therefore, a simplified following
formula is applicable:

s2
0 =

1
k

k

∑
i=1

s2
i . (3)

In Eqs. (2) and (3): N – summary number of all samples
used in calculations, k – number of compared measurement
sets, ni – number of samples in individual data set, si –
standard deviation for results of method i.
At the end comparison between Q and χ2

kr has to be made.
If calculated value Q is lower or equal than χ2

kr (Q ≤ χ2
kr)

then conclusion that the difference between calculated stan-
dard deviation values should not be statistically significant
is allowed and the result of proficiency verification is con-
firmed. In other case (Q > χ2

kr) the difference is clearly
statistically significant and verification of proficiency is un-
confirmed.

2.3. EnEnEn Scores

The En scores is mainly used in calibration processes to
evaluate inter-laboratory comparisons. The process of eval-
uation begins of calculation En scores according to formula:

En =
xi − xpt√
U2

i +U2
pt

, (4)

where: xi and xpt – measured laboratory and reference re-
sult values, Ui and Upt – expanded laboratory and reference
uncertainties of measured values.

By definition, the final evaluation is done by comparing
calculated En scores. If |En| < 1, the evaluation is posi-
tive and if |En| ≥ 1 evaluation is negative. Unfortunately
this criterion is applicable only if individual data set is
statistically independent. In other case scores En should
be compared to appropriately selected value other than 1.
In laboratory practice this critical value is often specified
as 0.5 or 0.32.

2.4. Morgan Test

This test is used to compare standard deviation for two
correlated result sets.
First, standard deviation for both results sets should be
calculated. Then regression parameter r (Pearson prod-
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uct – moment correlation coefficient) is calculated accord-
ing to:

r =

k
k
∑

i=1
x1i x2i −

k
∑

i=1
x1i

k
∑

i=1
x2i

√[
k

k
∑

i=1
x2

1i −
( k

∑
i=1

x1i

)2
][

k
k
∑

i=1
x2

2i −
( k

∑
i=1

x2i

)2
] . (5)

Next, the test parameters L and t should be calculated:

L =
4s2

1 s2
2(1− r2)

(s2
1 + s2

2)
2 −4r2s2

1s2
2
, (6)

t =

√
(1−L)(k−2)

L
=

|s2
1 − s2

2|

2s1s2

√
k−2
1− r2 , (7)

where: k – number of pairs of measurements x1 and x2 –
individual measurements for compared results sets.

In the next the critical value tcr step is read from Stu-
dent’s t-distribution table for assumed level of significance
α (5%) and degree of freedom level to compare calculated t
and tcr.
If t ≤ tcr, then the difference between calculated standard
deviation values should not be statistically significant and
the verification of staff proficiency is confirmed. In other
case (t > tcr) the difference between compared values is
clearly statistically significant and the staff proficiency is
verified negatively.

2.5. ζζζ Scores

ζ (zeta) scores could be useful in proficiency evaluation
when the goal is to verify if one participant is able to ob-
tain results close to assigned value within their claimed
uncertainty. The second participant’s measurement set be-
comes a source of assigned reference value and standard
uncertainty.

ζ =
xi − xpt√
u2

i +u2
pt

, (8)

where: xi – are participant measured value and u(xi) –
standard uncertainty, xpt and u(xpt) have assigned value
and standard uncertainty for proficiency testing, e.g. second
series of measurements from another participant.

If |ζ | ≤ 2 the final evaluation is positive, while 2 < |ζ | < 3
the evaluation is doubtful, and if |ζ | ≥ 3 evaluation is neg-
ative. Unfortunately, those constraints are applicable only
if individual data sets are statistically independent. Oth-
erwise, the scores ζ should be compared to appropriately
selected value other than 1. In practice this critical lim-
its are specified respectively as 0.64 and 1, i.e. |ζ | < 0.64
result is positive.
It could be noted that for uncertainty coverage factor k = 2,
which is due to its normal distributions most popular in
measurements ζ scores is equivalent to 2En.

2.6. “Simple test”

The simple test is based on basic comparison of individual
measurements, which difference should be lower than quar-
ter of arithmetically added expanded uncertainties of both
sets of measurements.

|x1 − x2| <
U1 +U2

4
. (9)

This procedure could be useful if none of recommended
tests proved to be applicable for specific unit of measure
proficiency verification.

2.7. Correlation Coefficient

In most cases for determination of dependencies in individ-
ual measurements series correlation coefficients, the Pear-
son product – moment correlation coefficient was used. It
is also a base for Morgan test calculations and it was de-
termined for the cases where series of data were recorded.
The result has been presented in few separate tables to avoid
unnecessary misunderstandings.

r =
cov(x1,x2)

s1s2
, (10)

which is equivalent notation of Eq. (5), where s1 and s2 are
standard deviations for both results sets.

3. Voltage Measurements

In voltage measurements a precise multimeter was used
as the object of study. Three independent calibrators were
used as a voltage source (Fig. 2). One of them was used
in both cases for AC and DC measurements and the other
two were used for AC or DC measurement only. Because
the equipment used in research provides an opportunity
for automated measurements, at least 1000 samples for set
have been saved. For such typical measuring systems in
the metrological practice, the behavior of the individual
tests for different numbers of samples could be observed.
It allows more precise statistical characterization of each
data set.
Each series of measurements were conducted indepen-
dently one after another with both calibrators usage. To

Fig. 2. Measuring system block diagram.
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achieve precise statistical analysis the number of individual
measurements were set to N = 1000. Three different cases
were analyzed. The first set was constructed from all of
1000 samples retrieved from both calibrators. In the sec-
ond case 20 samples from the end of measurement series
were used. The last case was set of N = 10 samples from
the end of measurement series.

3.1. AC Test

The individual series of measurements were saved one after
another. The time interval between data sets acquisition
was lower than two hours. For measured data, calculations
for different numbers of measurements have been done.
Figures 3 and 4 show distribution of both result sets while
Table 1 presents calculated correlation coefficient for AC
voltage measurements.

Fig. 3. Distribution graph of the first result set for AC measure-

ments.

Fig. 4. Distribution graph of the second result set for AC mea-

surements.

Table 1
Correlation coefficients for AC measurement

Number of individual
Correlation coefficientmeasurements N

1000 3.8%

20 –4.6%

10 12.0%

In Tables 1 and 2 below calculated test results and estima-
tors for N individual measurements have been presented.
Value of test parameter: F for F-Snedecor, Q for Bartlett,
t for Morgan, |x1 − x2| for simple test (ST). Value of esti-
mators: ζ , En.

Table 2
Results of analyzed tests for AC voltage measurements

Test name N
Test Critical Proficiency

result value verification

F-Snedecor

1000

1.61 1.11
FailBartlett 56.45 3.84

Morgan 7.62 1.96
ζ 0.26 0.64

Pass

En 0.13 0.32
ST 0.000046 0.00012

F-Snedecor

20

2.10 2.17
Bartlett 2.51 3.84
Morgan 1.61 2.10

ζ 0.26 0.64
En 0.13 0.32
ST 0.000047 0.00012

F-Snedecor

10

3.00 3.18
Bartlett 2.50 3.84
Morgan 1.65 2.31

ζ 0.25 0.64
En 0.13 0.32
ST 0.000045 0.00012

3.2. DC Test

During this measurements sets were also saved one after
another. The interval time was lower than two hours. For
measured data, calculations for different numbers of mea-
surements have been done. Figures 5 and 6 show distri-
bution of both result sets and Table 3 presents calculated
correlation coefficient for DC voltage measurements.

Fig. 5. Distribution graph of the first result set for DC measure-

ments.

In the Table 4 calculated test results and estimators for N
individual measurements have been presented.
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Fig. 6. Distribution graph of the second result set for DC mea-

surements.

Table 3
Correlation coefficients for DC measurement

Number of individual
Correlation coefficientmeasurements N

1000 6.2%
20 44.1%
10 29.2%

Table 4
Results of conducted tests for DC voltage measurements

Test name N
Test Critical Proficiency

result value verification

F-Snedecor

1000

1.13 1.11
FailBartlett 3.92 3.84

Morgan 1.99 1.97
ζ 0.17 0.64

Pass

En 0.086 0.32
ST 0.0000022 0.0000090

F-Snedecor

20

1.18 2.17
Bartlett 0.13 3.84
Morgan 0.39 2.10

ζ 0.21 0.64
En 0.10 0.32
ST 0.0000026 0.0000090

F-Snedecor

10

1.10 3.18
Bartlett 0.021 3.84
Morgan 0.15 2.31

ζ 0.22 0.64
En 0.11 0.32
ST 0.0000028 0.0000090

4. Frequency Measurements

In the area of frequency measurements a typical signal
from internal quartz-driven oscillator was used. Proficiency
verification has been analyzed for two persons case. Two
independent precise frequency meters synchronized to
atomic cesium reference clock were used as a source of

standard (Fig. 7). For more precise statistical analysis the
number of measurements was set to N = 1000 and the gate
open time to 1 s. In the research, three different cases were
analyzed. To characterize short-term stability of reference
oscillator typically the set of 1000 samples is measured
with gate open for 1 s. The second case is frequency mea-
surements with assumed normal distribution or with low
resolution where many laboratories is using set of 10 sam-
ples. For more precise measurements set of N = 20 samples
is used.

Fig. 7. Block diagram of measuring system.

Because of non-stationary nature of frequency generation
process both counters where connected to same source
through signal splitter (frequency distribution amplifier)

Fig. 8. Distribution graph of the first result set for frequency

measurements.

Fig. 9. Distribution graph of the second result set for frequency

measurements.
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and all measurements were started at the same moment.
Figures 8 and 9 show distribution of both result sets and
Table 5 presents calculated correlation coefficient for fre-
quency measurements.

Table 5
Correlation coefficients for frequency measurement

Number of
Correlation coefficientmeasurements N

1000 62.1%
20 (set 1) 99.6%
20 (set 2) –79.9%
10 (set 1) 96.3%
10 (set 2) –95.8%

For measured data, calculation for different numbers of
measurements have been done. Set 1 was constructed from
data from the beginning of measurement series for both par-

Table 6
Test results for frequency measurements

Test name N
Test Critical Proficiency

result value verification

F-Snedecor

1000

1.01 1.11

Pass

Bartlett 0.052 3.84
Morgan 0.29 1.96

ζ 0.015 0.64
En 0.0074 0.32
ST 0.000041 0.0019

F-Snedecor

20

1.12 2.17
Bartlett

(set 1)

0.057 3.84
Morgan 2.61 2.10 Fail

ζ 0.21 0.64
PassEn 0.10 0.32

ST 0.0013 0.0044
F-Snedecor

20

2.92 2.17

Fail

Bartlett

(set 2)

5.11 3.84
Morgan 3.96 2.10

ζ 5.38 0.64
En 2.69 0.32
ST 0.046 0.0058

F-Snedecor

10

1.03 3.18

Pass

Bartlett

(set 1)

0.0019 3.84
Morgan 0.16 2.31

ζ 0.12 0.64
En 0.062 0.32
ST 0.00047 0.0027

F-Snedecor

10

2.99 3.18
Bartlett

(set 2)

2.48 3.84
Morgan 5.68 2.31

Fail
ζ 14.55 0.64
En 7.28 0.32
ST 0.087 0.0041

ticipants (for N = 10 and N = 20). Set 2 was constructed
from data from the beginning for one participant and from
the end of measurement series for second participant (for
N = 10 and N = 20). The data in this case was expected
to be statistically dependent.
In the Table 6 calculated results and estimators for N indi-
vidual measurements have been presented.
A good example of problems with usage of advanced statis-
tic test is set 1 for N = 20 measurements. The data seems
to be almost identical, which is confirmed by correlation
coefficient calculation (99.6%). It is the biggest obtained
correlation coefficient during all tests (Fig. 10). The Mor-
gan test according to theory [1] should be especially useful
for statistically dependent data in staff proficiency verifi-
cation. Unfortunately, it seems it is the only one test that
gave a negative result. The research shows that a positive
Morgan test result can be obtained, if with an increase of
correlation coefficient the difference between standard de-
viations values is decreasing.

Fig. 10. Results for frequency tests for set 1 and N = 20 mea-

surements.

5. Resistance Measurements

In this case the object of study was standard reference
resistor. Two series of measurements (N = 10 samples)
was obtained one after another with usage of two inde-
pendent precise multimeters (Fig. 11). Authors experience
from many years in this area shows that N = 10 samples
is sufficient to proper characterization of an object, i.e. re-
sistor, because high stability measurements. The limited
number of samples and the fact that the dominant compo-
nent of uncertainty is type B (from the specifications of
the instrument), allow to limit the analysis to three last
tests (ζ , En, ST). Three skipped tests, i.e. F-Snedecor,

Fig. 11. Block diagram of measurements system.
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Bartlett, Morgan, require the usage of a standard deviation
(a component of uncertainty of type A).
In the Table 7 calculated test results and estimators have
been presented. The set for every value of resistance comes
from original measurements.

Table 7
Test results of analyzed tests for resistance measurements

Test name Value
Test Critical Proficiency

result value verification

ζ

10 Ω
0.44 0.64

Pass

En 0.22 0.32
ST 0.00006 0.0000925
ζ

100 Ω
0.045 0.64

En 0.023 0.32
ST 0.00005 0.000738
ζ

1 kΩ
0.50 0.64

En 0.25 0.32
ST 0.00004 0.0000558
ζ

10 MΩ
0.37 0.64

En 0.19 0.32
ST 0.00014 0.000245

6. Capacity Measurements

The object of study (capacity calibrator) was measured
on the same measurement station (precise capacity bridge)
within the period of four days (N = 3 samples) (Fig. 12).
The sample number was set to N = 3, because measure-
ments process took a long time. For this reason, it seems to
be a reasonable choice to characterize the object (capacitor)
with good accuracy. As in the previous case, the following
discussion was limited to analysis of three tests, i.e. ζ , En,
ST, due the limited number of measurement samples and

Fig. 12. Block diagram of measurement system.

Table 8
Test results for capacity measurements

Test name Value
Test Critical Proficiency

result value verification

ζ

10 pF
0 0.64

Pass

En 0 0.32
ST 0 0.00055
ζ

100 pF
0.13 0.64

En 0.064 0.32
ST 0.0010 0.0055
ζ

1000 pF
0.12 0.64

En 0.059 0.32
ST 0.010 0.060

the dominant component of uncertainty is type B (informa-
tion retrieved from the specifications of the instrument).
Table 8 shows calculated test results and estimators. The
set for every value of capacity comes from original mea-
surements.

7. Conclusions

To determine the most appropriate algorithm for staff profi-
ciency verification few different examples have been tested.
First, the voltage measurement were taken one after an-
other, in short (two hours) period of time with usage of
two individual high-class reference standards like precise
calibrators. The only issue that could affect statistic depen-
dency was the object of study. Due to automation of data
acquisition big samples were taken and reliable statistical
analysis were done.
The similar process was possible in the frequency case. The
measurements were done in parallel at the same time. That
is why high correlation factors were expected. Therefore,
additional Morgan test was taken under consideration.
The resistance and capacity areas are the examples of typi-
cal proficiency verification in the laboratory. Limited num-
ber of individual measurements and two different proce-
dures were proceed. For resistance the same object, dif-
ferent precise multimeters and short time interval between
measurements was used. For capacity the same object of
study and the same measuring equipment was used. How-
ever the time between measurements was very large. For
those cases the limited number of samples and the fact that
the dominant component of uncertainty is type B the anal-
ysis was limited to only three tests (ζ , En, ST). Three aban-
doned tests, i.e. F-Snedecor, Bartlett, Morgan require the
usage of a standard deviation (a component of uncertainty
of type A) which in some cases is not dominant factor of
complex uncertainty. For this reason they can be used with
particular caution.
As it has been marked, selection one test valid for entire
laboratory turns out to be quite difficult. The collected
data lead to ambiguous conclusions. In that case, it seems
that the most appropriate is to use solutions directly rec-
ommended by standardization documents [2], which could
be the ζ scores. As it was mention before, for uncertainty
coverage factor k = 2, which is most popular in measure-
ments due to its normal distributions, ζ scores is equivalent
to 2En. Because of statistical dependency, it is suggested to
use safer critical limits. In this example limits are specified
respectively as 0.64 for ζ .
The good way out of this difficult situation would be usage
of proposed simple test or similar equation that matches
accuracy level and specificity of individual laboratory.
The results seem to be very promising, but it was worth
it to expand the scope of the study in the future. That
extension could concern increasing the number of mea-
surements for e.g. capacity (very time-consuming), make
study of other physical measures and a comparison between
two or more laboratories. That would be the case of inter-
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laboratory comparisons and not only the verification of staff
proficiency.
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