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Abstract—Efficient channel management is a challenge that

next-generation wireless networks need to meet in order to

satisfy increasing bandwidth demand and transmission rate

requirements. Non-orthogonal multiple access (NOMA) is

one of such efficient channel allocation methods used in 5G

backhaul wireless mesh networks. In this paper, we pro-

pose a power demand-based channel allocation method for

5G backhaul wireless mesh networks by employing NOMA

and considering traffic demands in small cells, thereby im-

proving channel utility. In this scheme, we work with physical

layer transmission. The foremost aim is to mutually optimize

the uplink/downlink NOMA channel assignment in order to

increase user fairness. The approach concerned may be di-

vided into two steps. First, initial channel allocation is per-

formed by employing the traveling salesman problem (TSP),

due to its similarity to many-to-many double-side user-channel

allocation. Second, the modified particle swarm optimization

(PSO) method is applied for allocation updates, by introducing

a decreasing coefficient which may have the form of a stan-

dard stochastic estimate algorithm. To enhance exploration

capacity of modified the PSO, a random velocity is included

to optimize the convergence rate and exploration behavior.

The performance of the designed scheme is estimated through

simulation, taking into account such parameters as through-

put, spectral efficiency, sum-rate, outage probability, signal-

to-interference plus noise ratio (SINR), and fairness. The

proposed scheme maximizes network capacity and improves

fairness between the individual stations. Experimental results

show that the proposed technique performs better than exist-

ing solutions.

Keywords—channel allocation, co-channel interference, convex

optimization, multicarrier NOMA, Rayleigh fading.

1. Introduction

5G is a trending communication technology that is capable

of improving network performance in urban areas [1]. 5G

enhances the collection of information and the framework

measurement rate. The data transmission rate, thickness

association, and inactivity of ultra-low signals are the other

benefits of 5G development enjoyed in multiple input mul-

tiple output (MIMO) systems.

Association of the web with remote cell towers is known as

the concept of backhaul. In multi-level media communica-

tion, the backhaul region consists of a system characterized

by a specific orientation of its connections, e.g. spine or-

ganization, center system, and the edge of the progressive

area [2]. Backhaul improves the speed at which information

is exchanged. Genuinely, without backhaul, users would not

be able to enjoy a web relationship in any way, shape or

form. Therefore, the backhaul effect should be considered

to provide a high priority information background.

Prerequisites of this type affect backhaul in a peculiar man-

ner, as it may bear information with highly complex and

flexible green contemplation [3]. These effects are very

difficult to acknowledge and secure 5G communication-

based protocols in the networking environment. Media

communications organization handles expansive volume

spilling information and uphold experiences from pecu-

liarity recognition and prescient displaying to comprehend

their systems and their clients [4], [5]. In this way, the

presumption of security segment of existing cell frame-

works, which rely upon making sure about the significant

attainable quality and guard of end-users, the 5G cell struc-

ture is depended upon to ensure that a redesigned security

instrument is set up in general framework to address is-

sues of approval and support for various interconnected

IoT devices.

Many methods are available for enhancing the uplink

stream. Versatile quality of service (QoS)-related environ-

ments may affect the system of 5G communication-based

portable hubs in terms of their collection ability [6], [7].

NOMA is a prominent access system for executing upgrades

in cutting-edge cell interchanges. Contrasted with symmet-

rical recurrence division different access, which is a notable

high-limit orthogonal multiple access scheme, NOMA of-

fers a range of tempting advantages, including higher pro-
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ductivity. A variety of NOMA strategies exist, including

power-area and code-domain [8].

The diverse and demanding characteristics of 5G require

a move from the rigid systems of the past, towards more

flexible and versatile networks. The use of recently devel-

oped radio network technologies results in an improvement

of dimensional flexibility in 5G networks [9]. New hand-

off solutions are likewise encouraging in the Internet of

Things (IoT) applications [10]. As we gain ground about

the 5G network of remote systems, the bit-per-joule energy

efficiency turns into an imperative structure paradigm for

practical advancement [11]. With that considered, MIMO-

related innovations turn out to be one of the major empow-

ering agents for 5G solutions in which BSs are furnished

with adequate reception hardware to satisfy requirements

related to phantom and energy efficiency increases over

current LTE systems [12].

1.1. Problem Statement

5G wireless networks are expected to support very di-

verse applications and terminals. Massive connectivity with

a large number of devices is an important requirement.

In the 5G era, the evolution of heterogeneous networks

(Het-Nets) results in densification of different sizes of cells.

Due to the time- and space-dependent service requirements

and traffic patterns, time-varying asymmetric traffic loads

are expected in both uplink (UL) and downlink (DL) con-

nections in different cells. Many optimization strategies

have been designed to provide seamless coverage and QoS

in DL and UL. However, the intractable nature of the chan-

nel selection problem motivates us to design an efficient

channel allocation scheme through joint optimization of UL

and DL streams. Performance of the designed scheme is

estimated through Matlab, with such performance param-

eters as throughput, spectral efficiency, sum-rate, outage

probability, signal-to-interference plus noise ratio (SINR)

and fairness taken into consideration and compared with

other recent optimization techniques.

1.2. Research Contributions

In this paper, we examine a 5G wireless mesh network that

comprises multiple primary networks and subscribed users

(SUs). At any instant, a different number of channels with

different capacities is allocated by the primary networks to

each SU.

The channel allocation problem is formulated as TSP, which

is then associated with the many-to-many two-sided user-

channel allocation. We acquaint a diminishing coefficient

with the updating principle. Thus, the population-based

artificial intelligence (AI) concept is used in our work, i.e.

a modified PSO may be perceived as a standard stochastic

estimate algorithm.

The modified PSO is then used to jointly optimize both

uplink and downlink channels using NOMA for optimal

channel allocation with proper interference management.

Finally, we mutually reform the UL/DL channel allocation

using NOMA to widen user fairness with proper interfer-

ence management.

The related works are discussed in Section 2. Section 3

describes the system model. Section 4 elaborates on the

proposed method. Section 5 evaluates performance of the

channel allocation process. Section 6 presents the conclu-

sions.

2. Related Works

Xia et al. [13] proposed a new kind of virtual channel opti-

mization technique in NOMA for successful power balanc-

ing. By using the process presented, data may be separated

through the power balancing effect. The minimum Eu-

clidean distance for constellation points without estimating

the channel is considered as the best method for the channel

state estimation process. A closed-form of the optimization

process is developed by maximizing the fixed optimal solu-

tion with 2 to 3 users. Also, the less complex effect of the

maximum likelihood detector reduces computational intri-

cacy without influencing the implementation of quadrature

phase shift keying (QPSK).

Paper [14] proposed a calculation for the UL of huge

MIMO frameworks to isolate the joined gotten flag of all

clients at the BS into autonomous signs for every client

class. While applying the proposed calculation, the compu-

tational expense of the flag handling process is diminished

and it is conceivable to ensure adaptability on the location

methods at the BS. A flag is shown for heterogeneous sys-

tems with various classes of clients. Discretionary design

cell acquisition subframes (CAS) and distributed antenna

systems (DAS) are presented in this paper as well. To-

tal rate examination and computational multifaceted nature

contemplated for the proposed decoupled signal detection

(DSD) method are exhibited.

In [15], user transmission rate and interference are

mainly considered for developing a fractional transmission

power allocation (FTPA)-based channel allocation process.

Greedy algorithm (GA) is applied to obtain the ideal so-

lution for allocation purposes. Mathematical development

of max-min energy effectiveness is developed in the in-

tractable programming solution. A sequential programming

approach is determined to obtain an optimal solution for

power analysis. Focus is placed on energy-efficient power-

based channel allocation to provide an enhanced version of

optimal channel modulation.

These upgrades demonstrate that a quality-of-service-aware

game theory-based power control (QoS-GTPC) plan can be

obtained for 5G versatile frameworks.

Sarigiannidis et al. [16] presented a spatially unique power

control answer for relieving cell-to-device-to-device (D2D)

and D2D-to-cell impedance. The proposed D2D control

arrangement is somewhat adaptable, including the excep-

tional instances of no D2D connections or using the great-

est transmit control. Under the considered power control,

a diagnostic methodology is produced to assess the pro-
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ductivity and proficiency of such systems. Investigation of

the power control arrangement can productively alleviate

obstruction between the cell and the D2D level.

In general, 5G wireless networks provide various facili-

ties to assist assorted applications and terminals which re-

quire superb connectivity to connect an enormous number

of devices. Han et al. [17] developed a security-related

protocol for NOMA-based massive MIMO uplink commu-

nication. The power allocation model is given through the

joint power and sub-channel allocation for secrecy capacity

(JPSASC) method to get a sub-optimal solution to the joint

issue. Especially, the power stint is developed as a non-

pliable game with the perspective of a distribution system.

The simulation outcome of JPSASC is developed to explain

the secrecy capacity in the NOMA model.

5G networks can be configured as heterogeneous networks

(HetNets), in which cell densification is the main feature,

with cells of different sizes forming the network. Further-

more, 5G is relied upon to help alleviate time-shifting awry

traffic load for both UL and DL connections in various

cells. Several optimization strategies have been developed

to support seamless coverage and QoS for both DL and

UL. However, the intractable nature of the channel selec-

tion problem in 5G heterogeneous networks [18] motivates

us to design an efficient channel allocation scheme through

joint optimization of UL and DL streams.

3. System Model

Dense HetNets have been created based on the principle

of diminishing the cell size and increasing the quantity of

small cells (SCs) per unit of territory, as such a solution is

capable of handling the traffic rates expected in 5G. Here,

we consider a 5G heterogeneous network comprising N
networks of any type, e.g. wired and wireless links. The

network consists of a specified number of primary users

(PUs) and subscribed users (SUs). Each network is allo-

cated with the most extreme number of channels, where the

channels allocated to SUs rely on the conduct of PUs [19].

5G supports a heterogeneous network that consists of dis-

crete elements, such as users, services, radio access net-

works (RAN), and backhaul networks. The backhaul net-

work plays a major role in transferring data intended for the

users from/to different base stations within the cellular net-

work. The scheduling of backhaul transmission determines

that performance be optimized relative to traffic demands

placed on the small cells served. Normally, the traffic de-

mands may change over time during longer transmissions,

due to channel dynamics.

We will probably meet long-duration traffic requests over

blocks of N diminishing slots. Next, the scheduling prob-

lem of more than one such block will be considered. On

account of remote backhaul, the drawn-out requests will

regularly be out of the ergodic rate locale of the backhaul

remote channel. This persuades us to characterize the back-

haul scheduling problem in order to decide on and work

at the rate point in the backhaul ergodic rate area that is

nearest, in some sense, to the traffic requests in the access

network. An example of a 5G backhaul network and its

components is depicted in Fig. 1.

With MIMO and millimeter-wave communication technolo-

gies, the small cell scheme is an inevitable solution for

upcoming 5G networks. MIMO has arisen as an innova-

tion catalyst for cutting edge mobile communications in 5G.

Furthermore, the increase in channel allocation guaranteed

by MIMO is forecast to overcome the capacity crunch ex-

perienced in current mobile networks and to allow for the

Fig. 1. A 5G wireless mesh backhaul network.
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aggressive focus of 5G. The test to acknowledge MIMO for

5G is an effective and cost-proficient reconciliation in the

whole network concept. This work features categorization

and usage schemes for MIMO with a small cell 5G indoor

framework taken into consideration.

In this regard, the MIMO innovation, where the BSs are

furnished with countless antennas to satisfy different spec-

tral and energy efficiency gain requirements, will be a key

innovation empowering agent for 5G [20], [21].

4. Proposed Method

We initially portray the basics of UL and DL NOMA trans-

missions and underline their vital differences in terms of us-

age unpredictability, recognition, and unraveling at the suc-

cessive interference cancelation (SIC) receiver(s), brought

about intra-cell and between cell impedance. At that point,

for joint DL and UL NOMA, we hypothetically infer the

NOMA predominant condition for every individual client

Table 1

Notations used

Symbol Description

xn Unit power message signal for user n
pd

n Power allocated for user n
N Total number of users

Pt Total power at base station

wn Gaussian noise at the receiver for user n
hn Channel gain between the BS and user n
vn Additive noise

v Indicates the additive noise at the BS

In Interfering signal

θ Power splitting factor

w Receiver noise

Ru
n Uplink rate achieved by the n-th user

N0 Noise power

PI Power of the interference received by the base
station

γu
n Uplink signal to noise ratio

γd
n Downlink signal to noise ratio

Pi
m Transmit power of downlink

qi
r Transmit power of uplink

βm Joint effect of path loss

βn Shadowing between DL users and UL BSs

x Current number of iterations

α , β Positive constant parameters

a Acceleration factor

w Inertia weight

φ Path loss exponent

µ Non-negative constant

H,G Constant parameters

in a two-client NOMA group. The NOMA predominant

condition refers to a condition under which the spectral effi-

ciency gains of NOMA are ensured, in contrast with orthog-

onal frequency division multiple access (OFDMA) [22].

By and large, NOMA permits the superposition of definite

message signals of clients within a NOMA group. The

ideal message signal is then recognized and decoded at the

receiver (client in the DL and BS in the UL) by applying

SIC.

Table 1 shows the notations used in the following con-

siderations.

4.1. Downlink NOMA

In the DL NOMA, the BS communicates the superimposed

sign:

x =
N

∑
n=1

√

Pd
n xd

n ,

where xd
n is the unit power of the message signal proposed

for client n, Pd
n means the power allocated for client n, and

N indicates the complete number of clients signified by UN
in a NOMA framework.

The power allocated to a client relies on the forces of dif-

ferent clients, because of the BS all out force requirement,

Pt = ∑N
n=1 Pd

n , where Pt is the absolute BS power. The sig-

nal received by the n-th user is termed yn = hnx+wn, where

hn indicates the channel gain between the user n and the

BS and wn represents the Gaussian noise at the receiver for

user n [23], [24].

Downlink NOMA utilizes a power allocation mechanism,

where high power transmission is utilized for clients with

below-par channel conditions and vice versa. Accordingly,

at a given client in the NOMA group, the strong interfer-

ing signals are caused primarily by the powerful message

signals of generally frail channel clients. In that capac-

ity, in order to separate the ideal signal, every client can-

cels the strong interference by SIC translating, demodulat-

ing, and by deducting them from the received signal y.

Consequently, the highest channel gain client drops all

intra-cluster interferences, while the least channel picks up

a client gets the interferences from all clients within its

group [25], [26]. Additionally, the transmitting power is

subject to [27]:
N

∑
n=1

Pd
n 6 P . (1)

We expect that the signal received by every client UN is

parted into two streams, and the power fraction with condi-

tion 0 6 θn 6 1 is utilized for data processing. Transmitters

are the source of interference I. There is a simultaneous

transmission of data signals and power from BS. The per-

ception at the n-th client, which is utilized for data inter-

preting, is given by:

yn = hn
√

θn

N

∑
i=1

√

Pd
i sd

i +
√

θnIn +wn , (2)
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where wn indicates additive noise at Un and In is the inter-

fering signal. Noise is included in two parts of the recip-

ient: the receiver antenna noise and the circuit noise. In

any case, the antenna noise is ignored. Hence, we incor-

porate only one additive noise. Each client U j completes

SIC by identifying and eliminating the U ′
Ns message, for

all n < j, from its perception. Consequently, the attainable

rate at UN , n ∈ [1, 2, . . . , N] is limited by:

Rd
n = min(Rd

n→n,Rn→n+1, . . . ,Rd
n→N) . (3)

Rd
n→ j indicates the amount at which user U j finds the in-

tended message for user UN :

Rd
n→ j = τ log2

(

1+
Pd

n θ jg j

θ jg j ∑N
i=n+1 Pd

i +θ jPI , j +1

)

, (4)

where Pd
n = Pd

n
N0

and PI, j =
PI, j
N0

are the interference power

received by U j. We consider that PI, j is detected precisely

by U j and portrayed to the BS to guarantee and allocate

the current resources. When n = N, Eq. (4) is:

Rd
n→ j = log2

(

1+
Pd

n θNgn

θNPI,N +1

)

. (5)

P = Pd
1 , . . . , Pd

N shows the set of the power transmission

values between the clients and θ = θ1, . . . , θN is the set of

isolating power factors between the clients.

4.2. Uplink NOMA

In uplink NOMA, each client transmits its individual signal

xu
n with:

x =
N

∑
n=1

√

Pu
n xu

n

and transmit power Pu
n in such a way that the BS received

signal can be characterized as:

y =
M

∑
n=1

√

Pu
n hnxu

n +w ,

where w is the receiver noise (with a density of power

spectral N0) at the BS. The power transmitted per client is

restricted by the client’s maximum battery power [23].

Note that, for applying SIC and decrypting signals at the

BS, it is essential to keep up the uniqueness of different

message signals which are superimposed within y. Consid-

ering that the channels of various clients are diverse in the

uplink, individual message signals encounter definite chan-

nel gains. Subsequently, the received signal power, com-

pared with the most potent channel client, is likely the most

potent at the BS. Accordingly, this signal is decrypted, first

at the BS, and encounters interference from all clients in

the group with generally more vulnerable channels. Hence,

the communication of the most potent channel gain client

encounters interference from all clients within its group,

though the communication of the least channel gain client

receives zero interference from the clients in its group. In

this way, the perception at the BS is given by [27]:

y =
N

∑
n=1

h̄n
√

Pu
n su

n + I + v (6)

where I indicates the interfering signal and v is the additive

noise at the BS. By utilizing SIC, the capacity region is

limited by:

∑
n∈Mk

Ru
n 6 (1−τ) log2

(

1+
∑n∈Mk

Pu
n gn

PI +1

)

∀Mk : Mk ⊆ N ,

(7)

with Ru
n being a quantum of UL accomplished by the n-th

client, Pu
n = Pu

n
N0

, P1 = P1
N0

, N0 is the noise power, and PI is

the interference power acquired by the BS. PI is detected

precisely by the BS. At last, Mk signifies any conceivable

subset of the clients. τ is introduced to denote the effect of

cross-correlation. The asymptotic Shannon capacities on

the UL (CUL) and the DL (CDL) for MU-MIMO channels

under convenient transmission are given by [21]:

CUL =
N

∑
n=1

log2(1+ γu
n Mβψn) , (8)

CDL = max
an>0,∑an61

N

∑
n=1

log2(1+ γd
n Manψn) , (9)

where γu
n and γd

n are the overall UL and DL SNR’s, [ψn],n =
1,2, . . . ,N constitutes the coefficients of large-scale fading

for the N UE’s, and an is a group of variables which should

be enhanced to get CDL. At the point when suitable power

control systems are utilized to standardize the impact of βn,

the UL capacity improves to N log2(1+MγuSNR
n ).

Corresponding considerations are given to DL NOMA.

Hence, we accomplish multiplexing gains and cluster gains,

under suitable transmission conditions, utilizing simple lin-

ear processing techniques at the BS, such as, for example,

maximal ratio combining (MRC) and zero forcing (ZF) de-

tection. This streamlines the computational burden and

the hardware requirements related to the BSs, the BS’s

actualize complex signal processing techniques, for exam-

ple, maximum likelihood (ML) recognition and successive

interference cancelation (SIC), to accomplish optimal ca-

pacities.

The sum power utilization P, accumulated across UL and

DL transmissions in a NOMA-MIMO framework, can be

displayed as [21]:

P = PPA +PC +Psys , (10)

where PPA shows the complete DL and UL used through

the power amplifiers (PA’s) at the UEs and the BS, PC con-

stitutes the absolute DL and UL circuit power utilized by

different digital and analog signal processing circuits at the

BS and the UEs and Psys refers to the excess framework-

dependent component in P.

While PPA empowers for the sum power use on RF trans-

missions, PC incorporates the sum power utilization from
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RF chain components, for example, synthesizers and fil-

ters, additionally the tasks of the baseband, for example,

digital up/down conversion, FFT/IFFT, recipient/precoding

combining, channel deciphering/coding, and assessment of

the channel. Here, PC can not be planned according to the

regular exercise as a stable term autonomous of (M,K) as

per the requirement of hardware and the number of circuit

processes in the framework created with K and M. Psys
will assume a critical role in describing energy efficiency

of 5G networks, since many BS and UE types will co-exist

in a multi-tier architecture with various cell sizes, power

utilization levels and access technologies.

4.3. Full-Duplex-NOMA System

We consider a full duplex multicarrier NOMA (FD MC-

NOMA) framework which includes full duplex base sta-

tions (FD-BSs), K DL clients, and J UL clients. All DL

and UL clients are provided with two antennas. The FD-

BSs are additionally furnished with two antennas for facil-

itating synchronized DL transmission and UL reception in

a similar frequency band. We expect that the BSs and the

DL clients are furnished along with successive interference

cancelers. The whole frequency W band is apportioned into

NF subcarriers. In this article, the individual subcarriers are

distributed between two DL clients and two UL clients at

the most, to restrict multi-user interference (MUI) and the

UL-to-DL co-channel interference (CCI) on an individual

subcarrier and to guarantee low hardware complexity and

low processing delays [28], [29].

Presuming that UL clients r ∈ (1, . . . ,J), UL clients t ∈
(1. . . . ,J), DL clients m ∈ (1, . . . ,K) and DL clients n ∈
(1, . . . ,K) are preferred and multiplexed on subcarrier i ∈
(1, . . . ,NB) likewise the required signals at DL client n, DL

client m, and the BS are indicated likewise by:

Y i
DLm =

√

Pi
mβmhi

mxi
DLm + Ii

MUm + Ii
CCm

+wi
DLm , (11)

Y i
DLn =

√

qi
nβnhi

nxi
DLn + Ii

MUn + Ii
CCn

+wi
DLn , (12)

Y i
BS =

√

qi
rω̄rgi

rx
i
ULr

+

√

qi
tω̄tgi

tx
i
ULt

+ Ii
SI +wi

BS , (13)

where xi
ULr

and xi
DLm

represent the transmission of signals

from UL client r to the FD-BS and from the FD-BS to DL

client m on subcarrier i. Pi
m and qi

r are transmit powers

of DL client m and UL BS r, separately. βm and βn are

the joint impact of path loss and shadowing among DL

clients and UL BS. hi
r and hi

m indicate the small scale fading

coefficients for the link between UL BS r and the FD-BS

and the link between the FD-BS and DL client m. I i
MUm

and

Ii
CCm

are MUI and CCI. The joint impact of path loss and

shadowing between UL BS r and the FD BS and between

DL client m and UL BS r is depicted by ω̄r and gr. Finally,

the complex additive white Gaussian noise (AWGN) on

subcarrier i is depicted by wi
DLm

, wi
ULr

, and wi
BS.

An instant subcarrier is assigned to the clients of two DL

and UL in the FD MC-NOMA framework simultaneously.

Commonly, the UL power of client signals is lower than that

of signals released by the BS for DL clients, which makes

it complex for the clients of DL to extract and remove the

UL signal by accomplishing SIC. Because of their various

constraints on the complexity of receiver hardware and QoS

needs, different coding schemes and modulations are used

in the DL and UL. As a result, DL clients cannot decode

and demodulate the UL signals. So, every user signal is

treated as noise, and to eliminate other DL clients, only the

DL client achieves SIC. For example, we initially consider

an individual policy for the SIC decoding order 4 and an

allocation of subcarrier. UL BSs r, t and DL clients m,

n are multiplexed on subcarrier i. In addition to decoding

SIC and eliminating the DL client, ms signal is achieved by

the DL client n. Before decrypting the UL client ts signal,

the FD BS first decrypts the UL client rs signal and then

eliminates it by SIC. Equation (14) is applied to represent

the weighted sum throughput of subcarrier i in such an

approach:

U i
m,n,r,t = si

m,n,r,t

[

wm log2

(

1+
H i

mPi
m

α i
m +1

)

+wn log2
(

1+
H i

nPi
n

α i
n +1

)

+ µr log2

(

1+
Gi

rq
i
r

φ IsIiα i
r +1

)

+ µt log2

(

1+
Gi

tq
i
t

φ IsIiα i
t +1

)

]

, (14)

for the links between the DL, clients m and n and FD

BSs r and t on subcarrier i are defined by the total small

scale fading coefficients, such as α i
m, α i

n, α i
r and α i

t respec-

tively. The subcarrier allocation indicator is represented by

si
m,n,r,t ∈ (0,1). If UL BSs t and r and DL clients n and

m are multiplexed on subcarrier i, then si
m,n,r,t = 1. Before

decrypting the BS ts signal, the FD BS first decrypts UL

BS rs signal and eliminates it. Likewise, DL client n ex-

ecutes SIC of the DL client m signal. Another resource

allocation policy is utilized when si
m,n,r,t = 0. To achieve

a particular notation of fairness in resource allocation, the

non-negative constants that are identified in the media ac-

cess control (MAC) layer and 0 ≤ wm ≤ 1 and 0 ≤ µr ≤ 1
Eq. (14) mentions the preferences of DL client m and UL

BS r respectively.

In practice, self-interference (SI) cannot be canceled com-

pletely, regardless of whether the SI channel is known at

the FD-BS, because of the limited dynamic range of the

receiver. Subsequently, we mold the surplus SI following

elimination at the receiving antenna with autonomous zero-

mean Gaussian distortion noise, for which change is relative

to the received power of the antenna. NOMA frameworks

utilize the power domain for multiple access, wherein vari-

ous clients are provided with various power levels. Specifi-

cally, for a particular subcarrier, let us presume that the DL

client n intends to decrypt and eliminate the CCI induced

by DL client m employing SIC. Interference cancelation is

fruitful if SINR received by client ns for client m signal

is bigger than or equivalent to the SINR received received

by client m for its signal. For instance, DL client n can

only successfully decrypt and eliminate DL client m signal

6
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by SIC on subcarrier i when the accompanying disparity

holds:

wn log2

(

1+
H i

nPi
n

α i
n +1

)

> wm log2

(

1+
H i

mPi
m

α i
m +1

)

, (15)

on subcarrier i, the suddenly weighted sum throughput

Eq. (14) for the instance of r = t and m = n, turn out to be:

U i
m,n,r,t = si

m,n,r,t

[

wm log2(1+
H i

m(Pi
m +Pi

n)

α i
m +1

)

+ µr log2

(

1+
Gt

r(q
t
r +qi

t)

φ IsIi(α i
r +1)

)]

. (16)

Variable φ denotes path loss exponent, µ is the non-

negative constant, the constant parameters H and G are

defined as H i
m =

ϖm|hi
m|

2

σ 2
zDLm

, Gi
r =

er|gi
r|

2

σ 2
zBS

in Eqs. (14)–(16).

The joint UL/DL NOMA channel allocation issue is that,

allocating a path for a node either a BS or end client among

various nodes in a wireless mesh network, to reduce the

processing time and to expand the framework throughput.

In our definition, the correspondence between nodes in the

backhaul network in a 5G framework can be preoccupied

as TSP.

Here, we consider a well-known TSP, in which we need to

determine the shortest closed path between clients of both

J UL and K DL, with at least one subcarrier allocated to

each client. Suppose, i = (1,2, . . . ,N) is the set of TSP

clients and the weighted sum throughput of each client is

given by U i
m,n,r,t .

The system aims to increase the weighted sum throughput

of the system. The best joint UL/DL NOMA distribution

policy is obtained by mixed-integer linear programming,

problem for TSP is represented as:

Q(x) = maximizep,q

NF

∑
i=1

K

∑
m=1

K

∑
n=1

J

∑
r=1

J

∑
t=1

U i
m,n,r,t , (17)

subject to:

C1 : si
m,n,r,t ∈ [0,1],∀i,m,n,r,t , (18)

C2 :
NF

∑
i=1

K

∑
m=1

K

∑
n=1

J

∑
r=1

J

∑
t=1

si
m,n,r,t(P

i
m +Pi

n) 6 PDL
max , (19)

C3 :
NF

∑
i=1

K

∑
m=1

K

∑
n=1

J

∑
r=1

J

∑
t=1

si
m,n,r,t(P

i
r +Pi

t ) 6 PUL
max , (20)

C4 :
NF

∑
i=1

K

∑
m=1

K

∑
n=1

J

∑
r=1

J

∑
t=1

si
m,n,r,t 6 1, ∀i , (21)

C5 : Pi
m > 0, ∀ i,m , (22)

C6 : Pi
r > 0, ∀ i,r . (23)

If si
m,n,r,t = (0,1), then C1 assures effective SIC at DL op-

erator n. For the reception of UL, since the receiver for

all UL signals is the FD-BS, it can accomplish SIC in any

order. For the BS, the C2 constraint is the power constraint

through an extreme allowance of power transmission PDL
max.

By using PUL
max, C3 bounds the transfer power of UL user r.

To guarantee that each subcarrier constraint C4 is imposed,

it is allocated to the top two DL and UL clients. The client

pairings of DL, UL-to-DL, and UL are accomplished on

each subcarrier. For the UL and DL clients, C5 and C6 are

said to be the non-negative power transmission constraints.

4.4. Modified Particle Swarm Optimization (MPSO) with

Inertia Weight

Eberhart and Kennedy discovered a particle swarm opti-

mization (PSO) algorithm relying on a population-based,

cooperative search metaheuristic procedure. PSO particles

are known as the population’s candidate solutions in which

it coincides and develops instantly according to the sharing

of knowledge from neighboring particles. PSO is a modern

optimization algorithm, but when the problem dimension

arises, it normally requires some enhancements [31].

In this paper, an altered PSO algorithm is proposed. For

planning a modern multi-stage exception expansion, MPSO

is applied here. Also, for multi-stage planning, some

groups of particles are separated from the population in

the altered PSO algorithm. Here, xi j represents the position

vector of the j-th particle of the i-th group. An intermedi-

ate network is optimized by each group of particles during

single stage iterations. Therefore, the number of planning

stages and groups tends to be similar. The particles fly

sequentially from dissimilar groups (i.e. dissimilar phases).

From its own last position, a j-th particle of the first group

starts to move in every single iteration, but for i > 1, from

the last position of a j-th particle of i−1 group, the j-th
particle of the i-th group starts to move. Equation 16 is

used to calculate the objective function of each particle

for the i-th stage in the i-th group. The objective function

U i
m,n,r,t (where s = i) is presented xLB

i as a local best posi-

tion and it is minimized by the better position vector of the

i-th group. The overall explanations are gained from the

positions of sequential particles of all groups. The number

of particles of each group is equal to the number of newly

created particles for every iteration.

Equation (17) is used to compute the objective function of

every particle. Then, the better solution is predicted. The

best particles are presented xGB
i as a better global position.

The velocity vector of a better existing position in conven-

tional PSO is calculated as:

vi,n+1 = w∗ vi,n +C1∗ rd1(Pi,n−xLB
i,n )+C2∗ rd2(Pi,n−xGB

i,n ) ,

(24)

vi,n =

[

(1− t
T )Vm ; if vi,n > Vm

−(1− t
T )Vm ; if vi,n <−Vm

]

, (25)

xi,n+1 = xi,n + vi,n+1 . (26)

Apart from the scaling term 1− t
T , an altered algorithm of

PSO is almost similar to the original one in the scheme; and

in Eq. (25) it is multiplied with maximum velocity Vm. The

proceeded maximum number of generations processed is

7
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mentioned using T and the number of the current generation

is symbolized using t.
A significant component inertia weight in particle swarm is

used to overcome the local optimal problem and slow rate of

convergence of PSO. Inertia weight is one of the important

factors to influence the convergence speed and searching for

outcomes. The global search ability is better for PSO and

when the weight of inertia is higher, then the function of the

concrete value is to improve the rate of convergence. Local

search ability is also enhanced when the inertia weight is

insignificant. This means that an enhanced solution may

be achieved immediately after the local search algorithm

is completed. Early convergence is processed quickly by

the PSO algorithm as well. In the PSO algorithm, we

initially fixed a large inertia weight value and in the global

scope, to guess the series of the optimum value. To perform

the optimal value search for the algorithm, we set a lower

value of inertia weight w, so that the algorithm offers faster

convergence and better search outcomes. The function of

the modified inertia weight is:

w(x) =
n.α

n+ xa +β , (27)

where the rate of change and acceleration factor is defined

by a, the range of w is controlled by the threshold values

(positive constant parameters) α and β , the current iteration

number and the algorithm iteration number are defined by

x and n, respectively.

The following equations are used to verify the validity of

this function:

w(x)
′
=
−nαaxa−1

(n+ xa)2 , (28)

w(x)
′′
=

nαaxγ−2(n+ xa)[(a+1)xa− (a−1)n]

(n+ xa)4 . (29)

When x is greater than

√

(γ−1)n
γ+1 then the significance of

w(x)′′ is in excess of 0 and w(x)′ is lower than 0 as per

Eqs. (28) and (29).

The weight of the inertia function is a convex, as well as de-

scending function besides it, is observed from the above for-

mula that the descending speed steadily slows down when

the iteration number increases. Without affecting the preci-

sion of convergence, it significantly raises the rate of con-

vergence of this algorithm.

The values of α and β are set to 0.8 and 0.5, because the

range of inertia weight w ranges from 0.5 to 1.2 in PSO. In

an existing space, searching for the smaller value of w takes

place but the bigger w can be searched in the new spaces.

The inertia weight variable is suitably picked for balancing

both the local and global search. In Eq. (27), a different

value of a is displayed for the inertia weight function.

In the process of its execution, the algorithm preserves two

superior variables named g-best and l-best position. Two

comparisons are performed: to decide the g-best location

of every creation in the entire population, each particle’s

fitness at its current position is related to the remaining par-

ticles’ fitness. Then, to choose the l-best position for every

particle, the current location of separate particles is con-

trasted with diverse visiting positions. Based on Eq. (24),

the refining velocity of every particle in the species of par-

ticle group is realized by these two positions. To update

the speed rate of the fresh particle, two stochastic variables

outweigh the effect of two locations.

The pseudo-code with the M-PSO algorithm for task

scheduling is presented as Algorithm 1.

Algorithm 1. Modified PSO for joint UL/DL channel

allocation

1. Initialization. The population and iteration number

are fixed as N and Nt , respectively. Within the pre-

defined decision variable range, initialize velocity vi
and position xi of the particles with random numbers.

The upper bound of the decision variable is fixed at

Vm. The fixed iteration count t = 0 and pi = xi as

personal better position.

2. Estimation. Every single particle in the current pop-

ulation is estimated. Set t = t + 1, pi = xi when

Q(t) < Q(t−1). Find a corresponding position xmin
and Qmin = minQ(t). The global best is selected by

using xGB
i,n = xmin.

3. Generation of new particles. Compute the objec-

tive function values for every single new particle and,

depending upon the current xi (i = 1, 2, . . . , N), com-

pute the new position xi and velocity vi. Associate

new xi (2N particles) as well as all xi together and

collect them in a temporary list.

4. Non-dominated sorting. In tempList recognize

dominated results and save them in a Pf ront (Pareto

front) matrix. Fixed front number k = 1 and:

(a) from the tempList the non-dominated particles

are eliminated,

(b) k = k + 1. The non-dominated results in the

excepting tempList are recognized and are col-

lected in a Pf rontk (front k) matrix,

(c) when all 2N particles get ranked into several

fronts then stop the repeating steps b–c.

5. For the next iteration, select particles. From Pf ront
randomly pick out N particles, if Pf rontsize > N and

store them as next xi. Or select random particles in

next front (front k) and include them in next xi until

next xi size becomes N.

6. For every particle in next xi, compute objective func-

tion values and for the next iteration set the next xi
as the current position’s xi.

7. If all vi < 0.1Vm, then implement subsequent steps or

else go to step 8.

(a) from the current population randomly pick 20%

particles and modify their positions by 10% of

8
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the Vm. Finally, xtemp is used to store those re-

sults,

(b) xtemp gets estimated and all the dominant parti-

cles are identified. The particles in the current

xi are replaced by those dominating particles,

(c) it is definite that the number of x does not ex-

ceed N and repeat K times (K = 1,2, . . . ,10)

steps a–b.

8. If t < Nt go to step 2.

9. From the final population, the non-dominated solu-

tions are stored and performance metric values are

calculated.

The creation of randomized and legal influence of loca-

tion is a major goal of these coefficients. So, once in

a while it is very essential to find few examinations and

at other times small exploitation stochastically. Depends

upon a new speed with solving Eq. (26), this algorithm up-

dates the particle’s current position to a new value. Every

single particle defines the PSO particle population’s new

state and reviews its position. Based on their new location,

the fitness values are evaluated by the algorithm. The du-

plication of the processes is used to estimate the location of

fresh particles and to predict the global and the local best

positions which, in turn, are used to inform the position of

the particles.

5. Performance Evaluation

The performance of the presented channel allocation

method is examined using the simulation parameters from

Table 2. Within the outer and inner boundaries, both the

K and J users are uniformly and randomly dispensed. PDL
max

defines the extreme transmit power of the FD BS. Here, we

incorporate the Rayleigh fading model in the UL NOMA

for communication between users and the BS. Similarly,

we have incorporated the Rician fading model in the DL

NOMA for communication between the BS and users.

5.1. Throughput

Throughput is defined as the movement of data from one

location to another, over a specific period of time. It is

a key indicator of the effectiveness and quality of net-

work connectivity. A high rate of failed message deliveries

will eventually lead to low throughput and degraded perfor-

mance. Decoding methods in NOMA systems, to decode

various simultaneous transmissions, SIC which is a mul-

tiuser detection technique that uses the structured nature of

interference. Separate signals are retrieved, one by one,

from the composite signal in the following manner. It is

questionable when the remaining signals are decoded if all

of the signals fail to be decoded. Throughput depends on

every single signal. The order of decoding also plays an es-

sential role in the positive outcome of decoding operation.

Table 2

Simulation parameters

Parameter Description

System bandwidth 12 GHz

Number of subcarriers 5

Carrier frequency 3.6 GHz

Subcarrier separation 20 kHz

Sub-frame length 1.0 ms

Symbol duration
66.67 µs

+ cyclic prefix: 4.69 µs

Receiver type MMSE+SIC

Number of users per cell 10

Number of PU per cell 3

Number of SU per cell 7

Inter-site distance 500 m

Maximum transmit power 46 dBm

Channel model
3GPP spatial channel

model (SCM)

Path loss model 133.6 +3̇5 log(d) [km]

Traffic model Full buffer

Power factor 0.25

Size of swarm 30

Modulation technique 16 QAM

Maximum iteration 500

Encoding Conventional

The order of decoding the received superposition coded

signals is not forced by the principle of NOMA. The sys-

tem’s advantages become visible when throughput decodes

stronger signals ahead of their weaker counterparts.

However, due to the decoding difficulties of the SIC method

and the changing nature of wireless channels, most users

are allocated, undesirably, to subchannels which will inten-

sify the system’s throughput. Throughput of the presented

system increases with the increasing number of users, as

shown in Fig. 2 and is compared with some of the existing

approaches [25].

Consistent throughput performance was obtained in the

graph for the existing algorithms, where the number of

users does not affect throughput to a considerable degree.

Tree search-based transmission power allocation (TTPA)

and fractional transmission power allocation (FTPA) are the

conventional methods that work based on grouping, power

allocation, and ordering. Figure 2 shows that the proposed

system is affected by significant changes concerning the

number of users. Typically, NOMA systems are intended

for dense user networks. The proposed system is highly

suitable here. Extreme throughput is achieved by users

who gain the best of all subchannels. Similarly, the max-

imum throughput is achieved by the users who are nearer

to the base station, as well as in overall subchannels, with

the effect of Rayleigh fading being statistically parallel for

all users.
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Fig. 2. Throughput vs. number of users.

5.2. Spectral Efficiency

Spectral efficiency is defined as the bits per second net

data rate divided by bandwidth. Net data rate and in-

dex rate are associated with the raw data rate, including

the payload and all overheads that can be used. Fig-

ure 3 shows the spectral efficiency versus the number of

users. The NOMA-MPSO spectral efficiency exceeds the

NOMA-TTPA, NOMA-FTPA, and OFDMA schemes and

the presented methods of resource optimization tend to pro-

vide maximum spectral efficiency than the existing previous

techniques [32], [33].

Fig. 3. Spectral efficiency vs. number of users.

Figure 3 shows that with the number of users, the efficiency

of the spectrum rises and the growth of data rate becomes

slower with the rise in the number of users. It endures

rising in the total sum rate when the number of users is

greater than the number of sub-channels as well as it grows

at a smaller speed due to the gain of multiuser diversity.

When the user number is insignificant then the effect of

diversity of multiuser is more remarkable.

5.3. Sum-Rate

The sum rate is defined as the sum of all rates of commu-

nication between the nodes, taking place in a network:

RT =
K

∑
k=1

Rk , (30)

where Rk is the k-th user equivalent sum-rate and RT is the

sum-rate obtained by using the proposed approach. The

highest sum-rate for users will be achieved by conducting

all communication at once, or there must be some schedul-

ing between the different tasks. The sum-rate is maximized

when the system is operating continuously, in the full-

duplex mode.

Fig. 4. Sum rate vs. number of users.

Figure 4 shows RT , the total rate of the user, the num-

ber of UEs per cell function, is got through system-level

simulations for the presented scheme of NOMA-MIMO us-

ing MPSO at the SIC receiver at both ends and transmit-

ter side of BS. We put in a simple assessment model us-

ing the Shannon capacity [34]. Using NOMA, we assess

a case accounting OFDMA, in which the transmission of

a single-stream is applied per transmitter beam. In addition,

MPSO channel allocation methods are compared with the

exhaustive NOMA-FTPA and NOMA-TTPA searches. The

NOMA-MPSO technique is suitable for finding the con-

straints of QoS and the sum-rate with weights in which the

majority of the gap is less than 5% and it is very adja-

cent to the globally optimum value. Hence, the suggested

joint UL/DL channel assignment technique is capable of

attaining approximate optimal performance with fewer dif-

ficulties.
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5.4. Outage Probability

Outage probability is the achieved data rate of an individual

user which is lower than the predefined value. For common

outage probability, an outage occurs when the user is de-

activated. In individual outage probability, individual user

outage events are considered. Outage probability is used

as a performance measure, since it not only allows for the

identification of the probability of errors, but may be also

used to evaluate the outage capacity/rate. After 20 dB, the

graph gets saturated due to the proper achievement of SNR

in this region. The effect of the user’s non-uniform loca-

tions and the interference is caught by applying stochastic

geometry, and the order of diversity is computed to demon-

strate efficient use of the channel’s degree of freedom by the

presented framework [35]. In Fig. 5, the scheme in question

is compared with NOMA-TTPA, NOMA-FTPA, OFDMA.

One may notice that their outage sum-rate performance is

similar, up to a certain reduced number of users, but when

the number of users increases, outage probability changes

considerably. However, the NOMA-MPSO scheme is ca-

pable of offering much better reception reliability, certainly

for maximum power transmissions.

Fig. 5. Outage probability vs. transmission power.

5.5. SINR

SINR measures the quality of a transmission channel.

SINR is generally defined for a specific user and is rep-

resented as:

SINR =
P

I +N
, (31)

where incoming signal, interference signal, and noise are

denoted as P, I, and N, respectively. Noise cancelation

is impossible under separate constraints of power, but the

possibility of the set of target SINRs may be under a sum

power constraint. Because of the unavailability of power

constraints, arbitrary target SINRs may be achieved. This is

caused by the cascaded structure of interference formed by

the successive decoding operations. To accomplish a cer-

tain set of SINRs, an equal amount of total power is essen-

tial for both links. Under a sum power constraint, both

links have an equal achievable SINR range. Likewise,

the same beamformers, accomplish the target [36]. Fig-

ure 6 illustrates the performance of the offered method BER

unit and compares its performance with existing algorithms

OFDMA, NOMA-FTPA, and NOMA-TTPA. BER perfor-

mance is improved in the proposed system.

Fig. 6. BER vs. SINR.

5.6. Fairness

This is the most popular metric used in network engineering

to determine if users or applications receive a fair share of

he system’s resources. Fairness is defined as:

Fairness(r1,r2, . . . ,rn) =
(∑i ri)2
n∑i ri2

, (32)

where the throughput individual nodes is denoted as

r1,r2, . . . ,rn. Based on the scheduling period, the fairness

of the proposed method is examined. The time domain of

the scheduling process is slotted. The time slot index is de-

noted by t. With 20 slots, we interpret a scheduling frame.

Channel state information is grouped once per frame. The

Jain’s fairness index is calculated by
(∑K

k=1 rk)2
K ∑K

k=1 rk2
, when the

average user’s rates are r1, . . . ,rk, at the end of the period

of schedule. In network communications, this index, devel-

oped in [37] and is utilized for user throughput as a measure

of fairness value from 1
K and 1.0 is reached. Fairer through-

put distribution is specified by higher values. This index

will drop the index value but doesn’t evade a user from be-

ing assisted with low throughput (or even zero throughputs)

but it will bring down the index value.

The fairness index for the number of users is shown in

Fig. 7. Thanks to the higher level of competition between

the users, fairness degradation in all schemes is caused by

an increase in the number of users [32]. But in the scheme

we propose, the slope of the curve is decreasing slightly
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Fig. 7. Fairness index vs. number of users.

with an increase in the number of users, which means that

fairness level is improved compared to that of the existing

schemes, i.e. OFDMA, NOMA-TTPA, and NOMA- FTPA.

6. Conclusion

This paper discusses the design of FD BS for the MIMO-

NOMA system channel allocation algorithm. For the en-

largement of the weighted sum system throughput, the

model of the algorithm is generated as a mixed combinato-

rial non-convex optimization issue. Based on various work-

loads and task scheduling approaches, an M-PSO algorithm

is developed in this paper. The inner weight factor plays

a vital role in M-PSO, where the higher value of inertia

weight is performed as global search and the small weight

of inertia value performed as local search. The M-PSO

algorithm with a greater number of users achieves better

results than the same algorithm with a few users. More-

over, the presented FD MC-NOMA approach was proven

to offer a perfect balance between maintaining fairness and

improving the system’s throughput among users. The pro-

posed FD MC-NOMA M-PSO scheme offers better per-

formance in terms of throughput, fairness, sum-rate, and

spectral efficiency for a given number of users.
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Abstract—It is commonly known that physical layer security

is achieved with a trade-off in terms of the achievable rate.

Hence, security constraints generate rate losses in wiretap

channels. To mitigate such rate losses in multi-user channels,

we propose a coding/decoding scheme for multi-user multiple

access wiretap channel (MAC-WT), where previously trans-

mitted messages are used as a secret key to enhance the se-

crecy rates of the transmitting users, until the usual Shannon

capacity region of a multiple access channel (MAC) is achieved

without the secrecy constraint. With this coding scheme, all

messages transmitted in the recent past are secure with re-

spect to all the information of the eavesdropper till now. To

achieve this goal, we introduce secret key buffers at both the

users and the legitimate receiver. Finally, we consider a fading

MAC-WT and show that with this coding/decoding scheme, we

can achieve the capacity region of a fading MAC channel (in

the ergodic sense).

Keywords—multiple access channel, physical layer security,

strong secrecy, wiretap channel.

1. Introduction

In [1], Wyner proved, degraded wiretap channel, that by

assigning multiple codewords to a single message, we can

achieve reliability as well as security in a point-to-point

channel communication and characterized secrecy capacity

for this channel. After decades of work commenced af-

ter the wireless revolution had begun, researchers started

extending Wyner’s coding scheme (wiretap coding) in dif-

ferent directions. A single user fading wiretap channel was

studied in [2], [3]. A secret key buffer was used in [4] to

mitigate the fluctuations in the secrecy capacity due to the

variations in the channel’s gain over time.

A multiple access channel (MAC) with security constraints

was studied in [5] and [6]. In [5], the transmitting users

treat each other as eavesdroppers (Eve) and an achiev-

able secrecy rate region is characterized. In some special

cases the secrecy capacity region is also found. In [6], the

authors consider the eavesdropper to be listening at the re-

ceiving end. The authors provide an achievable secrecy-rate

region. The secrecy-capacity region is not known for such

a MAC. The same authors also studied a fading MAC with

full channel state information (CSI) of Eve known at the

transmitters. Paper [7] is a research extension of a scenario

in which the CSI of Eve is not known at the transmitters.

For a detailed review of theoretical information theoretic

security see [8], [9], and [10].

In all of the above mentioned papers, a notion of weak se-

crecy was used, i.e. if M is the message transmitted and the

eavesdropper receives Zn for a codeword of length n chan-

nel uses, then I(M;Zn)/n→ 0, as n→ ∞. This notion of

secrecy is not stringent enough in various cases [9]. In [11],

Maurer proposed a notion of strong secrecy: I(W ;Zn)→ 0
as n → ∞. For a point-to-point channel, he showed that

it can be achieved without any change in secrecy capacity.

Since then, other methods have been proposed for achiev-

ing strong secrecy [12], [13] and [14]. The methods shown

in [12] and [14] have been used to obtain strong secrecy

for a MAC-WT in [15] and [16], respectively.

In all these works one may notice that security is achieved

at the cost of transmission rate. For a single user AWGN

wiretap channel, if Cb is the capacity of the legitimate re-

ceiver (Bob) and Ce is the capacity of Eve’s channel, then

the secrecy capacity of this channel is Cs = (Cb−Ce)
+,

where (x)+ = max(0,x) [17]. In recent years, some work

has been devoted to mitigating the secrecy rate loss. A feed-

back channel is used in [18] and [19] to enhance the se-

crecy rate, and under certain conditions the authors prove

that the secrecy capacity can approach the main channel

capacity. In [20], the authors assume that the transmit-

ter (Alice) and Bob have access to a secret key, and then

they propose a coding scheme which utilizes that key to

enhance the secrecy rate. A secure multiplex scheme has

been proposed in [21] which achieves Shannon channel ca-

pacity for a point-to-point wiretap channel. In this model,

multiple messages are transmitted. The authors show that

the mutual information of the currently transmitted mes-

sage with respect to (w.r.t.) all the information received by

Eve goes to zero as the codeword length n→ ∞. In [22],

Shah et al. propose a simple coding scheme, without any

feedback channels or access to a specific key, and enhance
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the secrecy capacity of a wiretap channel to the Shannon

capacity of the main channel. In this work, only the mes-

sage currently being transmitted is secure with respect to

all information possessed by Eve.

In [23], the coding scheme of [22] was extended to a mul-

tiple access wiretap channel and it was shown that the

Ahleswede-Liao region of the MAC can be achieved as the

secrecy rate region, while keeping the currently transmitted

message secure with respect to all information of Eve. In

this paper, we extend the coding/decoding schemes of [22]

and [23] to a multiple access wiretap channel and prove that

we can achieve the Ahleswede-Liao region [24], [25] of the

MAC as the secrecy-rate region, while keeping all recent

messages secure with respect to the information possessed

by Eve until the present. Finally, we achieve the same for

a fading MAC-WT.

The remaining part of the paper is organized as follows.

In Section 2, we define the channel model and recall some

previous results which will be used in this paper. We ex-

tend the coding/decoding scheme from [22] to two user

discrete memoryless MAC-WT (DM-MAC-WT) in Section

3, and prove the achievability of the Ahleswede-Liao re-

gion, under the security constraint that only the currently

transmitted message is secured with respect to all data re-

ceived by Eve. In Section 4, we consider a two-user DM-

MAC-WT where each user, i.e. the receiver as well as

Eve, has infinite length buffers to store previous messages.

We propose a coding scheme to enhance the secrecy rate

region to the Ahleswede-Liao region of the usual MAC,

this time with the security constraint that all recent mes-

sages are secure with respect to all information possessed

by Eve. In Section 5, we consider a two-user fading MAC-

WT and extend the coding scheme from the previous sec-

tions to enhance the secrecy-rate region of the fading MAC-

WT to the Ahleswede-Liao region of the MAC in the er-

godic sense. Section 6 concludes the paper. The Appendix

contains several lemmas used in the proofs of the main

theorems.

In this paper, random variables will be denoted by capi-

tal letters X ,Y,Z, vectors will be denoted with upper-bar

letters, e.g. X = (X1, . . . ,Xn), and scalar constants will be

denoted by lower case letters a,b, etc.

2. Multiple Access Wiretap Channel

A discrete memoryless multiple access channel with a wire-

tapper and two users is considered (Fig. 1). The channel is

represented by a transition probability matrix p(y,z|x1,x2),
where xi ∈Xi is the channel input from user i, i = 1,2,

y ∈Y is the channel output to Bob and z ∈Z is the chan-

nel output to Eve. Sets X1,X2,Y ,Z are finite. The two

transmitting users want to securely and reliably send mes-

sages M(1) and M(2) to Bob (legitimate receiver), while

ensuring that eavesdropper (Eve) cannot decode the mes-

sages.

Fig. 1. Discrete memoryless multiple access wiretap channel.

Definition 2.1. For a MAC-WT, a (2nR(s)
1 ,2nR(s)

2 ,n) code-

book comprises of (1) two sets of messages M (i), i = 1,2,

where cardinality of each message set is 2nRi , (2) uniformly

distributed messages M(1) and M(2) over corresponding

message sets (messages are assumed to be independent of

each other), (3) two stochastic encoders:

fi : M
(i) →X

n
i , i = 1,2, (1)

and (4) a decoder at Bob:

g : Y
n →M

(1)×M
(2)

. (2)

The decoded (estimated) messages are denoted by

(M̂(1),M̂(2)).

The average error probability at the receiver (Bob) is:

P(n)
e , P

{(

M̂(1)
,M̂(2)

)

6=
(

M(1)
,M(2)

)}

, (3)

and leakage rate at Eve is:

R(n)
L =

1
n

I(M(1)
,M(2);Zn). (4)

In [6], the authors have defined two types of security re-

quirements depending upon the mutual trust of the trans-

mitting users. If each user is conservative, such that when

the other user is transmitting, then it may compromise with

Eve and provide Eve with its codeword, then individual

leakage constraints:

R(n)
L,1 =

1
n

I(M(1); Zn|X (2)
), (5)

R(n)
L,2 =

1
n

I(M(2); Zn|X (1)
), (6)

are relevant, where X (i)
denotes the codeword for user i.

In a scenario where the users trust each other, collective

leakage:

R(n)
L =

1
n

I(M(1)
,M(2);Zn). (7)

is relevant. Since, M(1)⊥M(2) and, hence, also X (1)
⊥X (2)

,

where X ⊥Y denotes that random variable X is independent

of Y :
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nR(n)
L = I(M(1)

, M(2); Zn)

= I(M(1);Zn)+ I(M(2); Zn|M(1))

= H(M(1))−H(M(1)|Zn)+H(M(2))

−H(M(2)|Zn
,M(1))

≤ H(M(1)|Xn
2 )−H(M(1)|Zn

,Xn
2 )

+H(M(2)|Xn
1 )−H(M(2)|Zn

,Xn
1 )

= I(M(1); Zn|Xn
2 )+ I(M(2); Zn|Xn

1 )

= nR(n)
L,1 +nR(n)

L,2 (8)

and hence, if individual leakage rates are small, then so is

the collective leakage rate. In this paper, we consider the

secrecy notion (7).

Definition 2.2. The secrecy-rates (R(s)
1 ,R(s)

2 ) are achievable

if there exists a sequence of codes (2nR(s)
1 ,2nR(s)

2 ,n) with

P(n)
e → 0 as n→ ∞ and

limsup
n→∞

R(n)
L,i = 0, for i = 1,2 . (9)

By taking closure of convex-hull of the achievable secrecy-

rate tuple (R(s)
1 ,R(s)

2 ), we obtain secrecy-capacity region for

MAC-WT.

In [6], the authors propose a superposition coding-based

scheme to obtain the following secrecy-rate region.

Fig. 2. Capacity region and secrecy rate region of MAC.

Theorem 2.1. Rates (R(s)
1 ,R(s)

2 ) are achievable with

a limsupn→∞ R(n)
L,i = 0, i = 1,2, if there exist independent

random variables (X1,X2) as channel inputs satisfying:

R(s)
1 < I(X1; Y |X2)− I(X1; Z),

R(s)
2 < I(X2; Y |X1)− I(X2; Z),

R(s)
1 +R(s)

2 < I(X1,X2; Y )− I(X1;Z)− I(X2; Z), (10)

where Y and Z are the corresponding symbols received by

Bob and Eve. ¤

The capacity region for a multiple access wiretap channel

with the secrecy constraint is not known. Without the se-

crecy constraint, the capacity region for a multiple access

channel is obtained by taking a convex closure of the re-

gions in Theorem 2.1, excluding the terms I(Xi; Z), i = 1,2
on the RHS of (10) (Fig. 2) [24]. In the following section,

we show that we can achieve the Ahleswede-Liao capacity

region of a MAC even when some modified metric of secu-

rity metrics is satisfied. First, we restate the result of [24]

and [25] which defines the capacity region for MAC without

a security constraint, which we call as the Ahleswede-Liao

capacity region.

Theorem 2.2. The capacity region of MAC is given by

convex hull of rate pairs (R1,R2) satisfying:

R1 < I(X1; Y |X2) ,

R2 < I(X2; Y |X1) ,

R1 +R2 < I(X1,X2; Y ) . (11)

3. Mitigating Rate Loss in MAC-WT to

Achieve Ahleswede-Liao Capacity

In this section, the coding scheme proposed in [22] for

a single-user point-to-point wiretap channel is extended

to the multiple transmitters case in order to enhance the

achievable secrecy rates of discrete time MAC-WT. As

in [22], we assume that the system is time slotted (i.e.

each user transmits one message in one time slot), where

each slot consists of n channel uses. In slot 1, the first

message is encoded via point-to-point wiretap coding, as

in [1]. In slot 2, the message transmitted in slot 1 is used

as a secret key along with the usual wiretap code, and then

the two messages are transmitted in that slot (the number

of channels uses remains the same). Hence, the secrecy-

rate is twice as high as in slot 1. We use the same coding

scheme in the respective time slots mutatis mutandis, until

the secrecy rate becomes saturated with the Shannon capac-

ity of the main channel. After this time slot, the previously

transmitted secure message is used as a key and no wiretap

coding is used. We show that the proposed scheme ensures

that the message currently being transmitted is secure with

respect to all of Eve’s outputs, i.e. if message Mk is securely

transmitted in slot k then:

1
n

I(Mk; Z1, . . . , Zk)→ 0, (12)

as the length of codeword n→∞, where Z i is the informa-

tion received by Eve in slot i.
Next, we not only extend this coding/decoding scheme to

a multiple access wiretap channel, but also modify the

scheme, so that it can be used to improve its secrecy crite-

rion (12) and can be used for fading multiple access wiretap

channels as well. The following secrecy criterion is used.

In slot k, if user i transmits message M(i)
k , we need:

I(M(1)
l ,M(2)

l ; Z1, . . . ,Zk)≤ nε, for l = 1, . . . ,k . (13)

for any given ε > 0. This will be strengthened so that

it satisfies strong secrecy requirement also, I(M(1)
l , M(2)

l ;
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Z1, . . . ,Zk)→ 0 as n → ∞ at the end of the section. To

achieve this goal, we modify the message sets and en-

coders/decoders with respect to Section 2 in the following

manner.

Each slot has n channel uses and is divided into two parts.

The first part has n1 channel uses and the second n2, n1 +
n2 = n. The message sets are M (i) = {1, . . . , 2n1Rs

i } for

users i = 1,2, where (Rs
1,R

s
2) satisfy (10) for some (X1,X2).

Here, there are two parts of the each encoder:

f s
1 :M (1) →X

n1
1 , f d

1 : M
(1)×K1 →X

n2
1 , (14)

f s
2 :M (2) →X

n1
2 , f d

2 : M
(2)×K2 →X

n2
2 , (15)

where Xi ∈Xi, i = 1,2, and Ki, is the set of secret keys

generated for the respective user i = 1,2, f s
i , i = 1,2 are the

usual wiretap encoders corresponding to each transmitting

user, as in [6], and f d
i , i = 1,2 are the deterministic encoders

(used for channel models without security constraint) cor-

responding to each user in the usual MAC. User i may

transmit multiple messages from M (i) in a slot. In the first

part of each slot of n1 length, one message from M (i) may

be transmitted using wiretap coding via f s
i (denoted by M(i)

k,1
in slot k) and in the second part multiple messages from

M (i) may be transmitted (denoted by M(i)
k,2) using messages

transmitted in previous slots as keys. The overall message

transmitted in slot k by user i is M(i)
k = (M(i)

k,1,M
(i)
k,2).

Theorem 3.1. The secrecy rate region achieved while satis-

fying (13) is the Ahleswede-Liao capacity region for MAC,

i.e. it is the closure of convex hull of all rate pairs (R(s)
1 ,R(s)

2 )
satisfying:

R(s)
1 < I(X1;Y |X2),

R(s)
2 < I(X2;Y |X1),

R(s)
1 +R(s)

2 < I(X1,X2;Y ), (16)

for some independent random variables X1,X2.

Proof. We fix distributions pX1 , pX2 . Initially we take

n1 = n2 = n/2. In the first slot, i-th user selects mes-

sage M
(i)
1 ∈ M (i) to be securely transmitted in the first

part of the slot, while the second part is not used. Both

users use the multiple access wiretap coding scheme of

[6]. Hence, the achievable rate pair (R(s)
1 ,R(s)

2 ) satisfies

(10) and R(n)
L,i ≤ n1ε , i = 1,2. In slot 2, the two users se-

lect two messages each, (M(1)
2,1,M

(1)
2,2) and (M(2)

2,1,M
(2)
2,2) to be

transmitted. Both transmitting users use the multiple access

wiretap coding scheme (as in [6]) for the first part of the

message, i.e. (M(1)
2,1,M

(2)
2,1), and for the second part, trans-

mitter i first takes XOR of M(i)
2,2 with the previous message,

i.e. M(i)
2,2⊕M(i)

1 . This message (i.e. XOR of the second part

and the previous message) is transmitted over the multiple

access wiretap channel using a usual MAC coding scheme,

i.e. without security [24], [25]. Therefore, the achievable

secrecy rate in both sub-slots satisfies (10) for both the

transmitting users. This achievable secrecy rate is also the

overall rate of slot two.

In the third slot, the rate satisfies (10) in the first part (via

wiretap coding). Since in the second part we XOR with

message M(i)
2 and are able to send two messages, hence the

rate of (10), assuming 2(R(s)
1 ,R(s)

2 ) via (10), is within the

range of (16).

Define:

λ1 ,

⌈

I(X1; Y |X2)

I(X1; Y |X2)− I(X1; Z)

⌉

, (17)

where dxe is the ceiling of x, i.e. the smallest integer greater

than or equal to x. In slot λ1 + 1 the rate of user 1 in the

second part of the slot satisfies:

R(s)
1 ≤min(λ1 (I(X1; Y |X2)− I(X1; Z)) , I(X1; Y |X2))

= I(X1;Y |X2). (18)

Similarly, we define λ2 as:

λ2 ,

⌈

I(X2; Y |X1)

I(X2; Y |X1)− I(X2; Z)

⌉

. (19)

In slot λ2 +1, the rate R(s)
2 satisfies:

R(s)
2 ≤ I(X2; Y |X1). (20)

In slot λ = max{λ1,λ2}+1, the sum-rate will satisfy:

R(s)
1 +R(s)

2 ≤min

{

λ

[

I(X1,X2; Y )−
2

∑
i=1

I(Xi;Z)

]

,

I(X1,X2; Y )

}

. (21)

After some particular slot, say, λ ∗ which is greater

than λ , the achievable secrecy sum-rate will get saturated

by the Shannon sum-rate (i.e. sum-capacity of the usual

MAC), i.e. I(X1,X2; Y ), and, hence, thereafter the rate pair

(R(s)
1 ,R(s)

2 ) , (R(s)∗
1 ,R(s)∗

2 ) in the second part of the slot will

be at a boundary point of (16) and the overall rate for the

whole slot is the average of the rates in the first mini-slot

and the second mini-slot.

In k-th slot, (k > λ ∗) to securely transmit a pair of mes-

sages (M(1)
k ,M(2)

k ), where M(i)
k = (M(i)

k,1,M
(i)
k,2), i = 1,2, we

Fig. 3. Coding scheme to achieve Ahleswede-Liao region in

MAC.
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use the usual wiretap coding for (M(1)
k,1,M

(2)
k,1) and for the

second part of the message, we XOR it with the previ-

ously transmitted message, i.e. M(i)
k,2⊕M(i)

k−1,2, i = 1,2, and

transmit the overall codeword over the MAC-WT (Fig. 3).

We let n2 = ln1 such that the overall rate of a slot is close

to that in (16). Hence, by taking a sufficiently large l, one

can achieve rates arbitrarily close to the boundary of (16).

For the above-mentioned coding scheme, Pn
e → 0. A convex

combination of the achievable rates in (16) can be achieved

by time sharing. Now, we show that our coding/decoding

scheme also satisfies (13).

Leakage rate analysis. Before we compute the leakage

rate, we set up the notation which will be used in the

subsequent part of the proof. For transmitting user i, we

represent the codeword sent in slot k by X (i)
k . Similarly,

X (i)
k,1 and X (i)

k,2 will represent n1-length and n2-length code-

words of i-th user i in slot number k. We define a notation

here, when i = 1 then i = 2 and when i = 2 then i = 1. In

k-th slot, the noisy version of the codeword received by Eve

is Zk ≡ (Zk,1,Zk,2), where Zk,1 is the sequence correspond-

ing to the wiretap coding part and Zk,2 is corresponding to

the XOR part in which the previous message is used as a

key.

Since wiretap coding of [6] is employed in slot 1, the leak-

age rate will satisfy:

I(M(1)
1 ; Z1|X

(2)
1 )≤ n1ε , I(M(2)

1 ; Z1|X
(1)
1 )≤ n1ε . (22)

For user 1 in slot 2, we show:

I(M(1)
1 ; Z1,Z2|X

(2)
2 )≤ n1ε ,

I(M(1)
2 ; Z1,Z2|X

(1)
2 )≤ n1ε . (23)

A similar calculation can be made for user 2.

First, we note that:

I(M(1)
1 ; Z1,Z2|X

(2)
2 )

= I(M(1)
1 ; Z1)+ I(M(1)

1 ; Z2|Z1,X
(2)
2 )

(a)

≤ n1ε +H(M(1)
1 |Z1,X

(2)
2 )−H(M(1)

1 |Z1,X
(2)
2 ,Z2)

(b)
= n1ε +H(M(1)

1 |Z1)−H(M(1)
1 |Z1) = n1ε . (24)

where (a) follows from the usual wiretap coding and

(b) follows from the fact that X (2)
2 ⊥ (M(1)

1 ,Z1), and

(X (2)
2 ,Z2)⊥ (M(1)

1 ,Z1).

Next, we consider:

I(M(1)
2 ; Z1,Z2|X

(2)
2 )

= I(M(1)
2,1,M

(1)
2,2; Z1,Z2|X

(2)
2 )

= I(M(1)
2,1; Z1,Z2|X

(2)
2 )+ I(M(1)

2,2; Z1,Z2|X
(2)
2 ,M(1)

2,1)

, I1 + I2 . (25)

We get the upper bounds on I1 and I2. The first term:

I1 = I(M(1)
2,1; Z1,Z2|X

(2)
2 )

= I(M(1)
2,1; Z1,Z2,1,Z2,2|X

(2)
2 )

= I(M(1)
2,1; Z1|X

(2)
2 )+ I(M(1)

2,1; Z2,1|X
(2)
2 ,Z1)

+ I(M(1)
2,1; Z2,2|X

(2)
2 ,Z1,Z2,1)

(a)
= 0+ I(M(1)

2,1; Z2,1|X
(2)
2,1,X

(2)
2,2,Z1)

+ I(M(1)
2,1;Z2,2|X

(2)
2 ,Z1,Z2,1)

, I11 + I12 , (26)

where (a) follows because Z1 is independent of

(M(1)
21 ,X (2)

2 ). Furthermore:

I11 = I(M(1)
2,1; Z2,1|X

(2)
2,1,X

(2)
2,2,Z1)

= H(M(1)
2,1; |X (2)

2,1,X
(2)
2,2,Z1)

−H(M(1)
2,1; |Z2,1,X

(2)
2,1,X

(2)
2,2,Z1)

(a)
= H(M(1)

2,1; |X (2)
2,1)−H(M(1)

2,1; |Z2,1,X
(2)
2,1)

= I(M(1)
2,1; Z2,1, |X

(2)
2,1)

(b)

≤ n1ε , (27)

where (a) follows, since (X (2)
2,2,Z1)⊥ (M(1)

2,1,Z2,1,X
(2)
2,1) and

(b) follows because the first part of the message is encoded

via the usual wiretap coding scheme for the multiple access

wiretap channel. Also:

I12 = I(M(1)
2,1; Z2,2|X

(2)
2 ,Z1,Z2,1)

= H(M(1)
2,1; |X (2)

2,1,X
(2)
2,2,Z1,Z2,1)

−H(M(1)
2,1|X

(2)
2,1,X

(2)
2,2,Z1,Z2,1,Z2,2)

(a)
= H(M(1)

2,1; |X (2)
2,1,Z2,1)−H(M(1)

2,1; |X (2)
2,1,Z2,1) = 0 ,

where (a) follows, since (X (2)
2,2,Z1,Z2,2)⊥ (M(1)

2,1,X
(2)
2,1,Z2,1).

From Eqs. (25), (26) and (27), we have I1 = I11 + I12 ≤ n1ε .

Next, we consider:

I2 = I(M(1)
2,2;Z1,Z2|X

(2)
2 ,M(1)

2,1)

= I(M(1)
2,2;Z2|X

(2)
2 ,M(1)

2,1)

+ I(M(1)
2,2;Z1|X

(2)
2 ,M(1)

2,1,Z2) . (28)

We have:

I(M(1)
2,2; Z2|X

(2)
2 ,M(1)

2,1)

= I(M(1)
2,2; Z2,1|X

(2)
2 ,M(1)

2,1)

+ I(M(1)
2,2; Z2,2|X

(2)
2 ,M(1)

2,1,Z2,1)

(a1)
= 0+ I(M(1)

2,2; Z2,2|X
(2)
2 ,M(1)

2,1,Z2,1)

(a2)
= I(M(1)

2,2; Z2,2|X
(2)
2,2)

(a3)
= 0,
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and (a1) follows, since M(1)
2,2 ⊥ (Z2,1,X

(2)
2 ,M(1)

2,1); (a2) holds

because (X (2)
2,1,M

(1)
2,1) ⊥ (M(1)

2,2,Z2,2,X
(2)
2,2); and (a3) is true,

since M(1)
2,2 ⊥ (X (2)

2,2,Z2,2).
In addition:

I(M(1)
2,2; Z1|X

(2)
2 ,M(1)

2,1,Z2)

= I(M(1)
2,2; Z1|X

(2)
2,1,X

(2)
2,2,M

(1)
2,1,Z2,1,Z2,2)

(b1)
= I(M(1)

2,2; Z1|X
(2)
2,2,Z2,2)

(b2)
= 0 ,

where (b1) follows, since (M(1)
2,1,Z2,1,X

(2)
2,1) ⊥ (Z2,2, X (2)

2,2,

M(1)
2,2,Z1) and (b2) follows because Z1 ⊥ (M(1)

2,2,X
(2)
2,2,Z2,2).

Hence, from (28) we have I2 = 0.

From (25), we have:

I(M(1)
2 ; Z1,Z2|X

(2)
2 )≤ n1ε . (29)

Similarly, one can show that:

I(M(2)
2 ; Z1,Z2|X

(1)
2 )≤ n1ε . (30)

Therefore, from (8):

I(M(1)
2 ,M(2)

2 ; Z1,Z2)

≤ I(M(1)
2 ;Z1,Z2|X

(2)
2 )+ I(M(2)

2 ; Z1,Z2|X
(1)
2 ) .

To prove that (13) holds for any slot, we use the principle of

mathematical induction in the lemma below. For a proof,

please see [23].

Lemma 3.2. Let (13) hold for k, then it also holds for

k +1. ¤

Remark 1 (extension to strong secrecy notion). We have

used the notion of weak secrecy in the above proof, i.e. if

message W is transmitted via wiretap coding and Eve re-

ceives sequence Zn, then I(W ; Zn) ≤ n1ε . The criteria of

strong secrecy provide not only for the information leakage

rate, but also require that the absolute information vanishes,

i.e. I(W ;Zn) ≤ ε . In a single-user point-to-point wiretap

channel, if the weak secrecy notion is replaced by the strong

secrecy notion, the secrecy capacity of the channel does not

change [26]. A similar result has been proved for a MAC-

WT in [16], using the channel resolvability-based coding

scheme. If we use, in the coding scheme proposed in this

paper (Theorem 2), a coding scheme based on the resolv-

ability technique in slot 1, and in other slots use both cod-

ing schemes together (i.e. resolvability-based coding in the

first part of the slot) and the previously transmitted mes-

sage (which is now secure in the strong sense with respect

to Eve) as a secret key in the second part of the slot, we

can achieve the same secrecy-rate region, i.e. the capacity

region of the usual multiple access channel without Eve,

satisfying the following leakage rate:

limsup
n→∞

I(M(1)
k ,M(2)

k ; Z1,Z2, . . . ,Zk) = 0 , (31)

as n→∞, because in the RHS of (13), we can get ε instead

of 2n1ε .

4. Discrete Memoryless MAC-WT

with Buffer

In this section we improve the result from Theorem 3.1 by

obtaining rates (16) while enhancing the secrecy require-

ment from (13) to:

I(M(1)
k , M(1)

k−1, . . . , M(1)
k−N1

; Z1, . . . , Zk|X
(2)
k )≤ n1ε ,

I(M(2)
k , M(2)

k−1, . . . , M(1)
k−N1

; Z1, . . . , Zk|X
(1)
k )≤ n1ε ,

I(M(1)
k , M(2)

k , . . . , M(1)
k−N1

, M(2)
k−N1

; Z1, . . . , Zk)≤ 2n1ε ,

(32)

where N1 can be arbitrarily large. This will satisfy the re-

quirements of any practical system. Therefore, we use a key

buffer at each of the users and instead of using the mes-

sages transmitted in slot k−1 as the key in slot k, we use

the messages transmitted in slots before k−N1−1.

Let each user have an infinite key buffer to store the key

bits. The message M(i)
k after transmission in slot k from

user i is stored in its key buffer at the end of the slot.

However, now in slot k +1 we use the oldest bits stored in

its key buffer as a key in the second part of its slot. Once

certain bits from the key buffer have been used as a key,

these are discarded from the key buffer.

Let B(i)
k be the number of key bits in the key buffer of the

i-th user at the beginning of the k-th slot. Then, out of this,

for k ≥ λ ∗, the number of key bits used in a slot by user

1 is C1n2, since these are used only in the second part of

the slot where C1 ≤ I(X1; Y |X2), while the total number of

secret bits transmitted in the slot is C1n2 + R(1)
s n1. These

transmitted bits also get stored in its key buffer at time

k+1. Similarly, the same holds for user 2. Thus, B(i)
k →∞

as k→ ∞ for i = 1, 2.

After some time (say N2 slots) has elapsed since us-

ing the oldest bits in the key buffer, for k ≥ N2,

we will be using the secret key bits only from mes-

sages (M(i)
1 , M(i)

2 , . . . , M(i)
k−N1−1) for securing messages

(M(i)
k , M(i)

k−1, . . . , M(i)
k−N1

), for user i = 1, 2, respectively.

The following proof works for N1 > 0. Theorem 2.1 for

N1 = 0.

Fig. 4. Discrete memoryless multiple access wiretap channel

with secret key buffers.
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Theorem 4.1. The secrecy-rate region with the leakage rate

constraints (32) of a DM-MAC-WT is equal to the usual

Ahleswede-Liao region (16) of MAC.

Proof. With the proposed modification of the coding-de-

coding scheme presented in Section 3, in any slot k, the

legitimate receiver is able to decode the message pair

(M(1)
k , M(2)

k ) with the error probability of P(n)
e → 0 as

n→ ∞. Also (13) along with R(n)
L,i ≤ n1ε1, i = 1, 2 continue

to be satisfied, where ε1 > 0 will be fixed later on.

Now we consider the leakage rate. We have:

I(M(1)
k , M(1)

k−1, . . . , M(1)
k−N1

; Z1, . . . , Zk|X
(2)
k )

= I(M(1)
k,1, M(1)

k−1,1, . . . , M(1)
k−N1,1; Z1, . . . , Zk|X

(2)
k )

+ I(M(1)
k,2, M(1)

k−1,2, . . . , M(1)
k−N1,2; Z1, . . . , Zk

|X (2)
k , M(1)

k,1, . . . , M(1)
k−N1,1) .

From Lemma 7.1 and Lemma 7.2 in the Appendix:

I(M(1)
k,1, M(1)

k−1,1, . . . , M(1)
k−N1,1; Z1, . . . , Zk|X

(2)
k )≤ n1ε (33)

and

I
(

M(1)
k,2, M(1)

k−1,2, . . . , M(1)
k−N1,2; Z1, . . . , Zk|X

(2)
k ,M(1)

k,1, . . . ,

M(1)
k−N1,1

)

≤ 6n1ε . (34)

Thus, taking ε = ε/7, we obtain the first inequality in (32).

Similarly, we can show the second inequality.

To prove the third inequality, we define ˜M(1) , (M(1)
k ,

M(1)
k−1, . . . , M(1)

k−N1
), ˜M(2) , (M(2)

k , M(2)
k−1, . . . , M(2)

k−N1
) and

˜Z , (Z1, . . . , Zk), and we have:

I( ˜M(1)
, ˜M(2); ˜Z)

= I( ˜M(1); ˜Z)+ I( ˜M(2); ˜Z| ˜M(1))

= H( ˜M(1))−H( ˜M(1)|˜Z)+H( ˜M(2))−H( ˜M(2)|˜Z, ˜M(1))

(a)

≤ H( ˜M(1)|X (2)
k )−H( ˜M(1)|˜Z,X (2)

k )+H( ˜M(2)|X (1)
k )

−H( ˜M(2)|˜Z,X (1)
k )

= I( ˜M(1); ˜Z|X (2)
k )+ I( ˜M(2); ˜Z|X (1)

k ), (35)

where (a) follows because: conditioning decreases the en-

tropy, all transmitted messages are independent of each

other and the codeword is a one-to-one function of the

message to be transmitted. Hence, from (33) and (34):

I
(

M(1)
k , M(2)

k , . . . , M(1)
k−N1

, M(2)
k−N1

; Z1, . . . , Zn
k

)

≤ n1ε .

(36)

5. Fading MAC-WT

In this section, we consider a two-user discrete time additive

white Gaussian fading channel. If X1, X2 are the channel

inputs, then Bob receives:

Y = ˜H1X2 + ˜H2X2 +N1 (37)

and Eve receives:

Z = ˜G1X1 + ˜G2X2 +N2, (38)

where ˜Hi is the channel gain to Bob, ˜Gi is the channel

gain to Eve, and Ni has Gaussian distribution with a mean

0 and variance σ 2
i , i = 1,2. We assume that the random

variables ˜H1, ˜H2, ˜G1, ˜G2, N1, N2 are independent of each

other. The channel is experiencing slow fading, i.e. the

channel gains remain the same during the transmission of

the entire codeword. Let Hi = | ˜Hi|
2 and Gi = | ˜Gi|

2, i = 1, 2.

The average power constraint for user i is Pi.

We define some notation for convenience. For H =
(H1, H2), G = (G1, G2):

C1(P1(H,G)) ,
1
2

log
(

1+
H1P1(H,G)

σ 2
1

)

,

C2(P2(H,G)) ,
1
2

log
(

1+
H2P1(H,G)

σ 2
1

)

,

Ce
1(P1(H,G)) ,

1
2

log
(

1+
G1P1(H,G)

σ 2
2 +G2P2(H,G)

)

,

Ce
2(P2(H,G)) ,

1
2

log
(

1+
G2P2(H,G)

σ 2
2 +G1P1(H,G)

)

,

C(P1(H,G),P2(H,G)) ,
1
2

log

(

1+

H1P1(H,G)+H2P2(H,G)

σ 2
1

)

. (39)

The achievable secrecy rate region for this channel is:

R
s
g(P) =



































(R(s)
1 ,R(s)

2 ) :

R(s)
1 ≤ EH,G

[

(C1(P1)−Ce
1(P1))

+]

R(s)
2 ≤ EH,G

[

(C2(P2)−Ce
2(P2))

+]

R(s)
1 +R(s)

2 ≤ EH,G

[

(

C(P1, P2)−∑2
i=1 Ce

i (Pi)
)+

]



































(40)

where P = (P1, P2). To achieve these rates (with Pi(H,G)≡
Pi), the transmitters need not know the channel states, but

Bob’s receiver needs to know all Hi, Gi. We assume this

in this section.

If the channel states (H,G) are known to each of the users,

as well as at the receiver of Bob, then we can improve over

the rate region in (40) by making the transmit power as

functions of (H,G):

P : H×G→ R
2
+ , (41)

where P = (P1, P2). Now we note the rate region as

C s
f (P). Therefore, the secrecy capacity region of MAC-

WT (C s
f (P)) is not known, but Rs

f (P)⊆ C s
f (P) [27].
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Now, we apply the coding scheme of Section 3 to the two-

user fading MAC-WT in order to enlarge the secrecy rate

region to the usual capacity region of the fading channel.

The message pair (M(1)
k , M(2)

k ) is to be transmitted confi-

dentially by the two users over the fading MAC in slot k,

and will be stored in their respective secret key buffers at

the end of the k-th slot. Let B(1)
k , B(2)

k be the number of

bits in the key buffers of users 1 and 2, respectively, at the

beginning of the slot k.

Let R(i)
k bits be taken from the key buffer of user i to

act as a secret key for the transmission of message M(i)
k .

The two users satisfy the long-term average power con-

straint:

limsup
k→∞

1
k

k

∑
m=1

E [Pi(Hk,Gk)]≤ Pi, i = 1, 2 , (42)

where Hk, Gk are the channel gains in slot k and Pi(Hk, Gk)
is the average power used by user i in slot k. We need to

compute Pi(H, G) and R(i)
k , i = 1, 2, such that the resulting

average rate region (r(1), r(2)) is maximized, where:

r(i) = limsup
k→∞

1
k

k

∑
l=1

r(i)
l , (43)

r(i)
k is the transmission rate of user i in slot k, subject to the

long-term respective power constraints (42). The secrecy-

rate region is computed when:

Pr({H1k > G1k}∪{H2k > G2k}) > 0 , (44)

where Pr(A) represents the probability of event A. Other-

wise, the secrecy-rate region is zero. Actually, we state the

following theorem for Pr(Hik > Gik) > 0, i = 1, 2. If it is

not true for any one i, then the secrecy rate for that user

is zero. For both transmitting users, at the end of slot k,

r̂(i)
k = n(l + 1)r(i)

k bits are stored in the secret key buffer

for future use as a key, where n2 = ln1. Hence, B(i)
k evolves

as:

B(i)
k+1 = B(i)

k + r̂(i)
k −R(i)

k , (45)

where r̂(i)
k ≥ R(i)

k and r̂(i)
k > R(i)

k with positive probability

Pr(Hik > Gik). Therefore, B(i)
k → ∞ a.s. for i = 1, 2.

Theorem 5.1. If Pr(Hik > Gik) > 0, i = 1, 2, and all the

channel gains are available at all the transmitters, then

the following long-term average rates that maintain the leak-

age rates (32), are achievable:

R(s)
1 ≤

1
2
EH,G [C1 (P1(H))] ,

R(s)
2 ≤

1
2
EH,G [C2 (P2(H))] ,

R(s)
1 +R(s)

2 ≤
1
2
EH,G [C (P1(H), P2(H))] . (46)

where P is any policy that satisfies the average power con-

straint. If Bob is the only party knowing all channel states

(not the transmitters), then (R(s)
1 , R(s)

2 ) satisfies (46) with

Pi(H,G)≡ Pi, i = 1, 2.

Achievability scheme outline. We use the coding-decoding

scheme proposed in Section 3 with appropriate changes to

account for the fading process. Assuming that B(i)
0 = 0, i =

1, 2, user i transmits the first time when Hik > Gik. Then,

it uses the usual MAC wiretap coding as proposed in [6]

in all its l +1 mini-slots.

In the next slot (say k-th), user i uses the first mini-

slot for wiretap coding (if Hik > Gik for user i) and the

rest of the m mini-slots for transmission via the secret

key (if Hik < Gik the first mini-slot is not used). It uses

R(i)
k = min

[

B(i)
k , lCi(Pi(H, G)n1)

]

key bits which are re-

moved from the key buffer at the end of the slot. The total

number of bits transmitted by user i in slot k is:

r̂(i)
k = R(i)

k +n1

[

Ci(P1(Hk, Gk)
]

−Ce
i

[

Pi(Hk,Gk)
]+

. (47)

These bits are stored in the key buffer at the end of the

slot. Thus, r̂(i)
k ≥ R(i)

k and since Pr(Hik > Gik) > 0, i = 1, 2,

Pr(r̂(i)
k > R(i)

k ) > 0. Finally, B(i)
k → ∞ a.s. for i = 1, 2.

Also, as before, we can show that after some slot k ≥ N2,

with an arbitrarily large probability, the messages trans-

mitted in slots k, k− 1, . . . , k−N1 will use the messages

transmitted before k−N1−1, and the rate used in the first

mini-slot will satisfy (40), but the rate used in the second

mini-slot will satisfy (46). The overall rate of the slot can

be made as close to (46) as we wish, by taking a large value

of l. Thus, the rest of the proof demonstrating Pn
e → 0 and

that (32) is satisfied follows from Theorem 3.1.

All the above results extend in strong secrecy sense, as in

Section 3, by using the resolvability-based coding scheme

of [16] instead of the usual wiretap coding for MAC-WT

of [6].

6. Conclusions

In this paper, we obtain the secrecy-rate region for a time-

slotted MAC-WT. By using the previously transmitted

message as a secret key in the next slot, we show that

we can mitigate the rate loss and achieve the secrecy-

rate region equal to the Ahleswede-Liao region of a mul-

tiple access channel (without wiretapper), if we consider

the secrecy rate of the individual messages. We then ex-

tend the results to a scenario in which an arbitrarily large

number of recently transmitted multiple messages is now

secure with respect to the information of Eve, by using

the secret key buffer for both transmitters. Finally, we fur-

ther extend our coding scheme to a fading Gaussian chan-

nel and show that the usual Ahleswede-Liao region can

be obtained while retaining the secrecy of the multiple

messages.
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Appendix

DM-MAC-WT with Secret Key Buffer

Lemma 7.1. The following inequality is satisfied

I(M(1)
k,1, M(1)

k−1,1, . . . , M(1)
k−N1,1; Z1, . . . , Zk|X

(2)
k )≤ n1ε . (48)

Proof. We have:

I(M(1)
k,1, M(1)

k−1,1, . . . , M(1)
k−N1,1; Z1, . . . , Zk|X

(2)
k )

= I(M(1)
k,1; Z1, . . . , Zk|X

(2)
k )

+ I(M(1)
k−1,1; Z1, . . . , Zk|X

(2)
k , M(1)

k,1)

+ . . .+ I(M(1)
k−N1,1; Z1, . . . , Zk|X

(2)
k , M(1)

k,1, M(1)
k−1,1, . . . ,

M(1)
k−N1+1,1) , I1 + I2 + . . .+ IN1 . (49)

Now let us evaluate each term. Denoting the two parts of Zk
by Zk,1,Zk,2, and choosing the wiretap coding with leakage

rate ≤ n1ε1, where ε1 = ε/N1:

I1 = I(M(1)
k,1; Z1,1, Z1,2, . . . , Zk,1, Zk,2|X

(2)
k )

= I(M(1)
k,1; Zk,1|X

(2)
k )+ I(M(1)

k,1; Z1, . . . , Zk−1, Zk,2|X
(2)
k )

(a)

≤ n1ε1 + I(M(1)
k,1; Z1, . . . , Zk−1, Zk,2|X

(2)
k ,)

= n1ε1+H(M(1)
k,1|X

(2)
k )−H(M(1)

k,1|X
(2)
k , Z1, . . . , Zk−1, Zk,2)

(b)
= n1ε1 +H(M(1)

k,1|X
(2)
k )−H(M(1)

k,1|X
(2)
k ) = n1ε1 , (50)

where (a) follows from wiretap coding and (b) follows,

since (Z1, . . . , Zk−1, Zk,2)⊥ (W (1)
k,1 , X (2)

k ).
Next consider I2. We have:

I2 = I(M(1)
k−1,1; Z1, . . . , Zk−1,1, Zk−1,2, Zk|X

(2)
k , M(1)

k,1)

= I(M(1)
k−1,1; Zk−1,1|X

(2)
k , M(1)

k,1)+ I(M(1)
k−1,1;

(Z1, . . . , Zk)\Zk−1,1|X
(2)
k ,M(1)

k,1, Zk−1)

= H(M(1)
k−1,1|X

(2)
k , M(1)

k,1)−H(M(1)
k−1,1|X

(2)
k , M(1)

k,1, Zk−1,1)

+ I(M(1)
k−1,1; (Z1, . . . , Zk)\Zk−1,1|X

(2)
k , M(1)

k,1, Zk−1) (51)

(a)
= H(M(1)

k−1,1)−H(M(1)
k−1,1|Zk−1,1)

+ I(M(1)
k−1,1; (Z1, . . . , Zk)\Zk−1,1|X

(2)
k , M(1)

k,1, Zk−1)

= I(M(1)
k−1,1; Zk−1,1)I(M

(1)
k−1,1; (Z1, . . . , Zk)\Zk−1,1|X

(2)
k ,

M(1)
k,1, Zk−1)

(b)

≤ n1ε1 + I(M(1)
k−1,1; (Z1, . . . , Zk)\Zk−1,1|X

(2)
k , M(1)

k,1, Zk−1)

= n1ε1 + I(M(1)
k−1,1; Z1, . . . , Zk−1,2, Zk|X

(2)
k , M(1)

k,1, Zk−1)

= n1ε1 + I(M(1)
k−1,1; Z1, . . . , Zk−2|X

(2)
k , M(1)

k,1, Zk−1)

+ I(M(1)
k−1,1; Zk, Zk−1,2|X

(2)
k ,M(1)

k,1, Zk−1,1Z1, . . . , Zk−2)

(c)
= n1ε1+0+I(M(1)

k−1,1; Zk, Zk−1,2|X
(2)
k , M(1)

k,1, Zk−1,1Z1, . . . ,

Zk−2)

= n1ε1 + I(M(1)
k−1,1; Zk,1|X

(2)
k , M(1)

k,1, Zk−1,1Z1, . . . , Zk−2)

+ I(M(1)
k−1,1; Zk,2, Zk−1,2|X

(2)
k , M(1)

k,1, Zk−1,1, Z1, . . . , Zk−2,

Zk,1)

= n1ε1 +H(M(1)
k−1,1; |X (2)

k , M(1)
k,1, Zk−1,1Z1, . . . , Zk−2)

−H(M(1)
k−1,1; |X (2)

k , M(1)
k,1, Zk−1,1Z1, . . . , Zk−2, Zk,1)

+ I(M(1)
k−1,1; Zk,2, Zk−1,2|X

(2)
k , M(1)

k,1, Zk−1,1, Z1, . . . , Zk−2,

Zk,1)

(d)
= n1ε1 +H(M(1)

k−1,1; |Zk−1,1)−H(M(1)
k−1,1; |Zk−1,1)

+ I(M(1)
k−1,1; Zk,2, Zk−1,2|X

(2)
k , M(1)

k,1, Zk−1,1, Z1, . . . ,

Zk−2, Zk,1) , (52)

where (a) follows since M(1)
k−1,1 ⊥ (X (2)

k , M(1)
k,1) and (M(1)

k−1,1,

Zk−1) ⊥ (X (2)
k , M(1)

k,1), (b) follows from wiretap cod-

ing, (c) follows since (M(1)
k−1,1, Zk−1) ⊥ (Z1, . . . , Zk−2,

X (2)
k , M(1)

k,1), (Z1, . . . , Zk−2) ⊥ (X (2)
k , M(1)

k,1) and (Z1, . . . ,

Zk−1) ⊥ (X (2)
k , M(1)

k,1) and (d) follows since (M(1)
k−1,1,

Zk−1,1)⊥ (X (2)
k , M(1)

k,1, Z1, . . . , Zk−2).

But:

I(M(1)
k−1,1; Zk,2, Zk−1,2|X

(2)
k , M(1)

k,1, Zk−1,1,

Z1, . . . , Zk−2, Zk,1)

= H(M(1)
k−1,1|X

(2)
k , M(1)

k,1, Zk−1,1, Z1, . . . , Zk−2, Zk,1)

−H(M(1)
k−1,1|X

(2)
k , M(1)

k,1, Zk−1,1, Z1, . . . , Zk−2, Zk,1,

Zk,2, Zk−1,2)

(a)
= H(M(1)

k−1,1|Zk−1,1)−H(M(1)
k−1,1|Zk−1,1)

= 0 , (53)

where (a) follows, since (M(1)
k−1,1, Zk−1,1) ⊥ (X (2)

k , M(1)
k,1,

Z1, . . . , Zk−2, Zk,1) and (M(1)
k−1,1, Zk−1,1) ⊥ (X (2)

k , M(1)
k,1,

Z1, . . . ,Zk−2, Zk,1, Zk,2, Zk−1,2).
Hence we have:

I2 ≤ n1ε1 . (54)

One can similarly prove that Ii ≤ n1ε1 for i = 3,4, . . . , N1.

Therefore:

I(M(1)
k,1, M(1)

k−1,1, . . . , M(1)
k−N1,1; Z1, . . . , Zk|X

(2)
k )

≤ N1nε1 = n1ε . (55)

¤

Lemma 7.2. The following inequality is satisfied

I(M(1)
k,2, M(1)

k−1,2, . . . , M(1)
k−N1,2; Z1, . . . , Zk

|X (2)
k , M(1)

k,1, . . . , M(1)
k−N1,1)≤ 6n1ε . (56)
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Proof.

I(M(1)
k,2, M(1)

k−1,2, . . . , M(1)
k−N1,2; Z1, . . . , Zk|X

(2)
k ,

M(1)
k,1, M(1)

k−1,1, . . . , M(1)
k−N1,1)

= I(M(1)
k,2, M(1)

k−1,2, . . . , M(1)
k−N1,2; Z1, . . . , Zk−N1−1|X

(2)
k ,

M(1)
k,1, M(1)

k−1,1, . . . , M(1)
k−N1,1)

+ I(M(1)
k,2, M(1)

k−1,2, . . . , M(1)
k−N1 2; Zk−N1 , . . . , Zk|X

(2)
k ,

M(1)
k,1, M(1)

k−1,1, . . . , M(1)
k−N1,1, Z1, . . . , Zk−N1−1)

(a)
= 0+ I(M(1)

k,2, M(1)
k−1,2, . . . , M(1)

k−N1,2; Zk−N1 , . . . , Zk|X
(2)
k ,

M(1)
k,1, M(1)

k−1,1, . . . , M(1)
k−N1,1, Z1, . . . , Zk−N1−1)

= I(M(1)
k,2, M(1)

k−1,2, . . . , M(1)
k−N1,2; Zk−N1,1, . . . , Zk,1|X

(2)
k ,

M(1)
k,1, M(1)

k−1,1, . . . , M(1)
k−N1,1, Z1, . . . , Zk−N1−1)

+ I(M(1)
k,2, M(1)

k−1,2, . . . , M(1)
k−N1,1; Zk−N1,2, . . . , Zk,2|X

(2)
k ,

M(1)
k,1, M(1)

k−1,1, . . . , M(1)
k−N1,1, Z1, . . . , Zk−N1−1,

Zk,1, Zk−1,1, . . . , Zk−N1,1)

(b)
= 0+ I(M(1)

k,2, . . . , M(1)
k−N1,2; Zk−N1,2, . . . , Zk,2|M

(1)
k,1, . . . ,

M(1)
k−N1,1, Z1, . . . , Zk−N1 , Zk−N1,1, . . . , Zk−1, X (2)

k )

(c)
= I(M(1)

k,2, . . . , M(1)
k−N1,2; Zk−N1,2, . . . , Zk,2|Z1, . . . ,

Zk−N1 , X (2)
k )

,
= I(M̂(1)

2 ; Ẑ2|Ẑ1, X (2)
k ),

where (a) follows, since (M(1)
k,2, . . . , M(1)

k−N1,2) ⊥ (Z1, . . . ,

Zk−N1−1, M(1)
k,1, . . . , M(1)

k−N1,1, X (2)
k ), (b) follows, since

(M(1)
k,2, M(1)

k−1,2, . . . , M(1)
k−N1,2) is independent of the other

random variables (RVs) in the first expression, (c) follows,

since (M(1)
k,1, . . . , M(1)

k−N1,1, Zk−N1,1, . . . , Zk−1,1) is indepen-

dent of all other RVs in the expression, and in the last

inequality we denote the respective random sequences with

their respective widehat symbols.

Now we observe that:

I(M̂(1)
2 ; Ẑ1, Ẑ2|X

(2)
k )

= I(M̂(1)
2 ; Ẑ1|X

(2)
k )+ I(M̂(1)

2 ; Ẑ2|Ẑ1, X (2)
k )

(a)
= 0+ I(M̂(1)

2 ; Ẑ2|Ẑ1, X (2)
k )

≤ I(M̂(1)
2 ; Ẑ1, Ẑ2|X

(2)
k )

= I(M̂(1)
2 ; Ẑ2|X

(2)
k )+ I(M̂(1)

2 ; Ẑ1|Ẑ2, X (2)
k )

(b)
= 0+ I(M̂(1)

2 ; Ẑ1|Ẑ2,X
(2)
k ) , (57)

where (a) follows, since M̂(1)
2 ⊥ (Ẑ1, X (2)

k ), and (b) follows,

since M̂(1)
2 ⊥ (Ẑ2, X (2)

k ).

We will also use the following notation: M̂(1)
1 , (M(1)

k,1,

. . . , Mk−N1,1), Ai are the indices of messages transmitted in

slots 1, . . . , k−N1−1 that are used as secret keys by user

i for transmitting messages in slots k−N1, . . . , k, M(i)
Ai

=
(

M(i)
k , k ∈ Ai

)

, M(i)
Ac

i
=

(

M(i)
k , k ∈ {1, . . . , k−N1−1}

)

,

similarly we define ZAi , ZAc
i
. Then we have:

I(M̂(1)
2 ; Ẑ1|Ẑ2, X (2)

k )

≤ I(M̂(1)
2 , M(1)

A1
, M(2)

A2
; Ẑ1, |Ẑ2, X (2)

k )

= I(M(1)
A1

, M(2)
A2

; Ẑ1, |X
(2)
k , Ẑ2)

+ I(M̂(1)
2 ; Ẑ1|X

(2)
k , Ẑ2, M(1)

A1
, M(2)

A2
)

(a)

≤ I(M(1)
A1

, M(2)
A2

; Ẑ1)+ I(M̂(1)
2 ; Ẑ1|X

(2)
k , Ẑ2, M(1)

A1
, M(2)

A2
)

(b)
= I(M(1)

A1
, M(2)

A2
; Ẑ1)+0

= I(M(1)
A1,1, M(1)

A1,2, M(2)
A2,1, M(2)

A2,2; Ẑ1)

= I(M(1)
A1,1, M(2)

A2,1; Ẑ1)

+ I(M(1)
A1,2, M(2)

A2,2; Ẑ1|M
(1)
A1,1, M(2)

A2,1)

(c)
= I(M(1)

A1,1, M(2)
A2,1; Ẑ1)+0

= I(M(1)
A1,1; Ẑ1)+ I(M(2)

A2,1; Ẑ1|M
(1)
A1,1)

≤ I(M(1)
A1,1, M(2)

A1,1; Ẑ1)+ I(M(2)
A2,1; Ẑ1|M

(1)
A1,1)

(d)

≤ 2n1ε + I(M(2)
A2,1; Ẑ1|M

(1)
A1,1)

(e)
= 2n1ε + I(M(2)

A2,1; ZA2 , ZAc
2
|M(1)

A1,1)

= 2n1ε + I(M(2)
A2,1; ZA2 |M

(1)
A1,1)

+ I(M(2)
A2,1; ZAc

2
|M(1)

A1,1, ZA2)

,
= 2n1ε + I1 + I2 , (58)

where:

• (a) follows, because Ẑ1↔ (M(1)
A1

, M(2)
A2

)↔ (Ẑ2, X (2)
k ),

• (b) follows, since M̂(1)
2 ↔ (M(1)

A1
, M(2)

A2
, Ẑ2, X (2)

k )↔

Ẑ1,

• (c) follows, since (M(1)
A1,2, M(2)

A2,2) ⊥ (Ẑ1, M(1)
A1,1,

M(2)
A2,1),

• (d), ( j) and (m) follows by wiretap coding,

• (e) follows, since Ẑ1 = (Z1, . . . , Zk−N1) =
(ZA2 , ZAc

2
).
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Now, we evaluate I2:

I2 = I(M(2)
A2,1; ZAc

2
|M(1)

A1,1, ZA2)

= H(M(2)
A2,1|M

(1)
A1,1, ZA2)

−H(M(2)
A2,1|M

(1)
A1,1, ZA2 , ZAc

2
)

(a)
= H(M(2)

A2,1|M
(1)
A1,1, ZA2,1, ZA2,2)

−H(M(2)
A2,1|M

(1)
A1∩A2,1, ZA2,1)

(b)
= H(M(2)

A2,1|M
(1)
A1∩A2,1, ZA2,1)

−H(M(2)
A2,1|M

(1)
A1∩A2,1, ZA2,1) = 0 , (59)

where (a) and (b) follow because M(1)
A1,1 and M(1)

A1,1 are used

as keys only in slots k−N1, . . . , k.

Next, we evaluate I1:

I1 = I(M(2)
A2,1; ZA2 |M

(1)
A1,1)

= I(M(2)
A2∩A1,1, M(2)

A2∩Ac
1,1; ZA2 |M

(1)
A1,1)

= I(M(2)
A2∩Ac

1,1; ZA2 |M
(1)
A1,1)

+ I(M(2)
A2∩A1,1; ZA2 |M

(1)
A1,1, M(2)

A2∩Ac
1, 1)

,
= I3 + I4 . (60)

Now:

I3 = I(M(2)
A2∩Ac

1,1; ZA2 |M
(1)
A1,1)

= I(M(2)
A2∩Ac

1,1; ZA2∩A1 ,ZA2∩Ac
1
|M(1)

A1,1)

= I(M(2)
A2∩Ac

1,1; ZA2∩Ac
1
|M(1)

A1,1)

+ I(M(2)
A2∩Ac

1,1; ZA2∩A1 |M
(1)
A1,1, ZA2∩Ac

1
)

,
= I31 + I32 . (61)

Consider:

I31 = I(M(2)
A2∩Ac

1, 1; ZA2∩Ac
1
|M(1)

A1, 1)

= I(M(2)
A2∩Ac

1, 1; ZA2∩Ac
1, 1, ZA2∩Ac

1,2|M
(1)
A1,1)

= I(M(2)
A2∩Ac

1,1; ZA2∩Ac
1,1|M

(1)
A1,1)

+ I(M(2)
A2∩Ac

1,1; ZA2∩Ac
1,2|M

(1)
A1,1, ZA2∩Ac

1,1)

(a)

≤ I(M(1)
A2∩Ac

1,1, M(2)
A2∩Ac

1,1; ZA2∩Ac
1,1)+0

(b)

≤ 2n1ε , (62)

where (a) follows, since ZA2∩Ac
1,2 ⊥ (M(2)

A2∩Ac
1,1, M(1)

A1,1,

ZA2∩Ac
1,1), (b) follows from wiretap coding and that M(1)

A1,1⊥

(M(2)
A2∩Ac

1,1, ZA2∩Ac
1,1). Next consider the second term

of (61). We get:

I32 = I(M(2)
A2∩Ac

1,1; ZA2∩A1 |M
(1)
A1,1, ZA2∩Ac

1
)

= I(M(2)
A2∩Ac

1,1; ZA2∩A1,1, ZA2∩A1,2|M
(1)
A1,1, ZA2∩Ac

1
)

= I(M(2)
A2∩Ac

1,1; ZA2∩A1,1|M
(1)
A1,1, ZA2∩Ac

1
)

+ I(M(2)
A2∩Ac

1,1; ZA2∩A1,2|M
(1)
A1,1, ZA2∩Ac

1
, ZA2∩A1,1)

(a)
= I(M(2)

A2∩Ac
1,1; ZA2∩A1,1|M

(1)
A1,1, ZA2∩Ac

1
)+0

= H(M(2)
A2∩Ac

1,1|M
(1)
A1,1, ZA2∩Ac

1
)

−H(M(2)
A2∩Ac

1,1; |M(1)
A1,1, ZA2∩Ac

1
, ZA2∩A1,1)

(b)
= H(M(2)

A2∩Ac
1,1|ZA2∩Ac

1
)−H(M(2)

A2∩Ac
1,1|ZA2∩Ac

1
)

= 0 , (63)

where (a) follows, since ZA2∩A1,2 ⊥ (M(2)
A2∩Ac

1,1, M(1)
A1,1,

ZA2∩Ac
1
, ZA2∩A1,1), (b) follows, since M(1)

A1,1 ⊥ (M(2)
A2∩Ac

1,1,

ZA2∩Ac
1
) and (M(1)

A1,1, ZA2∩A1,1)⊥ (M(2)
A2∩Ac

1,1, ZA2∩Ac
1
).

Finally, we consider:

I4 = I(M(2)
A2∩A1,1; ZA2 |M

(1)
A1,1, M(2)

A2∩Ac
1,1)

= I(M(2)
A2∩A1,1; ZA2,1, ZA2,2|M

(1)
A1,1, M(2)

A2∩Ac
1,1)

= I(M(2)
A2∩A1,1; ZA2,1|M

(1)
A1,1, M(2)

A2∩Ac
1,1)

+ I(M(2)
A2∩A1,1; ZA2,2|M

(1)
A1,1, M(2)

A2∩Ac
1,1, ZA2,1)

(a)
= I(M(2)

A2∩A1,1; ZA2,1|M
(1)
A1,1, M(2)

A2∩Ac
1,1)+0

= I(M(2)
A2∩A1,1; ZA2∩A1,1, ZA2∩Ac

1,1|M
(1)
A1,1, M(2)

A2∩Ac
1,1)

= I(M(2)
A2∩A1,1; ZA2∩A1,1|M

(1)
A1,1, M(2)

A2∩Ac
1,1)

+ I(M(2)
A2∩A1,1; ZA2∩Ac

1,1|M
(1)
A1,1, M(2)

A2∩Ac
1,1, ZA2∩A1,1)

≤ I(M(2)
A2∩A1,1, M(2)

A2∩A1,1; ZA2∩A1,1|M
(1)
A1,1)

+H(ZA2∩Ac
1,1|M

(1)
A1,1, M(2)

A2∩Ac
1,1, ZA2∩A1,1)

−H(ZA2∩Ac
1,1|M

(1)
A1,1, M(2)

A2∩Ac
1,1, ZA2∩A1,1, M(2)

A2∩A1,1)

(b)

≤ 2n1ε +H(ZA2∩Ac
1,1|M

(2)
A2∩Ac

1,1)

−H(ZA2∩Ac
1,1|M

(2)
A2∩Ac

1,1)

= 2n1ε , (64)

where (a) follows, since ZA2,2 is independent of the

rest of the terms in the expression, (b) follows, because

(ZA2∩Ac
1,1, M(2)

A2∩Ac
1,1) ⊥ (M(1)

A1,1,ZA2∩A1,1) and (ZA2∩Ac
1,1,

M(2)
A2∩Ac

1,1)⊥ (M(1)
A1,1, ZA2∩A1,1, M(2)

A2∩A1,1).

Hence, we have from (60) that I ≤ 6n1ε . Thus, we get:

I(M̂(1)
2 ; Ẑ2|Ẑ1, X (2)

k )≤ 6n1ε , (65)

and the lemma is established. ¤
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Abstract—Telecommunication networks are ever more fre-

quently relying on artificial intelligence and machine learning

techniques to detect specific use patterns or potential errors

and to take automated decisions when these are encountered.

This concept requires that methods be employed to measure

the level of quality of a given telecommunication service, i.e.

to verify quality of service (QoS) metrics. In a broader con-

text, methods assessing the entire user experience (quality of

experience – QoE) are required as well. In this article, vari-

ous approaches to assessing QoS, QoE and the related metrics

are presented, with a view to implement these at an FTTH

network operator in Poland. Since this article presents the

architecture of the system used to analyze QoE performance

based on a number of QoS metrics collected by the operator,

we also provide a comprehensive introduction to the QoS and

QoE metrics used herein.

Keywords—quality of experience, quality of service.

1. Introduction

In the telecommunications industry, quality of service is

measured based on three parameters: throughput, delay,

and jitter. This simplified approach is often further re-

stricted to bandwidth only by crowdsourcing websites

which measure the network’s speed (e.g. speedtest.net or

fireprobe.net). Statistics collected by such websites are of-

ten used to create Internet speed rankings listing specific

countries or operators [1].

Throughput is relatively easy to measure and is often well

understood by inexperienced users. On the other hand,

many people are still unaware of what maximum download

speed of their Internet connection is. For them, comfort-

able access to the services they use is far more important.

Parameters assessing the quality of a given service from

the technical point of view are known as quality of service

(QoS) metrics. QoS is also relied upon to describe a set

of methods used to define how the network prioritizes the

resources available.

In contrast, quality of experience (QoE) is a measure that

aims to reflect human perception of a given service that

technical key performance indicators (KPIs) are unable to

reflect. In some cases, the perception does not coincide

with these KPIs [2].

In this article, we describe a different approach to QoS

and QoE assessments, as well as the QoS and QoE met-

rics available to telecom operators. In addition, we present

a practical implementation of QoE metrics by Fiberhost –

an FTTH network operator from Poland that was spun off

from INEA. Since this article presents the architecture of an

QoE performance analysis system implemented by Fiber-

host which relies, due to the specific needs, on numer-

ous QoS metrics collected by the operator, we also provide

a comprehensive introduction to the QoS and QoE metrics

used.

2. Quality of Service Methods

In today’s converged (fixed and mobile) IP networks, all

traffic shares the same network resources. However, histor-

ically, voice and data services were rendered using separate

networks. In order to enable converged IP networks to deal

with different types of traffic, QoS mechanisms are imple-

mented today, allowing different types of services to be

distinguished, prioritized and forwarded according to the

required characteristics of a given traffic category. In some

extreme scenarios, routing decisions may also be based on

QoS requirements. A group of services that share similar

QoS requirements is often referred to as a class of service

(CoS). A common approach in today’s IP networks is to

classify services into classes based on QoS requirements

concerning throughput, delay, jitter and packet loss. The

QoS DiffServ model [3] utilizes a 6-bit DS field in the IP

header to define up to 64 different classes services. QoS

methods relied upon by modern network devices define per

hop behavior only. Consequently, they fail to monitor and

control the services’ overall performance. Therefore, we

propose to deploy the QoS metrics described in the next

section.

2.1. QoS Metrics

Many different metrics and KPIs may be distinguished.

Their design may be based on two techniques:

• active probing – when probing packets are sent as

part of the service in order to measure a given set

26



Telecom Operator’s Approach to QoE

of quality-of-service metrics (such as throughput, la-

tency, jitter and packet loss). RFC 2544 [4] and

ITU-T Y.1564 [5] documents provide examples of

methodologies concerned with such active probing;

• passive probing – when network devices monitor the

traffic flow in order to estimate quality-of-service

metrics (such as throughput, latency, jitter and packet

loss). Passive probing may be implemented by ob-

serving SNMP [6] counters specifying packet loss

and throughput values, etc.

Various metrics and KPIs used for assessing QoS are avail-

able. In this paper, we present the most typical of them.

throughput is the most frequently mentioned metric and it

is often referred to as Internet speed.

Throughput a.k.a. Internet speed. While throughput is

well understood by the telecommunications community,

there are additional issues that network operators have to

deal with. For example, in the European Union (as defined

in [7]), each Internet service provider (ISP) should spec-

ify, in the contract offered to the end customer, not only

the maximum Internet speed, but also they must precisely

determine:

• how traffic management measures, throughput con-

straints or other quality-of-service parameters may

affect the quality of Internet service,

• minimum, normally available, maximum and adver-

tised download and upload speeds of Internet ser-

vices for fixed networks, or estimated maximum and

advertised download and upload speeds for mobile

networks,

• on remedies available to the end user in the event of

any continuous or recurring discrepancy between the

actual performance of the Internet service in terms of

speed or other QoS parameters and the performance

indicated in the contract.

The speed of the Internet itself does not reflect QoS well,

and speed is also not directly proportional to QoS.

Delay and jitter metric. Delay and jitter are mostly caused

by packets queuing at every transmission hop from the

source to the destination, but may also stem from physical

distance, topology of the network, forwarding mechanisms

used by the networking devices and the QoS control meth-

ods implemented. Generally, when packet queueing takes

place in any network device, a bottleneck may be created

at some point that will affect latency and jitter and, conse-

quently, service response time. When latency is significant,

the end-user may observe what is sometimes referred to as

the “spinning wheel of death”. Both delay and jitter may be

measured using the methods described in RFC 2544 [4].

2.2. QoS Layers

An obvious but interesting observation concerning QoS

metrics is that a specific value may differ depending on

whether we focus on theoretical or measured values, and

may depend significantly on the measurement methodology

applied. Therefore, as a result of two European Projects

titled “Mapping of fixed and mobile broadband services

in Europe (SMART 2014/0016)” and “Study on Broad-

band and Infrastructure Mapping (SMART 2012/0022)” de-

scribed in mapping project [8], three layers of QoS param-

eters are analyzed:

• QoS-1 – calculated availability of service, theoretical

calculations the coverage offered by network opera-

tors,

• QoS-2 – measured provision of service, with the

value measured using test equipment, without taking

into account the end user’s environment,

• QoS-3 – measured experience of service, where the

value is determined via crowd sourcing tools, like

online speed tests, and takes into consideration the

end user’s environment.

Usability and correlation of the metrics collected with re-

spect to these three levels require that further studies be

conducted. Unfortunately, data collected at these levels

may be biased. For example, measurements sources dur-

ing wireless test drives are often collected during business

hours, when qualified technical teams are available, not but

not during service peak hours. Also, speed tests performed

by end users themselves are often conducted in response

to service interruptions, and users treat those tests as a di-

agnostic tool. Therefore, such systematic errors must be

taken into account when investigating the correlation be-

tween QoS-1, QoS-2, and QoS-3.

3. Quality of Experience

To an inexperienced user, simple QoS measurements may

seem fairly unrelated to end user experience. It is not easy

to estimate how specific values of throughput, delay, jitter

and packet loss affect the quality of service. Therefore, the

more complex quality-of-experience measure has been de-

vised to reflect people’s perception of a given service. Both

ETSI and ITU-T proposed methods and recommendations

for measuring the quality of service from the end-user’s

point of view. Many of other scoring methods rely on

various methodologies that are difficult to compare. Their

detailed descriptions are not publicly available in many

instances and they are not prepared for performing QoE

testing [2].

It is widely known that quality measurements might be

subjective or objective in nature. ITU-T defined the mean

opinion score (MOS) parameter that covers both of the

aforementioned types of measurements. In the first type,

the arithmetic mean of the values collected from obser-

vations is calculated. This type of assessment might be

considered as difficult to conduct by telecommunications

operators such as Fiberhost, due to the fact that such a task
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is time consuming and due to the scale factor. Hence, at

Fiberhost, we use a subjective metric called the Net Pro-

moter Score [20]. It is a sampled metric that is updated

annually. In the implementation described in this article,

we focused on QoS metrics we can monitor and aggregate

on a daily basis. It is also worth to mentioning that sub-

jective assessments may not be reliable due to human fac-

tors, i.e. the observer’s condition or mood, as well as due

to experiment environment-related factors, such as acous-

tic conditions, equipment used, etc. Objective assessments

are based on predictive calculations that should reflect the

subjective evaluation.

Objective models rely on external factors that are free from

subjective judgement. In the process of creating objec-

tive models, the main issue is to find the relevant factors

that cover specific network parameters or service stream

packets. The main advantage is the repeatability of the

evaluation process, its easy scalability, as well as real-time

judgement. Nowadays, the objective methods might be re-

alized with the use of machine learning models that may be

more accurate than the standard approach due to the incre-

mental learning process and due to their ability to analyze

larger data sets.

3.1. QoE Assessment for Voice Services

The process of gathering data and assessing the quality of

voice services might be based on intrusive or non-intrusive

methods. The former are based on a probe that attempts

to connect with the end user’s terminal and collect specific

information. The non-intrusive method requires a physical

probe installed at the user’s terminal, and is difficult to

accomplish from the point of view of the telecom operator.

In the case of a fixed network operator, voice quality might

refer to VoIP services. Depending on whether the operator

offers voice services in conjunction with other services,

such as television or Internet access, quality assessment

should be performed both for the VoIP service alone and

for VoIP while taking advantage of other services [11].

3.2. QoE Assessment for Video Services

The quality of video services should be considered sepa-

rately for IP television (IPTV) and for adaptive streaming.

Video quality in IP television services is covered by ETSI

standards, both for linear content and for video-on-demand

services. The standards describe viable indicators enabling

to perform an objective assessment based on models or

evaluations performed by robots simulating end user be-

haviors. Service availability may be measured based on

channel and service group availability, i.e. on the number

of successful channel start-ups divided by the number of

attempts.

Video quality evaluation relies on ITU-T recommendations

and uses the MOS indicator with the ACR rating scale. It is

worth mentioning that video quality measurements must be

objective, i.e. computed by a known QoE algorithm. The

main requirement is to use ”no reference” models, while

the choice of the method is the operator’s decision, as no

specific algorithms or models are imposed by ETSI. “No

reference” algorithms do not refer to the original signal

or any part of that signal. The predictions created by the

abovementioned models may be based on network parame-

ters, IPTV stream data or infrastructure-related parameters.

As in the case of video, audio quality must be analyzed

with the use of a “no reference” model, and cannot be per-

formed based on speech quality assessment models [12].

From the point of view of a telecommunications operator,

over-the-top (OTT) services might be considered as two dif-

ferent entities. One of them includes typical OTT applica-

tions, i.e. YouTube, Netflix, HBO Max etc., while the other

is an own television system that might be based on adaptive

streaming with the use of the HTTP standard, just as it is the

case in classic OTT applications, but is provided with the

use of the operator’s network. The abovementioned televi-

sion architecture may rely on multicast technology not only

in the core network, but also in the last mile network. OTT

television systems are often referred to as IPTV 2.0.

The assessment of quality of adaptive streaming services is

provided for in the ITU-T P.1204 recommendation [13] and

in the ETSI TR 103 488 report [14]. Adaptive streaming

systems may use different protocols, for example HTTP live

streaming (HLS) or dynamic adaptive streaming over HTTP

(DASH). Quality measurements may be performed for pure

OTT applications and for television services based on adap-

tive streaming provided on a managed network. A compre-

hensive overview of developments related to visual quality

monitoring is presented in [19].

3.3. Compound STQ Metric

In addition to single parameter metrics, such as through-

put, delay and jitter, compound QoS metrics may be dis-

tinguished as well, including speech and multimedia trans-

mission quality (STQ) [15]. STQ describes the best prac-

tices for benchmarking a mobile network and is also widely

adapted and used by ISPs in wired networks. This docu-

ment focuses mainly on the aspects of STQ that are signifi-

cant for ISPs and allow the quality of the services provided

to be evaluated. ETSI recommends mainly a clear interpre-

tation of the benchmark results. All results must include

information about:

• the scoring model used,

• basic KPIs values measured in the test,

• number of samples and/or number of tests,

• methodology used (including hardware configuration,

connection sequences, test servers and test pages),

• data collection areas and packages (tariff plans) for

data collection.

Tests should be performed on the same servers by all oper-

ators. The location of servers should not favor any service

provider. The choice of the test page can have an impact
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on the test results. Therefore, to provide a representative

comparison, it is necessary to prepare various and reliable

pages for the test. In [15], ETSI suggests using a minimum

of 6 tests, while 10 or more are recommended. Eliminating

a single web page from the overall pool should not affect the

diversity of those pages. The ranking should use pages that

are popular among customers. Their minimum size should

exceed the download success criterion. The principle of

proportion of active pages should be applied – 4 common

and 6 country dependent. It is not recommended to block

ads and use websites operating within one CDN. Web pages

that are mainly accessible through dedicated apps should

not be used for testing as well. The pool used in the rank-

ing should not contain subpages with discriminatory and

indecent content or those prohibited by law.

STQ sets the scoring benchmark for mobile networks oper-

ating across large geographic regions. The overall result is

calculated from the individual measurement results and ag-

gregation is performed using a weighted factor. The authors

distinguish four levels presented in Fig. 1. The highest in-

dex is important for the business assessment of the quality

of the entire network of a given operator and for comparing

it with other ISPs.

Fig. 1. Scoring layers.

The quality of a stationary cable network, unlike in the case

of any mobile networks, does not depend on the geograph-

ical location of the customer’s device. It is economically

viable for an ISP to aim for a similar level of network sat-

uration in all locations. Therefore, the “area” layer is not

applicable in the weighting of stationary cable network’s

score. However, it may still be of interest for the operator,

as a tool for comparing different parts of the network. In

this context, a given “area” does not have to describe spe-

cific geographic coverage, but may also be an area in terms

of the services provided based on the same technology or

devices (e.g. OLT or aggregation router).

User profile is an important element of STQ, as it affects

the “service” and “metric” layers. Different users have dif-

ferent service requirements and expectations. The recom-

mendation is to rate the services based on the profile level

associated with the highest requirements.

Research is being conducted at Fiberhost to define profiles

and evaluate services in the context of different customer

types. It has been assumed that profiles will be created on

the basis of DNS queries collected over a period of time,

though this is only one of the potential approaches.

The “service” level is the next aspect that may be assessed,

as it covers the basic services provided. The division pro-

posed in STQ is shown in Fig. 2.

Fig. 2. Services testing.

At the lowest level, each service is assessed based on the

metrics’ basis obtained during the tests. The KPIs are

mostly described in the document ETSI TS 102 250-2 [16]

document. Table 1 lists the metrics for each of the services.

Telephony is separated from data transmission services, due

to the high impact of delays and errors on the assessment

of its quality.

Each of the tests is multi-layered, with the overall test score

at the top – a value calculated on the basis of the weighted

results from the test scenarios for telephony and data ser-

vices. The data service index consists of video, data, and

service testing results. The total weight of the components

at each level is always 100%.

STQ suggests the scoring and the weighting for each metric.

Here, we are considering the general concept of QoS test-

ing and parameter evaluation details are not covered here.

Examples of weighting factors, limits and thresholds are

provided in Annex A of ETSI TR 103 559 V1.1 [9].

3.4. Network Performance Score

Network performance score (NPS) is a proposal aiming to

implement the good testing practices presented in STQ [18].

NPS, similarly to STQ, is designed primarily for mobile

networks, but the concept is universal and is considered

at Fiberhost. As it was the case STQ, NPS indicators are

divided into 3 levels.

At the highest level, the coefficients from level 2 to one

index describing the entire network are aggregated. How-

ever, when used in Fiberhost, instead of a weight based on

geographic location, a weight was proposed based on the

number of customers connected behind a given aggregation

device (equivalent of a region in mobile networks).

The second level aggregates the service results by weight-

ing. The indicator at this level shows the QoS in a given

case, at a given time and location. In the case of an ISP,

the location should be understood as the physical location

of the infrastructure service.

29



Karol Kowalik, Paweł Andruloniw, Bartosz Partyka, and Piotr Zwierzykowski

Table 1

Services test metrics

Service Metric Description

Telephony

Telephony success ratio Success rate of the call

Setup time
Time from the initiation of the connection to the calling of the

other party to the connection

Listening quality
The value is calculated on a sample basis, using recommenda-

tions from ITU-T P.863 [17]

Video testing

Video streaming service success ratio Success rate of the video stream received

Setup time Time from stream request to the displaying of the first picture

Video quality
Video service metering has already been described in this doc-

ument

Data testing
Success ratio Success rate for HTTP uploads and downloads

Throughput Data rate or throughput for HTTP uploads and downloads

Services

Browsing
Success rate of all download and page open attempts, page

response times to those operations

Social media
The ratio of success user interacts with the media to all inter-

action and response times to those operations

Messaging
The ratio of success sending message to sending message and

delivery time

Fig. 3. Example implementation of DX based on NPS.
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At the lowest (third) level, the recommendation is to divide

QoE indicators into 3 groups:

• service availability – access and response time only,

• waiting for action – time between the request and

commencing or ending the requested task,

• quality – media quality (video, voice, images).

Only those indicators that are decoded by human perception

have an impact on the result. They all have to be normal-

ized to the same scale and they must have a certain weight.

STQ and NPS do not define the method of filtering data

noise which can occur upon test device failure or a local

power failure. Such filtering needs to be provided to show

the overall condition of the services and not the extreme

cases resulting from measurement errors and noise. There

is also no definition of the scoring computation intervals at

the aggregation levels. Excessively long sampling intervals

will average out many short variations of the individual pa-

rameters and will reduce their impact on the overall result.

Too frequent readings will introduce a lot of noise due to

the number of measurements and potential local errors of

the test equipment. Each ISP has to assess and define the

above from their own perspective.

Figure 3 shows a sample NPS implementation customized

to satisfy the needs of Fiberhost. Aggregation of the results

by location (device) may occur on many levels, depending

on the topology of the telecom operator’s network. The

division of the network into aggregation nodes for which

the score is calculated may depend on a number of factors,

such as physical and logical topology, geographic extension

and the service provision model.

Both STQ and NPS fail to address issues related to the cor-

rectness of QoE representation by the KPIs. These issues

were discussed in [17].

On October 4, 2021, a global failure of Facebook, the

largest social networking site, occurred. As a result, tele-

com operators faced a new challenge in the form of an in-

crease in the number of DNS queries to recursive servers.

In the case of INEA, the number of requests doubled at

17:43 and during the peak hours it reached 250% of the nor-

mal query load, compared to the reference value recorded

on Monday of the previous week. The problem was solved

at 23:27. A conclusion was drawn from this failure, accord-

ing to which service quality indicators used in telecommu-

nications networks need to be verified and modified. In

the recommendations, such as STQ (ETSI) and their pro-

posed implementations, such as network performance score

(NPS), the impact of the “quality” of social media services

used by users is set at 15%. However, these types of situa-

tions prove a much greater impact on the overall indicator

and the quality level perceived by the customer. The issue

concerns an OTT service and the operator has little im-

pact on its quality, but the failures have a large impact on

the users themselves. ISPs do not have accurate data for

such services and cannot optimize OTT services. There-

fore, failures of this type are not included by INEA in

its CX and DX logs. If we manage to develop, in the fu-

ture, a form of cooperation providing better visibility of the

quality of OTT services, we will be able to influence the

level of that quality, and then quality scoring will be added

to CX and DX.

The scoring should also distinguish between normal opera-

tion and a failure occurring outside the operator’s network,

such as the aforementioned unavailability of Facebook or

problems at the interface with other operators or at traffic

exchange points.

4. Implementation Example

In this section, we present the effort of Fiberhost – an FTTH

operator from Poland – aiming at implementing a system

for monitoring not only QoE related to the services offered,

but all the interactions with the services and the operator as

such. The aim was to compare the performance of different

geographic areas of the operator’s network, taking into ac-

count not only the average quality of experience in a given

area, but also all interactions between the end user on the

one hand, and the operator and the services purchased on

the other. Thus, the definition used in this scenario was

even of a broader nature that in the case of NPS or STQ,

as described in previous sections. Because of such a broad

scope of the study, Fiberhost realized that no third-party

systems that are ready for use are available and decided to

develop this system in-house. At Fiberhost, the system is

referred to as CX. CX stands for Customer eXperience and

is defined as:

CX = DX +AX .

Thus, CX is the sum of Digital eXperience (DX) which in-

volves the measurements of complex QoE metrics similar

to NPS, and Analog eXperience (AX), aiming to capture

all human operator interactions, including purchasing the

services, troubleshooting, payments, promotions, etc. AX

is related to the operator’s operational efficiency and covers

the following: customer complaints made by phone or with

the use of other forms of interaction, complaint handling

time, installation time, number of customer complaints re-

solved during the first contact, etc. DX focuses on all digital

services, taking into account such indicators as: availability

of the services, scheduled works, maintenance, service fail-

ures, service degradation, CPE logout time, physical signal

parameters, L2 (layer 2) or L3 (layer 3) transport perfor-

mance metric, and network saturation events. Each metric

contributing to DX is, just as it is the case with NPS or

STQ, summed up and weighted in order to create a com-

pound overall indicator.

Both CX components are structured in a similar way to

NPS, so they form a weighted sum of all partial parameters

and may be aggregated at different levels. Figure 3 shows

details of the DX implementation. While AX is structured

in the same way, it includes non-technical parameters re-

lated to purchasing the services, troubleshooting, payments

and promotions, so we decided to exclude AX from the

31



Karol Kowalik, Paweł Andruloniw, Bartosz Partyka, and Piotr Zwierzykowski

scope of this paper. The specific weighting of the vari-

ous DX and AX parameters and, consequently, CX as well,

are not disclosed by Fiberhost. However, all metrics are

weighted and summed up to form a CX value that ranges

from 0% to 100%.

Fig. 4. Example of a CX aggregation calculated for a specific

geographical area.

CX is calculated on a monthly and annual, per-customer ba-

sis and aggregated CX values may be used to visualize QoE

measurements related to a given part of the network. An

example of aggregation of CX values pertaining to a spe-

cific geographic area is shown in Fig. 4. The map shows

the average value of CX for all customers using services

provided by the operator in a given geographic area. The

areas marked in dark green represent the highest CX rat-

ing close to 100%, and correspond to areas where most

customers experience no technical issues (represented by

the DX component in CX) or are affected by other non-

technical issues (represented by the AX component in CX).

The red areas represent the lowest CX score close to 0%
and correspond to areas where the majority of customers

have technical or other non-technical problems.

By presenting DX in the form of a map, we are able to

have a good overview of the expected level of CX. How-

ever, such an approach fails to illustrate many technical

and operational details. Therefore, at Fiberhost, the map is

not the only analytical tool and is accompanied by reports

that provide detailed information on all the components that

make up a given CX value. These reports allow to conduct

a detailed analysis in order to identify specific technical or

operational aspects that require improvement.

CX is an attempt to reflect customer perceptions of ser-

vice quality and customer experience in a broad context

that includes all digital and analog interactions. CX has

enabled Fiberhost to conduct in-depth technical and op-

erational analyses. By providing such a complex metric,

Fiberhost was able to determine what the average expected

CX score was in all areas. this, in turn, served as a basis for

identifying those areas where the CX score was too low and

which required immediate attention to improve the main-

tenance parameters that affect the quality of experience or

other non-technical parameters.

The implementation of CX allows Fiberhost to use ML

methods for identifying more complex network dependen-

cies and for optimizing service performance. However,

ML-based optimization is planned as a future task. Cur-

rent efforts are aimed at improving CX levels in all of the

underperforming areas.

Although this paper does not provide any numerical results,

it does provide an insight into the real live implementation

of a QoE assessment system deployed by a telecom opera-

tor. Therefore, we hope that it will be a valuable guidance

for other operators and companies willing to implement

similar systems.

5. Conclusions

There are many QoS and QoE metrics available to tele-

com operators. Simple QoS metrics are easy to collect

but do not reflect end user observations. Therefore, in or-

der to compare different networks, by area or country, it

is better to use QoE metrics that are meant to reflect hu-

man perception. However, any QoS and QoE metrics may

be significantly influenced by the methodology, specific

hardware, testing intervals, information source, etc. This

error should be removed from the collected data to en-

sure that the QoE metric reflects the actual customer ex-

perience.

In this article, we analyze typical QoS and QoE metrics

that are currently used by telecom operators. Additionally,

we present a complex QoE metric known as CX (Cus-

tomer eXperience), implemented by Fiberhost in order to

get in-depth information about the complex experiences of

its customers, including the quality of the service offered

and all other interactions.

QoE metrics, such as STQ, NPS or CX, are very impor-

tant for network operators planning to optimize their infras-

tructure by deploying machine learning mechanisms, since

the first step preceding any optimization consists in under-

standing current performance of the network. By providing

complex measurements of various parameters, QoE metrics

are a source of reliable feedback that may be harnessed by

artificial intelligence solutions in order to achieve what is

often referred to as the intent network, i.e. a network whose

operations are defined by the operator’s ultimate intent, not

the use of any technical terms.
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Abstract—This paper investigates the design of a modified

matrix interleaving algorithm as a way to improve the perfor-

mance of turbo codes. This proposed solution, known as the

matrix-dithered golden (MDG) interleaver, utilizes the charac-

teristics of a matrix interleaver combined with the golden sec-

tion theory. The performance of the proposed interleaving

method is compared with that of matrix (M), random (R), and

dithered golden (DG) interleavers. The comparison is made in

terms of bit error rate (BER), frame error rate (FER), com-

putational complexity, and storage memory requirement. The

turbo coded system is implemented and simulated using Mat-

lab/Simulink software. Results of simulations performed both

in the additive white Gaussian noise (AWGN) channel and the

Rayleigh fading channel demonstrate the effectiveness of the

proposed interleaver. The MDG interleaver is an effective re-

placement for random interleavers, as it improves BER and

FER performance of the turbo code and is also capable of

reducing the storage memory requirement without increasing

the system’s complexity.

Keywords—AWGN channel, golden section theory, interleaver,

iterative decoding, Rayleigh fading channel, turbo code.

1. Introduction

Since their introduction in 1993 [1], turbo codes have re-

ceived considerable attention and are currently the subject

of extensive research [2], [3]. This is not only because of

their powerful error correcting capability, but also because

of their flexibility in terms of providing different block

sizes and code rates [4]. A turbo code encoder consists of

a parallel concatenation of two recursive systematic convo-

lutional (RSC) encoders separated by an interleaver [5], [6].

The interleaver is a device that takes a given sequence of

symbols at the input and produces identical symbols at the

output, but in a different temporal order. The binary data

sequence entering the turbo code’s internal interleaver is de-

noted by dN , where N is the length the data sequence. The

binary data sequence at the output of the turbo code’s in-

internal interleaver is denoted by dN−∆. The corresponding

coded data is the binary output X3N . A turbo code de-

coder employs two cascaded decoding blocks. An iterative

Fig. 1. (a) Turbo encoder structure, (b) turbo decoder structure.

35



Essedik Iftene, Adda Ali-Pacha, and Lahcène Hadj Abderrahmane

scheme is used for decoding the turbo codes such that the

overall performance can be improved [2], [3]. The struc-

tures of the turbo encoder and decoder are shown in Fig. 1.

It has been found that one way to improve the performance

of a turbo coded system is to use a good interleaver struc-

ture [5], [7], [8]. Therefore, interleaver design is the subject

of numerous research projects and a number of algorithms

have been developed [9]–[20]. It is asserted for turbo codes

that interleavers with some randomness tend to perform

better than their fully structured counterparts, especially

for large block sizes. However, a turbo coded system with

a built-in random interleaver suffers from the problem of in-

sufficient flexibility. A change in the length of interleaving

requires another search of the interleaving pattern, which

implies a more complex implementation. Furthermore, the

generated interleavers, characterized by different lengths,

should be stored separately in the memory [9], [10]. This

causes a serious storage-related concern in a scenario in

which many interleaving lengths need to be supported.

This paper introduces a modified architecture for a ma-

trix interleaver, referred to as the matrix-dithered golden

(MDG) interleaver which can resolve the problems of the

existing random interleavers. The matrix-dithered golden

interleaver aims to improve the BER and FER of turbo

code, and to minimize the memory requirement by avoiding

the need for generating and storing individual interleaving

patterns for different interleaving lengths.

The rest of the paper is organized as follows. In Section 2,

matrix, random and dithered golden interleavers are briefly

explained. In Section 3, we present the designing method of

the proposed interleaving algorithm. Simulation results and

performance evaluation of these interleavers are provided

and discussed in Section 4. The conclusion is presented in

Section 5.

2. Interleavers

The interleaving process is a useful technique to enhance

the error correcting capability of a turbo code [19]. Thanks

to the interleaver, turbo codes can deal with burst errors by

converting error patterns that contain long sequences of se-

rial erroneous data into a more random error pattern, thus

distributing errors among many code vectors [21]. Turbo

codes work much better when errors in the received se-

quence are spread far apart [2]. An interleaver is used to

randomize the error locations by taking a given sequence

of symbols, and permutes their positions in a different tem-

poral order [22], [23]. The inverse of the interleaving pro-

cess is called deinterleaving and restores the interleaved

sequence.

In general, we can classify interleavers into two broad cate-

gories [5], [7], [8]: random and deterministic interleavers.

For deterministic interleavers, the position of every data

bit is known according to an algorithm, while for random

interleavers the position of each data bit is random. Some

useful interleavers used in turbo code are discussed below.

The matrix interleaver [7], [11], [22] is one of the sim-

plest types that is most commonly used in communication

systems. This type of interleaver is easy to implement in

practice and is characterized by a process in which data is

permuted by being written row-wise and read column-wise.

The matrix interleaver may have a good minimum distance,

but the high multiplicity of low-weight code words makes

this interleaver unsuitable [23], [24].

The interleaver with random properties is one of the essen-

tial building blocks of turbo codes [7], [18], [23]. Such

an interleaver generates a random mapping between the

input and output positions. Once the symbols are intro-

duced into a random interleaver, the output symbols are

chosen randomly, so that the same symbol that has already

been selected is not repeated [21]. As the selection is ran-

dom, it will be impossible to know the symbol positions at

the interleaver output. Therefore, it would be necessary to

maintain a correspondence table showing the dependence

between the old and the new positions of the interleaved

symbols, so that they can be deinterleaved [18], [24]. The

random interleaver requires N indexes to be stored in order

to implement an interleaver of a length of N. The funda-

mental concept of a random interleaver is simple, but its

practical realization is more complex than that of a matrix

interleaver [17], [23].

The golden section has applications in many mathematical

problems [25]. It has been used for designing interleavers

in turbo codes and is characterized by good proprieties [26].

Golden interleavers are based on sorting real-valued num-

bers derived from the golden section. Figure 2 illustrates

the golden section principle.

Fig. 2. Golden section principle.

For a given line segment of length 1, the problem is to

divide it into a long segment of length g, and a shorter

segment of length 1−g, such that:

g
1

=
1−g

g
.

Using this principle, the golden section value is calculated

as g≈ 0.618 [8], [12], [22]. The first step in calculating the

interleaver indexes is to compute the golden section value g.

The second step is to compute the real increment value C,

as:

C =
N(gm + j)

r
, (1)

where N is the length of the data sequence, m is a prese-

lected non-zero positive integer preferably set to 1 or 2, r is

a preselected non-zero integer defining a spacing between

any pair of input elements that are to be maximally spread,

and j is a preselected integer modulo r. In a typical im-

plementation, j is set to 0, and r is set to 1 [8], [22], [26].

The third step is to generate a real-valued dithered golden

vector v. The elements of v are calculated as:

v(n) = [s+n×C +d(n)] mod N, for n = 1 to N . (2)
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In Eq. (2), s is any real starting value and d is a dither

vector. The starting value s is usually set to 0, but other

real values can be selected. The dither vector is uniformly

distributed between 0 and N×D, where D is the normalized

width of the dither distribution d(n) and is set to 0.01,

according to [8], [14], [26]. The next step is to sort the

dithered golden vector v and find the index vector Z that

defines this sort, i.e. to find a sort vector Z such that a(n) =
v[Z(n)] for n = 1 to N, where a = sort(v). The dithered

golden interleaver indexes are then given by α[Z(n)] = n,

for n = 1 to N. In fact, vector Z is the inverse interleaver

for α . The dithered golden interleaver requires the use of

index memory for storing precomputed indexes. If the full

indexes are stored, then the index memory can be excessive.

3. The Matrix-Dithered Golden

Interleaving Algorithm

The process of designing a matrix-dithered golden (MDG)

interleaver is performed according to the flowchart shown

in Fig. 3. The interleaving design comprises four steps:

Step 1

Prepare the golden section model with its control parame-

ters: D, s, m, r, and j. The values of the control parameters

of the golden section model adopted in this paper are: s = 0,

m = 1, D = 0.1, j = 9, and r = 15.

Using the defined golden section model, generate two dither

vectors sequences drow and dcolumn of real numbers with

their length equal to the length of the largest frame N:

drow(n) = {dr1, dr2, . . . ,drN},
drow(n) ∈ [1, N×D], n ∈ [1, N] , (3)

dcolumn(n) = {dc1, dc2, . . . ,dcN},
dcolumn(n) ∈ [1, N×D], n ∈ [1, N] . (4)

Step 2

Start with the conventional matrix interleaver M. Find an

appropriate number of rows Nr and determine the number

of columns Nc for a particular frame size N. The range

of the input frame size is divided into two sub-blocks and

each sub-block has a different row number and a different

column number given by:

Nr = floor(
√

N), if N < 512 ,

Nr = floor( 3√N), if N ≥ 512 ,

Nc = ceil
N
Nr

. (5)

Write, in a row-wise fashion, left to right, and starting with

the top row, the input data Din into a matrix M with Nr
rows and Nc columns.

M(i, :) = Din
[

(i−1)×Nc +1 : i×Nc
]

, for i = 1 to N . (6)

Write the vector drow inside a matrix Mdrow
having Nr rows

and Nc columns to obtain Nr different drow vectors, each

with length Nc, and write the vector dcolumn inside a ma-

trix Mdcolumn
, having Nr rows and Nc columns to obtain Nc

different dcolumn vectors, each with length Nr.

Step 3

Using Eq. (7), generate the dithered golden matrix vrow,

and order each row according to its magnitude, to form the

intra-row permutation matrix Zrow. Indexes matrix Zrow
and matrix arow, which is the sorted version of matrix vrow,

are related as Eq. (8):

vrow(i, :)=
[

s+ i×Crow +Mdrow(i, :)
]

modNr, for i=1 to Nr ,

(7)

arow(i, :) = vrow
[

Zrow(i, :)
]

, for i=1 to Nr . (8)

Perform the intra-row permutations of matrix M, based on

the constructed intra-row permutation pattern Zrow.

Mrow(i, j)=M
[

i, Zrow(i, j)
]

, for i=1 to Nr, j=1 to Nc .

(9)

Step 4

Similarly, to the step 3 and using Eq. (10), generate another

dithered golden matrix vcolumn, and order each column of

this matrix according to their magnitude, to form the intra-

column permutation matrix Zcolumn. Indexes matrix Zcolumn

and the matrix αααcolumn, which is the sorted version of the

matrix vcolumn, are related as Eq. (11):

vcolumn(:, j)=
[

s+ j×Ccolumn +Mdcolumn
(:, j)

]

mod Nc,

for j=1 to Nc , (10)

αααcolumn(:, j) = vcolumn

[

Zcolumn(:, j)
]

, for j = 1 to NC .

(11)

Perform the intra-column permutations of matrix Mrow ob-

tained in step 3, based on the constructed intra-column per-

mutation pattern Zcolumn:

Mcolumn(i, j) = Mrow
[

Zcolumn(i, j), j
]

,

for i = 1 to Nr, j = 1 to Nc . (12)

Finally, the entire data block is read from the permuted

matrix Mcolumn, column-wise, top to bottom, starting with

the left column:

Dout
[

( j−1)×Nr+1 : j×Nr
]

=Mcolumn(:, j), for j=1 to Nc .

(13)

4. Comparative Performance Analysis

of Interleavers

To verify the effectiveness of the proposed interleaving

approach, comparisons to matrix (M), random (R) and

dithered golden (DG) interleavers have been made based

on such parameters as complexity, BER, FER, and memory

usage. These interleavers were introduced into an unpunc-

tured turbo code at the rate of 1/3, in which two identi-
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Fig. 3. Flowchart of the MDG interleaver algorithm.

cal recursive systematic convolutional encoders of genera-

tor polynomials (7,5)oct , having the constraint length,

K = 3, are connected in parallel [6], [7], [14], [26]. The

turbo coded system is implemented and simulated using

Matlab/Simulink software. All simulation results presented

are based on iterative decoding using the maximum a pos-

teriori (MAP) algorithm [2]. Turbo decoders suffer from

high decoding latency due to the iterative decoding process.

Latency can be lowered by reducing the number of required

decoding iterations. Hence, the number of iterations in the

decoder is selected to equal 7. Two noise models were

considered: AWGN channel and Rayleigh fading channel.

The data length is taken as 400 and 1024 bits. For each

SNR value, the simulation stops after having counted at

least 60 error frames. The trellis termination is applied to

both RSC component encoders.

The normalized width of the dither distribution D and other

parameters, such as m, r, and j is an important design

parameter for generating the dithered golden vector. Hence,

in this paper, we perform a search for the best values of

these design parameters, by using the BER and FER as

a measure of quality.

Figure 4 shows the influence of design parameters D, j, r,
m, and the number of matrix row Nr on the performance of

the matrix-dithered golden interleaver in a Rayleigh fading

channel, for two interleaving sizes N =400 and N =1024.

Performance of the matrix-dithered golden interleaver de-

pends on the choice of the design parameters. The re-

sult shows that for a small frame length of approximately

400 bits, the best results are obtained by selecting the

number of rows of the interleaving matrix to be Nr =
floor(

√
N). For large frame lengths, i.e. of 1024 bits, the
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Fig. 4. Influence of the MDG interleaver design parameters on the BER and FER performance in the Rayleigh fading channel: (a) frame

length N = 400 and (b) frame length N = 1024.

Fig. 5. BER and FER performance comparison between interleavers in the AWGN channel: (a) frame length N = 400 and (b) frame

length N = 1024.

selection of the number of rows as Nr = floor( 3
√

N), im-

proves the interleaver’s performance. The result also shows,

that for any frame size, the best BER and FER perfor-

mances is obtained for matrix-dithered golden interleaver

with design parameters are set as the normalized width of

the dither distribution D = 0.1, j = 15, r = 9, and m = 1.
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Fig. 6. BER and FER performance comparison between interleavers in the Rayleigh channel: (a) frame length N = 400 and (b) frame

length N = 1024.

Table 1

Comparison of the computational complexity in terms of the number of cycles required to obtain the interleaving pattern

Interleaver length
Random Dithered golden Matrix Matrix-dithered golden

interleaver interleaver interleaver interleaver

N = Nr×Nc N N 2× (Nr×Nc) 2× (Nr +Nc)

Figures 5 and 6 show the comparisons of BER and FER

performance in AWGN channel and Rayleigh fading chan-

nels, respectively. A turbo code with the interleaving length

of N = 400 and 1024, and decoding iterations of 7 is tested

in this comparison. The following algorithm design pa-

rameters are used: D = 0.1, j = 9, r = 15, m = 1, with the

frame lengths equaling N = 400 and N = 1024.

Figures 5–6 show that almost the same turbo code behavior

is recorded both in AWGN and Rayleigh fading channels.

However, there is a fall in performance recorded in the

Rayleigh fading channel, compared to AWGN. This loss

equals approximately 3 dB. It is also observed that the per-

formance of the turbo code improves significantly as the

interleaving length increases, and that the MDG interleaver

exhibits better BER and FER performance than other inter-

leaver schemes for all SNRs. Considering that an interleav-

ing length of 1024 bits and the AWGN channel are used,

the results show that performance of the matrix-dithered

golden interleaver is approximately 0.4 dB better than that

of the random interleaver, and 0.6 dB better than that of the

dithered golden interleaver at BER of 10−5. A more sig-

nificant gain is obtained relative to the performance of the

matrix interleaver. The results show that, at an SNR value

of 3 dB, the matrix interleaver has a BER of 10−4, whereas

the proposed interleaver has a BER of only 4×10−7.

In Table 1, computational complexity of the different in-

terleaving algorithms discussed in this work is presented.

Here, complexity means the number of cycles required for

the generation of interleaving patterns. The MDG inter-

leaving scheme is extremely efficient in reducing com-

putational complexity, compared to random, matrix, and

dithered-golden interleaving schemes. By using the MDG

interleaver, one may interleave a block of Nr rows and Nc
columns in 2× (Nr + Nc) cycles, since only one cycle per

row or column is needed. Performance is significantly im-

proved compared to the traditional implementation which

needs 2× (Nr×Nc) cycles.

The memory requirement for different interleavers is shown

in Table 2. The values are calculated based on the number

of interleaving patterns to be stored, as a function of number

of interleaving lengths n that need to be supported by the

interleaver. The frame length is represented as N.

The results show that in the case of the random interleaver

and the dithered golden interleaver, the memory size re-

quired for storing interleaving patterns depends on the num-

ber of interleaving lengths. Therefore, storage memory

becomes large if multiple frame lengths have to be sup-

ported by the interleaving algorithm. However, the mem-

ory requirement of the matrix-dithered golden interleaver

is independent of the number of interleaving lengths, as in

this case, only one interleaving pattern, generated for the

largest interleaving length, is to be stored instead of storing

all interleaver patterns generated for different interleaving

lengths. The slightly increased memory requirement of the
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Table 2

Comparison of memory requirements of different

interleaving algorithms

Interleaver Memory requirement

Random interleaver n×N

Dithered golden interleaver n×N

Matrix interleaver N

Matrix-dithered golden interleaver 3×N

MDG interleaver, compared with the matrix interleaver, is

related to the calculation and storage of the dithered golden

matrices for intra-row and intra-column permutations. Be-

cause the proposed approach offers better BER and FER

performance than the matrix interleaver, such a slight ad-

ditional memory requirement is acceptable.

5. Conclusion

Based on the golden section theory, a modified architecture

for a matrix interleaving scheme referred to as the matrix-

dithered golden (MDG) interleaver, has been suggested in

this paper to further improve the performance of a turbo-

coded system.

It was concluded that the proposed interleaving method

improves BER and FER performance of the turbo codes.

Compared with the random interleaver and the dithered

golden interleaver, the MDG interleaver reduces compu-

tational complexity and storage memory requirements, as

only one interleaving pattern needs to be generated and

stored. The increased memory requirement of the MDG in-

terleaver, compared with the matrix interleaver, is related to

the calculation and storage of the dithered golden matrices

for intra-row and intra-column permutations. Because the

proposed approach is characterized by lower computational

complexity, as well as by better BER and FER performance

compared with the matrix interleaver, the slight additional

memory requirement is acceptable.
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Abstract—The media-based modulation (MBM) scheme is ca-

pable of providing high throughput, increasing spectrum effi-

ciency, and enhancing bit error rate (BER) performance of

communication systems. In this paper, an MBM employing

radio frequency (RF) mirrors and golden code is investigated

in a single-input multiple-output (GC-SIMO) application. The

aim is to reduce complexity of the system, maximize linear

relationships between RF mirrors and improve spectral effi-

ciency of MBM to in order to obtain a high data rate with the

use of less hardware. Orthogonal pairs of the super-symbol in

the GC scheme’s encoder are employed, transmitted via differ-

ent RF mirrors at different time slots in order to achieve the

full data rate and high diversity. In the results having BER of

10−5, the GC-SIMO, MBM exhibits better performance than

GD-SIMO, with the gain of approximately 7 dB and 6.5 dB

SNR for 4 b/s/Hz and 6 b/s/Hz, respectively. The derived the-

oretical average error probability of the proposed scheme is

validated with the use of the Monte Carlo simulation.

Keywords—golden code, media-based modulation, radio RF

mirrors, SIMO.

1. Introduction

The continuous need for higher throughputs in wire-

less communications has led to increased popularity of

multiple-input multiple-output (MIMO) systems which

have shown great promise regarding high transmission ca-

pacity and improved link reliability and are considered

to offer good prospects for modern wireless communica-

tions [1]–[6].

MIMO systems split signals into several separated bit

streams for a high data rate, via simultaneous transmissions

of information to multiple receivers. A typical example

of a MIMO to consider is spatial modulation (SM) [7],

a unique MIMO scheme which employs a number of trans-

mit antennas for high data rate communication.

The basic idea of spatial modulation (SM) is to convey in-

formation using both amplitude/phase modulation (APM)

and the transmit antenna index. For example, a conven-

tional MIMO system with 4 transmit antennas and 4-QAM

modulation yields a data rate of 2 b/s/Hz, while the

same configuration in an SM system shows a data rate of

4 b/s/Hz. Similarly, the involvement of a single radio fre-

quency (RF) chain in SM improves the eliminates the set-

backs experienced in a conventional MIMO system, such

as, for example, inter-antenna synchronization (IAS) and

inter-channel interference (ICI) [7]–[11]. Improvements to

SM schemes are currently receiving much attention in terms

of research focusing on MIMO systems [12], [13].

Spatial diversity is a technique to improve link reliability

through the channel’s frequency, time, and space variations,

with numerous copies of data received at the receiver side.

An example to consider is space-time block code (STBC)

transmit diversity scheme [14]–[16] which employs the pre-

coding technique to send multiple packets of data from to

the group of transmit antennas to optimize SNR and trans-

mitting power with a suitable phase and amplitude. Two

time slots are required to transmit two symbols – hence,

the data rate remains unchanged [14], [15]. There is an

improvement in the reliability of the link due to transmit-

ting redundant data packets over an independent channel.

Signal space diversity (SSD) [17], [18] is another example

that should be mentioned here, as it achieves communica-

tion diversity by transmitting the in-phase and quadrature

of the rotated multi-dimension signal to the receiver via an

independent fading channel. It offers improved link reli-

ability at no additional cost of hardware, bandwidth, and

transmit power.

For the next generation of wireless communication systems,

energy efficiency, spectrum usage and system complexity

are essential for supporting demand related to multimedia

services and applications. Such features bring the media-

based modulation (MBM) [19]–[21] enhancing transmis-

sion data rate.

MBM uses numerous RF mirrors to design complicated

fading symbols, even with a single transmit antenna, by

positioning a number of RF mirrors near the transmit an-

tenna that broadcasts a tone. The placement of RF mir-

rors near the transmit antenna is the same technique as the

placement of scatterers near the transmitter in the propaga-

tion environment. The mirror activation pattern (MAP) can

change the radiation properties of each of these scatterers,

43



Ayodeji James Bamisaye and Tahmid Quazi

i.e. RF mirrors. The propagation environment adjacent to

the transmitter varies from one MAP to the other. Thanks

to minor perturbation in the propagation environment re-

inforced by many random reflections in a rich scattering

environment, an independent channel feature is obtained.

By serving as regulated scatterers, RF mirrors produce this

type of radio interference, resulting in independent fading

characteristics for different MAPs.

2. Related Work

Due to low hardware requirements and performance ad-

vantages of MBM, it has recently attracted considerable

amounts of research attention [22]–[25] as a promising

technique exhibiting greater benefits over the existing in-

dex modulation (IM) systems, such as frequency-domain

IM (FD-IM) [26], [27], space domain IM (SD-IM), also

referred to as spatial modulation (SM) [8], [28], and time-

domain IM (TD-IM) [29] [30]. MBM offers better perfor-

mance also when compared with conventional modulation

schemes [14], [21], [23], [31]. Likewise, research focus-

ing on MBM in MIMO and multiuser settings also showed

improved performance of MBM [12], [24]. In addition, de-

scribing a scenario in which RF mirrors are employed, pa-

pers [24], [32]–[34] prove that MBM may further improve

link reliability at a lower degree of hardware complexity,

compared to other spatial multiplexing techniques. This is

due to the linear correlation between spectral efficiency and

the number of RF mirrors used, which is achieved by cre-

ating different channel fade realizations via the RF mirrors,

known as mirror activation patterns (MAPs) [24]. In [33],

a SIMO-aided MBM (SIMO-MBM) scheme is used, where

the linear correlation between spectral efficiency and the

number of RF mirrors mr f reduces the system’s complex-

ity. Considering an example of an equivalent SM system,

which would require 2mr f transmit antennas to achieve the

same spectral efficiency as SIMO-MBM, the SIMO-MBM

system is more efficient, in terms of data rate and hardware

complexity, than SM. In MBM, RF mirrors may be posi-

tioned side-by-side, resulting in the received constellation

size being independent of the transmit power, while in con-

ventional MIMO schemes, transmit antennas are adequately

separated to achieve independent fading. Therefore, a large

increase in spectral efficiency is easily realizable in MBM

schemes [35], [36].

In papers [37]–[41], golden code (GC) has been introduced

as a scheme. It achieves a full rate and full diversity by

employing a precoding technique, using different transmit

antennas at various time slots based on the idea of space

time label diversity. In [38], GC modulation was investi-

gated, with SIMO systems maintaining the same bandwidth

efficiency if a pair of super-symbols is transmitted, coupled

with an extra diversity gain. Computation complexity (CC)

of a GC-SIMO scheme presented in [37] is reduced by

transmitting only the orthogonal pairs in the encoder, such

that two symbols are transmitted in total. This still achieves

an extra diversity gain when compared to the conventional

SIMO system.

The MBM technique was also investigated in connection

with GC modulation in [42]. The scheme employs four

complex symbols to output the super-symbols, called the

golden codewords, via the encoder. The super-symbols are

transmitted via four independents transmit antennas in dif-

ferent time slots, such that four symbols are transmitted

in total, achieving full rate and full diversity. Each pair of

these super-symbols is transmitted via multi-active transmit

antennas and in a different time slot. However, complex-

ity of the system proposed in [42] is high, which limits its

practical application.

When incorporating the MBM technique in the GC-SIMO

scheme, only the super-symbol orthogonal pairs are em-

ployed, i.e. only two symbols are used in the encoder

against four in [42], which allows to achieve a high data

rate similar to that from [37], with reduced hardware com-

plexity. This feature serves as our motivation to propose

media-based golden codeword modulation for SIMO, re-

ferred to as GC-SIMO-MBM.

In this paper, we start by examining RF mirror-based MBM

in a GC-SIMO scheme. Next, theoretical considerations of

the proposed system are validated by means of Monte Carlo

simulation.

Note. Scalar quantities are represented by regular letters,

while vectors/matrices are indicated by bold/italic low-

ercase/uppercase symbols. ‖ · ‖ symbolizes the Frobenius

norm, Q(·) denotes the Gaussian Q-function, argmin
w

(·)
and argmax

w
(·) signify the minimum/maximum rate of an

argument with reference to w, the binomial coefficient is

represented by
(

¦

¦

)

, i is a complex number and the real

component of the complex number is given by R{·}, | · |
signifies the Euclidean norm, [·]T represent transpose and

b·c indicates the closest integer to a lesser extent than the

input argument.

3. Golden Code

The golden code offers the full rate and full diversity,

employing the precoding technique. The golden code en-

coder employs 4 unique complex symbols to output 4

super-symbols which are transmitted via unique indepen-

dent transmit antennas in two time slots. The golden code-

word matrix is given as [37], [42]:

XXX =









α(x1 + x2θ)
1√
5

γα(x3 + x4θ)
1√
5

α(x3 + x4θ)
1√
5

α(x1 + x2θ)
1√
5









,

where θ =
1+ 1√

5
2 , θ = 1−θ , α = 1+ j(1−θ) and γ = j.

Four super-symbols:

α(x1 + x2θ)
1√
5
, γα(x3 + x4θ)

1√
5
,

α(x3 + x4θ)
1√
5
, and (αx1 + x2θ)

1√
5
,
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are generated and are referred to as the golden codeword.

They comprise two pairs of super-symbols:

{

α(x1 + x2θ)
1√
5

, α(x1 + x2θ)
1√
5

}

and
{

α(x3 + x4θ)
1√
5

, γα(x3 + x4θ)
1√
5

}

.

The pair
{

α(x1 + x2θ) 1√
5
, α(x1 + x2θ) 1√

5

}

is employed

for transmission in the proposed system.

4. Proposed GC-SIMO-MBM

The system model of the proposed GC-SIMO-MBM

scheme is shown in Fig. 1. Spectral efficiency associated

with this scheme is m = log2(M)+mr f [b/s/Hz], where M
and mr f represents the amplitude/phase modulation (APM)

constellation size and the number of RF mirrors at the trans-

mitting unit, respectively.

In the proposed GC-SIMO-MBM, input bit log2(M) is fed

into mappers Ω1 and Ω2 to map log2(M) bits onto the

constellation points from the signal set of α(x1 +x2θ) 1√
5

–

and α(x1 + x2θ) 1√
5

– in the Argand plane, which yields

two super-symbols x1
q and x2

q. In addition, mr f bit chooses

the RF mirror to be used for transmission. The number

of available RF mirrors mr f , yields the mirror activation

pattern (MAP), such that Nm = 2mr f . For example, if mr f =
2, then Nm = 4.

Fig. 1. System model of the proposed GC-SIMO-MBM.

The modulated symbol is conveyed across a channel H i
of magnitude NR×Nm in the presence of additive white

Gaussian noise (AWGN) ni of magnitude NR×1, e`i is an

Nm×1 vector. A Rayleigh frequency-flat fading channel is

assumed. Therefore, the received signal vector yi can be

written as:

yi = Hixi
qe`i +ni , (1)

where i ∈ [1 : 2], the corresponding transmit antenna em-

ployed to transmit the modulated symbol is represented

by `i, while Hi is the i-th column of the channel ma-

trix, which is independent, and identically distributed (i.i.d.)

complex Gaussian random variables are distributed as

CN(0, 1).
Using the maximum likelihood (ML) detector at the re-

ceiver, the received signal vector yi is detected optimally,

examining the total signal space of M2 constellation points

combined with all possible transmit antenna index. The

ML detector can be defined as:

[ ˆ̀1, . . . , ˆ̀i, xi
q
]

= argmin
`∈[1:i ]

x∈Ω

(

∥

∥yi−Hixi
qe`i

∥

∥

2
F

)

. (2)

5. Performance Analysis

In the performance evaluation of the proposed GC-SIMO-

MBM, the BER metric is considered. Similarly to [31],

ABEP is defined as:

Pe ≤
1

2NmM2m

NmM2

∑
q=1

NmM2

∑̂
q6=q

N(i, î)P(XXXq → X q̂) , (3)

where P(Xq → X q̂) symbolizes the pairwise error proba-

bility (PEP) of X q̂ detected at the receiver, given that Xq is

transmitted, Xq = (x1
q, x2

q) and X q̂ = (x1
q̂, x2

q̂), N(i, î) stand

for the bit error connected with the PEP event. Similarly

to [35], the conditional PEP may be defined as:

P(Xq→X q̂|Hi)= P
(

∥

∥yi−H îx
i
qe`i

∥

∥

2
F <

∥

∥yi−Hixi
qe`i

∥

∥

2
F |Hi

)

= P

(

2

∑
i=1

∥

∥H îx
i
qe`i +n

∥

∥

2
F <

2

∑
i=1

∥

∥n
∥

∥

2
F

)

= Q
2

∑
i=1

αi , (4)

where αi is central chi-squared distribution with 2NR de-

grees of freedom defined as:

ρ
2

∥

∥hi
∥

∥

2
F

∣

∣di
x
∣

∣

2
=

2NR

∑
k=1

α2
i

with N(0, σ 2), σ 2 = ρ
4

∣

∣di
x
∣

∣

2
.

The probability density function PDF of α2
i , employing

fαi(αi) =
αNR−1

i e
−αi
2σ2

(2σ2)NR (NR−1)!
is similar to the PEP derivation of

the GC-SIMO in [37], and is coupled with the trapezoidal

approximation of the Q-function given in [17]. Therefore,

the PEP for GC-SIMO-MBM can be defined as:

1
4n

(

1
2

2

∏
i=1

(ρ
4

∣

∣di
x
∣

∣

2
)−NR

+
2

∑
k=1

(

ρ
4
|di

x|2
uk

)−NR
)

, (5)

where ρ represents the signal-to-noise ratio (SNR), n >10
for trapezoidal approximation convergence of the Q-func-

tion [17], i∈ [1 : 2], k∈ [1 : 2NR], uk = sin2 ( kπ
2n

)

and
∣

∣di
x
∣

∣

2
=

∣

∣xi
q− xi

q̂

∣

∣

2
.

6. Numerical Analysis and Discussion

The results of the simulation obtained for the proposed

GC-SIMO-MBM scheme are presented in terms of aver-

age BER and SNR parameters. Likewise, the result of the
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evaluated theoretical ABEP is presented. In all cases, the

ML detector is utilized.

Fig. 2. Performance analysis validation for GC-SIMO-MBM for

4, and 8 b/s/Hz.

In Fig. 2, the GC-SIMO-MBM scheme is shown with a con-

figuration setting of 1×4 4-QAM, 1×4 16-QAM and 1×4
64-QAM with 2 RF mirrors around each transmit antenna

(mr f = 2). This yields a spectral efficiency of 4, 6, and

8 b/s/Hz, respectively. The results of MC simulation ob-

tained showed a close match with the average theoretical

analysis in the high SNR region, validating the proposed

scheme.

Figure 3 presents a comparison of performance between the

GC modulation of SIMO-MBM [37] and the proposed GC-

SIMO-MBM system with the same spectral efficiency of 4

and 6 b/s/Hz, respectively. The simulation results revealed

that GC-SIMO-MBM outperforms its counterpart in 4 and

6 b/s/Hz.

One can see from the MC simulation results that using the

MBM technique based on RF mirrors improves the sys-

tem’s error performance at a reduced hardware complex-

ity. At a BER of 10−5, GC-SIMO-MBM exhibits a signif-

icant performance gain of approximately 7 dB and 6.5 dB

SNR for 4 and 6 b/s/Hz, respectively, compared to GC-

SIMO from [37]. Similarly, GC-SIMO-MBM outperforms

SIMO-MBM by 5 dB and 3.5 dB in 4 and 6 b/s/Hz, res-

pectively.

7. Conclusion

In this paper media-based modulation was examined in

a GC-SIMO scheme based on the RF mirrors to improve

BER performance and enhance spectral efficiency. The to-

pology based on the GC-SIMO-MBM technique offers

Fig. 3. BER performance comparison of GC-SIMO-MBM, GC-

SIMO, and SIMO-MBM for 4 and 6 b/s/Hz.
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better BER performance compared to SIMO-MBM and

GC-SIMO of the same spectral efficiency. Results of

the Monte Carlo simulation indicate that GC-SIMO-MBM

shows a significant performance gain of approximately 7 dB

and 6.5 dB SNR for 4 and 6 b/s/Hz, respectively, compared

to GC-SIMO at a BER of 10−5. The proposed GC-SIMO-

MBM system is validated by theoretical and numerical re-

sults which show that the scheme is capable of significantly

improving the system’s hardware complexity, maximizing

the linear relationship between RF mirrors and the spectral

efficiency in MBM to accomplish a high data rate at a re-

duced hardware complexity by employing orthogonal pairs

of the super-symbol in the GC scheme’s encoder, transmit-

ted via different RF mirrors at different time slots to achieve

full rate and full diversity.
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Abstract—In this paper, convolutional shallow features are

proposed for unmanned aerial vehicle (UAV) tracking. These

convolutional shallow features are generated by pre-trained

convolutional neural networks (CNN) and are used to repre-

sent the target objects. Furthermore, to estimate the loca-

tion of the target objects, an adaptive correlation filter based

on the Fourier transform is used. This filter is multiplied

with the convolutional shallow features by using pixel-wise

multiplication in the Fourier domain. Then, the inverse of

Fourier is performed to estimate the location of the target ob-

ject, where its location is represented by the maximum value

of the response map. Unfortunately, the target object always

changes its appearance during tracking. Therefore, we pro-

posed an updated model to address this issue. The proposed

method is evaluated by using the UAV123 10fps benchmark

dataset. Based on the comprehensive experimental results, the

proposed method performs favorably against state-of-the-art

tracking algorithms.

Keywords—CNN, convolutional features, correlation filter, ob-

ject tracking, shallow layer, UAV tracking.

1. Introduction

Unmanned aerial vehicles (UAV) with remote sensing ca-

pabilities are used in many modern applications, such as

object tracking and object recognition [1], [2]. In object

tracking, numerous problems are encountered, such as as-

pect ratio change, background clutter, camera motion, fast

motion, full occlusion, illumination variations, low resolu-

tion, out-of-view situations, partial occlusion, scale varia-

tion, presence of similar objects, and viewpoint change [3].

Those problems mean that object tracking systems have to

comply with a number of requirements. Such systems must

be capable of defining the next state, if they were given an

initial state, for instance the initial object location or the

initial object size. Object recognition can be useful for

surveillance and human-computer interactions, but requires

that numerous problems and issues be solved.

At the beginning of 2000, many researchers proposed

a generative approach, i.e. suggested that an adaptive color

histogram be used to identify objects [4]. The adaptive

color histogram can be represented as an object, and a par-

ticle filter is used to estimate the next state. A similar

method was used by [5] and [6]. The method is simple

and easy, but that is why it suffers from a specific disad-

vantage. It is hard to identify an object using an adaptive

color histogram if the distractor is characterized by similar

color features. The particle filter uses Bayesian distribu-

tion to achieve a high level of accuracy. Distributions with

many particles make the system more complex.

To compensate for the disadvantages of the previous

method, the researchers proposed a discriminative approach

based on boosting the classifier. This method uses a back-

ground model as initial information to come up with a ro-

bust object tracking algorithm. Grabner et al. proposed on-

line learning relying on the Adaboost classifier for object

tracking [7]. This approach was developed in paper [8] by

proposing semi-supervised online boosting for object track-

ing and multiple instance learning based on boosting the

classifier proposed in [9]. Zhang et al. added weight calcu-

lation based on distance and updated the model to approve

accuracy of the system. Kalal et al. proposed a discrim-

inative approach for long-term tracking based on tracking

learning detection (TLD).

The discriminative approach using a boosting classifier suf-

fers from certain disadvantages, i.e. a limited area taken as

a positive sample to be represented as the target object.

If the object moves quickly or abruptly, the method will

have difficulty detecting it. This method can achieve good

performance even if the object’s color characteristics are

similar to those of the distractor. However, by using the

integral image, this method will run into a problem if oc-

clusion is encountered.

To solve the occlusion problem, some papers recommended

object representation based on a sparse coefficient vector.

This method uses a generative approach and is particle

filter to estimate the tracked object’s location. A sparse

coefficient vector has been researched by [12]–[14], and

Wibowo et al. proposed a sparse coefficient vector to min-

imize computation time [15]. Computational time still re-

mains a problem to be solved besides the fast motion and

background clutter. As this method is being developed, it

can be replaced by a correlation filter.

A correlation filter estimates the tracked object’s location

using the Fourier transform. Bolme et al. proposed the
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minimum output sum of square error (MOSSE) approach

that relies on a correlation filter and is capable of work-

ing adaptively [16]. This method can only work for simple

linear classification problems. To boost the performance

of the correlation filter, Henriques et al. used the ridge

regression problem and the circulant matrix [17]. Other

methods to increase the performance of the correlation fil-

ter include color histogram features, histogram of Gaussian

(HOG) features and complementary learners [18]–[22]. For

this paper, we proposed convolutional shallow features from

a pre-trained CNN network to predict the movement of the

object.

The remaining part of this paper is organized as follows.

Section 2 discusses the correlation filter, and Section 3

presents the proposed method. Experimental results of the

UAV123 10fps benchmark dataset and the result are pre-

sented and discussed in Section 4. Finally, Section 5 con-

cludes this paper.

2. Correlation Filters

A correlation filter can be used to estimate the location of

the targeted object. We work in the frequency domain to

minimize computation time. Correlation filter h and the

input that has been proceeded x (i.e. smoothen feature ex-

traction) have to be transformed using the discrete Fourier

transform (DFT). The output of h and x can be multiplied

by each element to substitute the convolution process. Prac-

tically, DFT may be changed by means of the fast Fourier

transform (FFT) to make the process more efficient. The

maximum value of the inverse Fourier transform can be as-

sumed as the location of the target object. Those processes

can be described in the following manner:

x⊗h = F−1(x̂¯ ĥ∗) ,

m = F−1(x̂¯ ĥ∗) ,
(1)

where F−1 is the inverse Fourier transform, x̂ is the

smoothened feature extraction in the frequency domain, ĥ is

the correlation filter in the frequency domain, ∗ is complex

conjugate, and ¯ is element-wise multiplication.

The correlation filter may use several data training ap-

proaches. In this case, it uses an image patch from the

initial position from the first frame. To obtain the cor-

relation filter, we can rely on minimization based on the

following equation:

min
h̄

∑
i

L
(

f (h,xi),mi
)

+ω ||h||2 , (2)

where L(·) is the loss function.

The L( f (h,xi),mi) = ||h · xi−mi||
2

can be expressed as:

min
h̄

∑
i
||h · xi−mi||

2 +ω ||h||22 , (3)

where h is the correlation filter, x is the smoothened feature

extraction, m is the expected output, and ω is the control

value to prevent overfitting.

Equation (3) can be simplified to:

h = (XT X +ωD)−1XT m , (4)

where D is the identity matrix, m is the labeled vector, and

X is the training samples matrix. Since the computation

takes place in the frequency domain, X T has to be trans-

formed into XH = (X∗)T , with H as the Hermitian matrix.

To simplify the calculations for Eq. (4), we can use the

circulant matrix as an approach. So, it can be expressed

as:

ĥ = A diag

(

x̂
x̂∗¯ x̂+ω

)

AHm , (5)

with A being the DFT matrix. In the frequency domain,

Eq. (5) will be:

ĥi =
m̂i¯ x̂∗i

x̂i¯ x̂∗i +ω
. (6)

3. Proposed Method

The CNN is a deep learning method that comprises con-

volutional layers, normalization layers and pooling layers.

In the convolutional layers, it can be defined from the shal-

low layer to the deep layer. In this paper, we investigate

the shallow layer from the convolutional layers to repre-

sent the target. We are using the CNN model proposed

by Simonyan et al., where the data set is trained by a big

benchmark dataset [24]. We suggest checking [24] for ar-

chitectural details and for the pre-trained CNN model. The

proposed method is shown in Fig. 1.

Fig. 1. Framework of the proposed method.

When we track an object from the same point of view but

with the object moving, the appearance of the object will

not be the same as it is in the initial state. It may be different

in shape. To solve this problem, we must design a robust

system for tracking objects. Updating the model is one of

the potential methods. If we use the correlation filter, then
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the filters will be updated in every frame. Referring to

Eq. (6), for updating the correlation filters we use:

ht =
βt

γt +ω
, (7)

with ht , βt , γt , and ω being the correlation filters, nu-

merator, denominator, and value at frame t, respectively.

Equation (7) is solved using a linear system I× I. For the

numerator, we can use the following formula:

βt = α1βt−1 +α2
(

m¯ x∗t
)

, (8)

where α1, α2, and βt−1 are weigh factor 1, weigh factor

2, and numerator for the previous frame t−1, respectively.

The denominator can be solved by:

γt = α1γt−1 +α2 ∑
i

xt ¯ x∗t , (9)

where xt and γt−1 are feature extraction at t and denomina-

tor at the previous frame t−1, respectively.

4. Experimental Results and Discussion

An updated model is needed to overcome changes in the

appearance of the target object. In this step, variables ω ,

α1, and α2 exist, having the values of 0.001, 0.02, and

0.08, respectively. To validate the proposed method, re-

ferred to as csfUAVt, our tracker is evaluated with the use

of the UAV123 10fps benchmark dataset. This dataset con-

sists of 72 videos that contain several challenging problems,

such as aspect ratio change, background clutter, camera

motion, fast motion, full occlusion, illumination variation,

low resolution, out-of-view, partial occlusion, scale varia-

tion, presence of a similar object, and viewpoint change.

The proposed method is evaluated quantitatively using suc-

cess plots based on the overlap ratio and precision plots

based on the center location error. This evaluation is car-

ried out following the one-pass-evaluation (OPE) protocol

described in [3]. The proposed method was implemented

using Matlab.

In this quantitative evaluation, the proposed method is com-

pared with nine state-of-the-art tracking methods, such as

ASLA [25], CSK [27], KCF [17], DSST [19], IVT [23],

MOSSE [16], DCF, Struck [26], and TLD [11]. The results

of the evaluation for the success plots of OPE are presented

in Fig. 2. In the case of aspect ratio change, our proposed

method obtains the best performance with a success rate of

0.289 and an overlap threshold value of 0.5. Meanwhile,

TLD, Struck, DSST, and ASLA trackers are ranked sec-

ond, third, fourth, and fifth with success rates of 0.287,

0.232, 0.227, and 0.212, respectively. For the TLD tracker,

the features used are points and motion prediction is aided

using optical flow. Meanwhile, for DSST, the feature used

is the histogram of Gaussian (HOG). Based on the results

for the aspect ratio change, our proposed method, using

convolutional shallow features and correlation filters, of-

fers the best performance compared to nine other tracker

algorithms.

In the case of background clutter, the proposed method

ranks second with a success rate of 0.279, while the win-

ning Struck tracker outperforms the proposed method with

a success rate of 0.361 for an overlap threshold value of

0.5. DSST, KCF, and DCF are ranked third, fourth, and

fifth with success rates of 0.240, 0.232, and 0.231, respec-

tively. Furthermore, the Struck tracker itself is developed

based on a kernelized structured output support vector ma-

chine (SVM). Based on the results of these experiments,

the tracker achieves superior performance compared to nine

other trackers for background clutter problems.

In the case of camera motion, the proposed method pro-

vides the best performance, with a success rate of 0.376.

Meanwhile, Struck, TLD, DSST, and MOSSE trackers are

ranked second, third, fourth, and fifth with success rates of

0.280, 0.278, 0.244, and 0.237, respectively. The MOSSE

tracker itself is a tracking algorithm based on adaptive cor-

relation filters using the HOG feature. The experimen-

tal results show that the proposed method achieves better

performance than nine other trackers for camera motion

problems. Furthermore, for fast motion problems, the first,

second, third, fourth, and fifth places are occupied by the

proposed method, DSST, TLD, DCF, and CSK, respec-

tively, with their respective success rates equaling 0.257,

0.160, 0.152, 0.149, and 0.136. In the case of fast motion,

the proposed method shows better performance than the re-

maining tracking algorithms, with a success rate difference

of 0.097 compared to the second rank.

Figure 2 shows the full occlusion problem in object track-

ing, with the entire shape of the target object being ob-

scured by the distractor and making it invisible. In this

case, the proposed method ranks first, with a success rate

of 0.239, winning by a difference of 0.083 compared with

the Struck tracker, ranking second. Meanwhile, ranks three,

four, and five are occupied by TLD, MOSSE, and CSK,

with their success rates equaling 0.149, 0.138, and 0.123,

respectively. In the case of illumination variation, the pro-

posed method ranks first with a success rate of 0.252, while

the second, third, fourth, and fifth ranks are occupied by

Struck, DSST, DCF, and KCF trackers achieving the suc-

cess rates of 0.215, 0.187, 0.174, and 0.170, respectively.

In the case of low resolution, the Struck approach ranks

first, with a success rate of 0.296, while the proposed

method is placed fourth, rank with a success rate of

0.232. The second, third, and fifth ranks are occupied by

TLD, ASLA, and MOSSE trackers, respectively. ASLA is

a tracking algorithm that utilizes the sparse coefficient vec-

tor feature. Furthermore, in the case of out-of-view sce-

nario, the proposed method ranks first, with a success rate

of 0.5, outperforming the second-ranking DCF approach by

0.173. Meanwhile, DSST, KCF, and CSK occupy the third,

fourth, and fifth place, with success rates of 0.327, 0.327,

and 0.314, respectively.

Furthermore, in the case of partial occlusion, scale varia-

tion, similar objects, and viewpoint change, the proposed

method offers superb results. It ranks first, showing the

success rates of 0.375, 0.334, 0.438, and 0.342. The suc-

cess plot of OPE is summarized in Table 1. Based on the
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Fig. 2. Success plots of OPE for all types of problems encountered.
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Table 1

Success plot of OPE

Success plots of OPE for all types of problems encountered

csfUAVt TLD Struck DSST ASLA DCF KCF IVT MOSSE CSK

Aspect ratio change 0.289 0.287 0.232 0.227 0.212 0.195 0.194 0.194 0.191 0.172

Background clutter 0.279 0.200 0.361 0.240 0.210 0.231 0.232 0.198 0.228 0.195

Camera motion 0.376 0.278 0.280 0.244 0.141 0.230 0.230 0.127 0.237 0.208

Fast motion 0.257 0.152 0.116 0.160 0.116 0.149 0.136 0.072 0.133 0.136

Full Occlusion 0.239 0.149 0.151 0.117 0.109 0.106 0.106 0.097 0.138 0.123

Illumination variation 0.252 0.113 0.215 0.187 0.108 0.174 0.170 0.118 0.128 0.125

Low resolution 0.232 0.284 0.296 0.215 0.258 0.167 0.174 0.195 0.218 0.186

Out-of-view 0.500 0.261 0.307 0.327 0.253 0.327 0.327 0.235 0.302 0.314

Partial occlusion 0.375 0.283 0.313 0.282 0.266 0.284 0.282 0.229 0.248 0.236

Scale variation 0.334 0.310 0.294 0.257 0.270 0.235 0.235 0.257 0.245 0.231

Similar object 0.438 0.377 0.334 0.356 0.403 0.301 0.301 0.340 0.294 0.283

Viewpoint change 0.342 0.246 0.259 0.226 0.195 0.213 0.211 0.187 0.192 0.185

experiment results, it is proved that the proposed method

is more robust and useful than the nine other algorithms

that are used as a benchmark for this specific UAV tracking

application.

In addition the success rate, in this quantitative evaluation,

the performance of our proposed method is also evaluated

based on the precision plot parameters. The evaluation

results for the precision plots of OPE are presented in Fig. 3.

In the case of ratio change, the proposed method ranks

first with a precision plot of 0.458 and a location error

threshold of 20 pixels. Meanwhile, Struck, TLD, DSST,

and DCF approaches are ranked second, third, fourth, and

fifth, with success rates of 0.376, 0.376, 0.369, and 0.301,

respectively. DCF is a tracking algorithm that relies on

correlators and HOG as its features.

In the case of background clutter, the proposed method

ranks second with a precision plot of 0.351. The first posi-

tion, meanwhile, is occupied by the Struck method which

outperforms the proposed approach thanks to its success

rate of 0.443 and a location error threshold of 20 pixels.

Meanwhile, DCF, KCF, and TLD are ranked third, fourth,

and fifth, with prediction plots of 0.316, 0.316, and 0.294,

respectively. Background clutter is a problem that is expe-

rienced in object tracking when background in close prox-

imity to the target has the same color or texture as the target

itself.

In the case of camera motion, the proposed method ranks

first with a precision plot of 0.495. Meanwhile, Struck,

TLD, DSST, and MOSSE are ranked second, third, fourth,

and fifth with success rates of 0.379, 0.341, 0.326, and

0.295, respectively. In the case of camera motion, results

of these experiments show that the proposed method offers

better performance than 9 remaining trackers. Furthermore,

in the case of fast motion, the second, third, fourth, and fifth

ranks are occupied by the proposed method, DSST, CSK,

TLD, and DCF, with their precision plot values amounting

to 0.341, 0.257, 0.234, 0.197, and 0.175, respectively. In

the case of fast motion, the proposed method shows better

performance than other tracking algorithms, with its preci-

sion plot value differing by 0.084 compared to the second

rank.

Figure 3 shows the full occlusion problem encountered in

object tracking. In this case, the proposed method ranks

first, with a precision plot of 0.435, winning by a margin

of 0.098 compared with the second rank occupied by the

Struck tracker. Meanwhile, third, fourth, and fifth ranks are

occupied by MOSSE, TLD, and CSK approaches, with their

precision plots equaling 0.3, 0.296, and 0.274, respectively.

In the case of illumination variation, the proposed method

ranks first with a success rate of 0.369, while second, third,

fourth, and fifth ranks are occupied by Struck, DSST, DCF,

and KCF methods, showing precision plot values of 0.325,

0.313, 0.236, and 0.227, respectively. Illumination varia-

tion is a problem encountered in object tracking, caused

by significant changes in the illumination intensity in the

region of the target object.

In the case of low resolution, the Struck approach ranks

first with a precision plot of 0.5. Meanwhile, the proposed

method occupies rank three, with a precision plot of 0.449.

The second, third, and fifth ranks are occupied by TLD,

DSST, and ASLA methods, with precision plot values of

0.455, 0.370, and 0.364, respectively. Low resolution is a

problem encountered in object tracking due to the number

of pixels in the ground-truth bounding box being smaller

than 400 pixels. Furthermore, in the out-of-view scenario,

the proposed method ranks first, with a precision plot of

0.640, outperforming the second-ranking a precision plot of

0.640, outperforming the second-ranking DSST approach

by 0.221. Meanwhile, DCF, KCF, and Struck methods are

ranked third, and fourth, respectively.

In the case of partial occlusion, scale variation, presence

of a similar object, and viewpoint change, the proposed
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Fig. 3. Precision plots of OPE for all types of problems encountered.
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Table 2

Precision plot of OPE

Precision plots of OPE for all types of problems encountered

csfUAVt TLD Struck DSST ASLA DCF KCF IVT MOSSE CSK

Aspect ratio change 0.458 0.376 0.376 0.369 0.281 0.301 0.295 0.232 0.272 0.291

Background clutter 0.351 0.294 0.443 0.292 0.257 0.316 0.316 0.259 0.293 0.264

Camera motion 0.495 0.341 0.379 0.326 0.167 0.284 0.284 0.157 0.295 0.289

Fast motion 0.341 0.197 0.156 0.257 0.082 0.175 0.151 0.082 0.165 0.234

Full occlusion 0.435 0.296 0.337 0.259 0.236 0.246 0.246 0.214 0.300 0.274

Illumination variation 0.369 0.171 0.325 0.313 0.152 0.236 0.227 0.151 0.192 0.215

Low resolution 0.449 0.455 0.500 0.370 0.364 0.291 0.303 0.269 0.354 0.334

Out-of-view 0.640 0.341 0.376 0.419 0.291 0.413 0.412 0.293 0.374 0.368

Partial occlusion 0.511 0.391 0.407 0.403 0.341 0.378 0.378 0.288 0.326 0.324

Scale variation 0.494 0.412 0.444 0.416 0.360 0.360 0.358 0.305 0.353 0.366

Similar object 0.635 0.542 0.470 0.499 0.475 0.428 0.428 0.422 0.389 0.407

Viewpoint change 0.460 0.337 0.390 0.358 0.265 0.306 0.302 0.229 0.274 0.298

Fig. 4. Success plot and precision plot of OPE.

method offers superb results, ranking first in all the above-

mentioned scenarios and exhibiting precision plot values of

0.511, 0.494, 0.635, and 0.460, respectively. The precision

plot of OPE is summarized in Table 2. Based on the re-

sults of these experiments, it is proved that the proposed

method is more precise than the nine algorithms that are

used as a benchmark. Scale variation is a problem encoun-

tered in object tracking and influenced by the ratio between

the bounding box in the first frame and in the latest out-of-

range frame. Meanwhile, a similar object involves the pres-

ence of a distractor that has a similar color or texture to

those of the target, and a viewpoint change is a problem

caused by the difference in the target observation point,

occurring between the first and the current frame.

After the success rate and precision plot have been calcu-

lated, each problem with UAV tracking is obtained. The

average of each success rate and precision plot is calcu-

lated. The results of those calculations are represented in

Fig. 4. In terms of the success rate of OPE, the proposed

method ranks first, with a success rate of 0.398. Mean-

while, Struck, TLD, DSST, and ASLA approached occupy

second, third, fourth, and fifth places, with their respective

success rate values of 0.362, 0.350, 0.312, and 0.299.

In the case of precision plot, the proposed method also

ranks first, with a precision plot value of 0.542, outperform-

ing the second-ranking Struck methods by 0.044. Mean-

while, DSST occupies the third place, with a precision plot

value of 0.455 and a location error threshold of 20 pixels.

The fourth and fifth places are occupied by TLD and DCF,

offering precision plot values of 0.440 and 0.411, respec-

tively.

5. Conclusion

In this paper, convolutional features are taken from a CNN

pre-trained on the shallow layer and harnessed using frame-

work correlation filters. To solve the problem of changes

in the appearance of the target object during tracking, the

model is updated by correlation filters. In this updated

model, numerator and denominator variables affecting the
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correlation filters are worked out. To validate the proposed

method, an experiment using the UAV123 10fps bench-

mark dataset was performed.

Based on the results of a quantitative evaluation relying

on such parameters as success plots and precision plots,

the proposed method ranks first in all scenarios, beating

9 other state-of-the-art tracking algorithms, with the aver-

age success plots of OPE equaling 0.398, and the average

precision plots of OPE amounting to 0.542.
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Abstract—The multicasting technique supports a variety of

applications that require data to be instantaneously trans-

mitted to a set of destination nodes. In environments with

continuously moving nodes, such as mobile ad-hoc networks,

the search for efficient routes from sources to the projected

destinations is a common issue. Proposed Windmill proto-

col provides a scalable multicast solution for mobile ad-hoc

networks. Windmill aims to improve routing protocol’s per-

formance by introducing a hierarchal distributed routing al-

gorithm and dividing the area into zones. Additionally, it

attempts to demonstrate better scalability, performance and

robustness when faced with frequent topology changes, by

utilizing restricted directional flooding. A detailed and ex-

tensive simulated performance evaluation has been conducted

to assess Windmill and compare it with multicast ad-hoc on-

demand distance vector (MAODV) and on-demand multicast

routing protocols (ODMRP). Simulation results show that the

three protocols achieved high packet delivery rates in most sce-

narios. Results also show that Windmill is capable of achiev-

ing scalability by maintaining the minimum packet routing

load, even upon increasing the nodes’ speed, the number of

sources, the number of group members and the size of the

simulated network. The results also indicate that it offers

superior performance and is well suited for ad-hoc wireless

networks with mobile hosts. The trade-off of using Windmill

consists in slightly longer paths – a characteristic that makes it

a good choice for applications that require simultaneous data

transmission to a large set of nodes.

Keywords—ad-hoc networks, MAODV and ODMRP, position-

based multicast routing protocol, simulated performance evalu-

ation.

1. Introduction

A wireless ad-hoc network is a multi-hop self-organizing

structure requiring rapid deployment and dynamic recon-

figuration [1], [2]. Each participating node has a wireless

interface and communicates with other nodes [3]. One of

the most important concerns in ad-hoc networks is related

to the routing relied upon to forward data packets to the

destination [3], [4]. For example, such a network may be

implemented to forward packets to students in a university

building, soldiers on a battlefield, participants of a con-

ference, and vehicles on the road [3], [5]. The limited

number of power nodes and limited bandwidth of the wire-

less medium require the power consumption and transmis-

sion overhead be reduced [1], [2], [4]. Moreover, efficient

routing is of key significance, since all nodes act both as

hosts and routers and are usually moving rapidly in most

cases [6]–[8].

Multicasting is an ideal communication scheme that effi-

ciently supports a wide variety of applications that require

collaboration between nodes [9], [10]. Hence, it supports

applications that involve simultaneous data transmission to

hosts. Military battlefields, disaster recovery, rescue sites

and emergency searched are examples of multicast appli-

cations for mobile ad-hoc networks [11]. Multicast group

members may move, therefore causing random and rapid

topology changes at unpredictable times [12]. Thus, tree

reconfiguration schemes and membership information log-

ging techniques should be as simple as possible to ensure

reduced channel overhead [7], [8], [13]. The constrained

power, limited bandwidth, and mobile hosts make the de-

sign of a multicast protocol a challenge [14]. Additionally,

the need to rely on scalable energy-efficient protocols, along

with the existence of inexpensive and low-power position-

ing instruments, justify the application of position-based

routing in mobile ad-hoc networks [7].

In this paper, the Windmill multicast routing model is pre-

sented. It introduces a hierarchical distributed routing al-

gorithm to improve performance of the routing protocol

and to distribute load by dividing the area into zones.

Additionally, the protocol attempts to offer higher scala-

bility, performance and robustness when faced with fre-

quent topology changes, by relying on the idea of re-

stricted directional flooding. Hence, each group member

should keep zone leaders (ZL) of its zone updated about its

position.

Windmill consists primarily of five phases: network setup,

network maintenance and membership update, route instan-

tiation, route maintenance, and, finally, data transmission.

The network setup phase includes dividing the area into

zones, deciding on initial ZLs, and assigning the interested

nodes to different multicast groups. The network mainte-

nance and membership update phase deals with keeping

track of the network’s structure during node movements

and changes.

Whenever a source node has data to be sent to a mul-

ticast group, the route instantiation phase is initiated by

sending route request packets, mainly with the use of re-
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stricted directional flooding. After finishing route discovery

and setup, the source begins the data transmission phase

by sending the data to the intended destinations. When

needed, the route maintenance phase is conducted to repair

the broken routes.

We evaluated the performance of the proposed protocol via

simulation and compared it with MAODV and ODMRP.

Simulation results show that Windmill offers superior per-

formance, regardless of the nodes’ mobility speed, the num-

ber of sources, the number of group members and network

size. Furthermore, Windmill achieved good scalability by

maintaining the minimum packet routing load in all pre-

sented scenarios, compared to MAODV and ODMRP. The

disadvantage of Windmill has the form of slightly longer

paths passing through ZLs. Thus, it is suitable for achieving

scalability and reducing the overhead of multicast routing

in ad-hoc networks established between students of a uni-

versity, soldiers on a battlefield, rescuers in a disaster area,

and sensor-based IoT networks.

The remaining sections of this paper are organized as

follows. Related work in presented in Section 2. Sec-

tion 3 presents the concept behind the Windmill protocol.

Section 4 contains a simulated comparison of Windmill,

MAODV and ODMRP protocols. Section 5 discusses our

findings. The paper is concluded in Section 6, where future

directions are discussed as well.

2. Related Work

Multicast routing protocols are classified based on their de-

livery structure and ability to maintain connectivity between

multicast group members. In [9], the authors classified

these routing protocols into six categories: flooding, tree-

based, mesh-based, hybrid, hierarchical/adaptive multicast,

and location-based. Flooding is the easiest way, since it

eliminates the need to maintain explicit infrastructure for

multicast forwarding. A source initiates a multicast ses-

sion by broadcasting the packet to its neighbors. Receiving

nodes rebroadcast the packet to their neighbors upon receiv-

ing the first copy. This process continues until flooding the

packet to the whole network. Hence, such a technique of-

fers the lowest control overheads, it is considered to be the

most reliable scheme, and data packets are quickly prop-

agated within the network. However, this comes at the

expense of generating considerable data traffic in the wire-

less environment and wasting bandwidth, especially in large

networks [15], [16].

In tree-based protocols, the multicast tree is constructed

starting from the source of the data and connects all the

destinations, i.e. there is only a single path between any

source-destination pair. Such protocols are characterized

by lower bandwidth consumption than their flooding coun-

terparts. They suffer from low robustness when operating

in highly mobile networks, since only a single path between

a source-member pair is available. A tree-based protocol

can be further categorized into the source-tree and shared-

tree varieties. In source-tree protocols, the tree is rooted

by the source node itself, whereas in shared-tree protocols,

a single tree is shared by all multicast group sources and

is rooted at a node known as the core node. The examples

of source-tree protocols include the multicast zone routing

protocol (MZRP) [17], multicast routing algorithms based

on levy flying particle swarm optimization (LPSO) [18],

TMRF [19] and multicast opportunistic cooperative rout-

ing in mobile ad-hoc networks (MO-CORMAN) [20].

Multicast ad-hoc on-demand distance vector routing pro-

tocol (MAODV) [6], shared-tree ad-hoc multicast proto-

col (STAMP) [21], reliable and energy-aware multicast ad-

hoc on-demand distance vector (REA-MAODV) [4], cuckoo

search and m-tree-based multicast ad-hoc on-demand dis-

tance vector (CS-MAODV) [22] and routing protocol for

low-power and lossy networks (RPL) [23] are, in turn, in-

stances of shared-tree protocols.

Mesh-based protocols allow data packets to be forwarded to

the same receiver via different paths [24]. Numerous routes

between the sender-receiver pair offer better protection

against frequent topology changes and increase success-

ful delivery rates [15]. However, the efficiency of mesh-

based protocols is lower compared to tree-based protocols,

due to multiple routes. Route discovery and mesh build-

ing are conducted using broadcasting to discover routes,

or using core or central points for mesh building [15].

On-demand multicast routing protocol (ODMRP) [7], core

assistant mesh protocol (CAMP) [25], and improved on-

demand multicast routing protocol (IODMRP) [26] are ex-

amples of mesh-based protocols.

Hybrid multicast protocols combine both tree-based and

mesh-based protocols in an attempt to achieve both per-

formance and robustness [15], [16]. Similar to mesh-

based approaches, multiple paths are constructed to for-

ward data packets to their destinations. The tree-based ap-

proach is used in the route setup process to ensure multi-

cast efficiency. Some examples of hybrid-based protocols

include the following: ad-hoc multicast routing protocol

(AMRoute) [27], efficient hybrid multicast routing protocol

(EHMRP) [28], and zone-based energy aware hybrid multi-

cast routing scheme (ZEHMRP) [29]. Hierarchical routing

protocols aim to provide scalability and reduce the number

of participating nodes by organizing them into a certain

hierarchy. A group of nodes is used to form a cluster or

a dominating set of nodes. The examples of cluster-based

protocols include LACMQR [30] and EGMP [31]. Adap-

tive multicast routing protocols adjust their performance

taking into account different environmental conditions. For

example, the adaptive demand-driven multicast routing pro-

tocol (ADMR) [32] is capable of adjusting itself, taking into

consideration the mobility state of the network. Once the

network mobility level becomes very high, ADMR switches

to flooding to overcome link breakages.

Location-based protocols assume that the locations of par-

ticipating nodes are known. The geographical position of

each node is determined using GPS receivers or other po-

sitioning services. Moreover, a location service is needed

to obtain the positions of destination nodes. Racket for-
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warding is performed based on the information about the

location of the direct neighbor nodes and of the intended

destinations. So, nodes offering more efficient progress to-

wards the destinations are selected, resulting in a reduced

number of participating nodes. Since location-based multi-

cast routing protocols scale well in large wireless networks,

they have recently attracted researchers’ attention. The

properties of ad-hoc networks, such as constrained power

and limited bandwidth, along with the need for scalable

and energy efficient protocols, justify utilizing position-

based routing in such networks [7]. However, multicas-

ting deals with a group of members and carrying infor-

mation about the positions of all multicast members in

the packet header causes a scalability problem. The po-

sitions of a large set of destinations need to be maintained

efficiently as well [9]. Some examples of location-based

protocols include the following: scalable QoS multicast

routing protocol (SQMRP) [33], position-based multicast

routing protocol for ad-hoc network using backpressure

restoration (PBMRP-BR) [34], scalable and predictive ge-

ographic multicast routing scheme in flying ad-hoc net-

works (SP-GMRF) [35], and location-aware multicasting

protocol (LAMP) [36].

It has been observed that most of the existing protocols

do not take the issue of scalability into consideration [9].

A crucial problem is that the control overhead may become

high if the network is dense, large and/or includes a large

number of destinations. Hence, in this research, the scal-

ability and efficiency of multicast routing protocols have

been considered.

In such a context, two popular and benchmark protocols

have been proposed: MAODV and ODMRP. As the per-

formance of most other protocols is compared to these [9],

the rest of this section discusses both protocols in detail.

The MAODV routing protocol [6] uses the broadcast route-

discovery approach to discover multicast routes on demand.

Nodes participating in the network send a route request

(RREQ) packet when they need to join a multicast group,

or when they have data to send to a multicast group, and

they do not have a route along such a packet could be

sent. Only members of the projected multicast group are

allowed to respond to a join RREQ. If the RREQ is not

a join request, any node having a fresh route to this group

can respond. Upon receiving a join RREQ to a group that it

is not a member of, or upon receiving a RREQ to a group

and not having a route thereto, an intermediate node re-

broadcasts this RREQ to its neighbors.

Upon receiving a RREQ packet, the intermediate nodes

update their route table. Nodes receiving a join RREQ

for a specific multicast group are allowed to reply if they

are members of the multicast group tree and the recorded

multicast group’s sequence number is at least as high as that

included in the RREQ. Upon deciding to respond, a node

updates its route and multicast route tables by placing the

next hop information of the requesting node in the tables.

Then, it unicasts a request response (RREP) back to the

source node. Upon receiving the RREP, nodes along the

path to the source create a forward path by adding a route

table along with a multicast route table entry for the node

that they received the RREP from.

The source node waits for a specific period of time and

enables only the received route with the greatest sequence

number and the lowest hop count to the nearest member of

the multicast tree. Consequently, it enables the chosen next

hop in its multicast route table, then unicasts an activation

message (MACT) to the chosen next hop. The next hop,

in turn, enables the source node entry in its multicast route

table. If this node is a member of the multicast tree, it

stops propagating this message. Else, it will have received

one or more RREPs from its neighbors. It keeps the best

next hop for its route, unicasts MACT to the selected next

hop, and enables the correlated entry in its multicast route

table. The aforementioned procedure continues until the

RREP originating node has been reached. After that, data

packets are forwarded only by nodes along the activated

routes.

The first member joining the multicast group becomes the

group leader. This leader maintains the multicast group

sequence number and broadcasts it to the group members

via a group hello message. The nodes use the group hello

information for updating their request tables. Furthermore,

MAODV has to actively track and react to changes in the

tree resulting from membership changes and node move-

ments.

ODMRP [7] uses a mesh-based approach. Hence, the mul-

ticast tree’s drawbacks, such as alternating connectivity, fre-

quent tree reconfiguration, and non-shortest path in a shared

tree, are avoided [7]. In ODMRP, the multicast packets are

forwarded only by a subset of nodes via scoped flooding.

It conducts on-demand procedures to dynamically main-

tain multicast group membership and build routes. When

a source has data to be sent and no already-chosen routes

to the group members are available, the source broadcasts

a join-query packet to the entire network. Join-query pack-

ets are broadcast periodically to update membership infor-

mation and refresh the routes.

Backward learning for the reverse path back towards the

source is used, i.e. routing tables are updated with the ap-

propriate ID of the node from which the message was re-

ceived. The message is rebroadcast if it is induplicate and

TTL is larger than zero.

Upon receiving a join-query packet, a multicast receiver

creates and broadcasts a join-reply to its neighbors. Once

a node receives a join-reply, it checks if the next hop node

ID of one of the entries is the same as its own ID. If

so, the node realizes that it is a part of the forwarding

group. Hence, it sets the FGFLAG. Accordingly, it broad-

casts its join table built upon the matched entries. The next

hop node ID field is filled by getting information from the

nodes’ routing tables. Thus, each forward group member

propagates the join-reply until reaching the source via the

designated shortest path.

After completing the route construction process and estab-

lishing the forwarding group, sources can multicast packets
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to the receiving nodes via these routes. While the source

has data to be sent, it periodically sends join-query packets

to keep the forwarding group and the routes fresh. A node

forwards a data packet only if it is not a duplicate and the

setting of the multicast group FGFLAG has not expired

yet. This procedure reduces the traffic overhead and avoids

sending packets over expired routes.

ODMRP adopts the soft state approach to maintain multi-

cast group members. Hence, no explicit control packets are

sent to leave a multicast group. When a source is about to

leave the group, it simply stops sending join-query pack-

ets, as it no longer has data to be sent. If a receiver is no

longer interested in a particular group, it does not send the

join-reply for that group. Nodes in the forwarding group

are treated as non-forwarding nodes if not refreshed before

they timeout. The relaxed connectivity makes ODMRP

more stable for mobile wireless networks [7].

3. Windmill Protocol

The proposed Windmill protocol consists primarily of five

phases: network setup, network maintenance and mem-

bership update, route instantiation, route maintenance and,

finally, data transmission. Table 1 presents the variables

and notations used in further discussions.

Windmill assumes that NN cooperative nodes are dis-

tributed randomly in a square-shape area and are aware of

their positions. During the network setup phase, the nodes

collaborate to divide the area into zones and elect an ini-

tial ZL for each zone. After that, communication between

ZL and the nodes interested in joining a specific group is

conducted. In Table 2, the packets exchanged during the

Windmill network setup phase are summarized. Upon us-

ing RDF, each node receiving a packet forwards the packet

only if it is closer to the destination node than its previous

Table 1

Variables and notations used

Notation Description Notation Description

NN Number of nodes ZL Zone leaders

DSn
Distance between the node and the center

DSm
Maximum possible distance between a node

of its zone and the center of a zone

SPn Node speed SPm Maximum possible node movement speed

BTn Remaining battery life (time) of a node n BTm Maximum possible battery life (time)

CPn CPU processing power of a node n CPm Maximum CPU power available

MMn Memory usage of a node n MMm Maximum memory capacity available

IPn IP address of node n SNn Sequence number issued by node n
Posn Position of node n GID Group number

Z[x,y] Zone number x, y ZL[x,y] Zone leader of zone number x, y

Dmov
Movement distance allowed before sending

PosZL[x,y] Position of ZL of zone number x, y
PosUpdate

DD
Distance between the forwarding node and the

DTH
Number of destination nodes in a zone

destination deciding to use RDF or ZBrd

RDF Restricted directional flooding ZBrd Zone broadcast

ProbLnz
Probability of node n being selected as ZL

Dcen
ZL distance allowed from the zone center

for its zone z before sending ZLElect

Table 2

Packets sent during the network setup phase

Packet identifier Stands for Description

ZLProb ZL probability
• Contains probability of a node to be elected as ZL of its zone

• Sent from each node in a specific zone to nodes inside that zone, i.e. ZBrd

ZLPos ZL position
• ZL of a zone to inform other nodes in it zone about its position

• Sent using ZBrd

JoinGroup Join group

• Nodes in a specific zone to ZL of that zone to inform it that they are interested

in joining a specific group

• Sent using RDF

PosUpdate Position update
• Nodes in a specific zone to ZL of that zone to inform it about their position

• Sent using RDF
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Fig. 1. Network structure at the beginning of the setup phase (a)

and after the network setup phase, after division of the area and

selection of ZLs (b).

hop. Upon using ZBrd, the nodes process a packet and

forward it only if they are within the intended zone.

At the beginning of the network setup phase, the net-

work’s area is divided into numerous equal-size square-

shape zones and initial ZLs for different zones are elected.

Figure 1 shows the network structure at the beginning of

the network setup phase, as well as after dividing the area

into nine (3×3) zones and electing ZLs.

Each node knows the zone it belongs to using its position,

the area coordinates, and the number of zones. Node posi-

tion is known via GPS, while the area coordinates and the

number of zones are stored in each node before deployment.

After dividing the area into zones, nodes inside each zone

will start electing a ZL. The ZLs are chosen to be near the

zone’s center, in order to make sure that the time needed

for communication between ZL and any node inside the

zone is almost the same. Next, each node n inside a zone

Z[x,y] is assigned a weight representing its probability of

being the ZL of a particular zone. The most important

aspects taken into consideration while selecting ZLs are the

distance between the node and the center of the zone that

the ZL will be responsible for DSn, the node’s speed SPn
and battery remaining life time BTn. Choosing a ZL that is

close to the center of the zone boundary and moving with

a low speed increases the probability of the communication

between ZLs of different zones being performed in one hop,

which helps protect important packets. Choosing ZLs with

low movement speeds also increases the probability that

the elected ZL will stay in the zone longer, and so there

is no need to re-elect a new ZL within a short period of

time. Moreover, choosing a node with a high remaining

battery life time reduces the likelihood the battery being

drained, i.e. reduces the probability of electing a new ZL

and transferring important and secure information in its

possession.

Two other important factors that should be taken into con-

sideration when electing a ZL are the CPU processing

power CPn and memory capacity MMn of the nodes. ZLs

with high CPU processing power and large memory signifi-

cantly affect network performance, since these ZLs may be

the bottleneck of the position management scheme.

Each node inside a specific zone uses these factors to cal-

culate the probability of itself being elected as a ZL for

a specific zone. Probability ProbLnz of node n in zone z
being elected as a ZL for that zone is:

ProbLnz = 0.2×
(

1−
DSn

DSm

)

+0.2×
(

1−
SPn

SPm

)

+0.2×
( BTn

BTm

)

+0.2×
( CPn

CPm

)

+0.2×
( MMn

MMm

)

, (1)

where: DSm is the maximum possible distance between a

node and the center of a zone, SPm is the maximum possi-

ble node movement speed, BTm is the maximum possible

battery life time, CPm is the maximum CPU power avail-

able, MMm is the maximum memory capacity available.

Values of the weights of different parameters are chosen

equally, since we believe that they are all important when

selecting the ZL. DSm is considered to be the distance be-

tween two opposite corners of a zone. SPm is a predefined

value that depends on the environment in which the pro-

tocol is deployed. BTm, CPm and MMm depend on the

current technology found in the market.

After calculating its probability of being elected as a ZL,

each node sends a ZLProb message to other nodes in

its zone using zone broadcast ZBrd. Upon receiving the

packet, each node will process it only if it is in the in-

tended zone Z[X,Y]. Otherwise, the packet is dropped. The

node with the highest probability in each zone will be the

ZL of that zone. At this step, we assume that the network

is error free and so all nodes within a specific zone receive

the same set of ZLProb messages. Now, the ZL node sends

the ZLPos message to inform other nodes in its zone about

its position. This message is also sent using ZBrd.

After that, only the interested nodes send JoinGroup and

PosUpdate messages to the ZL of their zone to inform it

that they are interested in joining a specific group and to

tell it about their positions. These packets are sent via
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Table 3

Packets sent during the network maintenance and membership update phase

Packet identifier Stands for Description

ZLElect ZL election

• Sent from ZL of a specific zone to nodes inside that zone to initiate

a new ZL election process

• Sent using ZBrd

ZLQuery ZL query
• Sent by a node entering a new zone to ask about its ZL

• Sent to first hop neighbors

LeaveGroup Leave group

• Nodes in a specific zone to ZL of that zone to inform it that they are no

longer interested in a specific group or when they are leaving the zone

• Sent using RDF

ZLProb, ZLPos, JoinGroup, and PosUpdate • As explained in the network setup phase

Table 4

Packets sent during the route discovery phase

Packet identifier Stands for Description

SRREQ Source route request

• Request sent from the source node using RDF to local ZL to ask about

destination nodes for the multicast session to be held

• Sent using ZBrd

IRREQ Internal route request

• Request sent from a specific ZL to the interested local destinations to

join the multicast session held

• This packet is sent using ZBrd if the number of destination nodes in

this zone is greater than DTH, else it is sent using RDF towards each

destination

ERREQ External route request

• Request sent from ZL of a given zone to neighbor ZLs using RDF, to

ask about destination nodes in the neighbor zone that are interested in

joining the multicast session

RDF. The use of RDF offers a high probability of finding

a path compared to the greedy solution. Such an approach

also reduces the resulting overhead compared with blind

broadcasting to the entire network.

3.1. Network Maintenance and Membership Update

During the network lifetime, nodes may move freely within

the network, may move in and out of the network and

change their group membership. The proposed protocol

tries to cope with these issues. In Table 3, the packets ex-

changed during the network maintenance and membership

update phase of Windmill are summarized.

Let us start with non-ZL nodes. Members joining a specific

group can leave it by sending a LeaveGroup packet to the

ZL of their zone. Moreover, any node can send JoinGroup

and PosUpdate messages to its zone ZL if it becomes inter-

ested in a specific group. These packets are sent via RDF

and contain the same fields as described in the network

setup phase.

Member nodes should also inform their ZLs about their

new position if they have moved a predefined distance Dmov
from their last known position. When a specific member

is about to leave the boundaries of its zone, it should send

a LeaveGroup message to the previous ZL. Then, it sends

a ZLQuery packet to ask about the ZL of the new zone.

This packet is sent to first hop neighbors and any node in

new zone may reply by sending ZLPos packet containing

the IP and position of the responsible ZL. Now the mov-

ing node can communicate with the new ZL by sending

JoinGroup and PosUpdate messages.

Regarding ZL nodes, a ZL sends a ZLPos message to in-

form other nodes in its zone about its new position if it has

moved Dmov from its last known position. This message is

sent using ZBrd.

If the ZL decided to depart its zone, its distance from the

zone center became higher than a pre-defined distance Dcen,

or if its battery is about to turn off, it may send a ZLElect

packet to initiate a new ZL election. This packet is sent

using ZBrd. Upon receiving this packet, each node inside

the zone will calculate its probability to become a ZL and

a new ZL will be elected, as discussed in the network setup

phase.

3.2. Discovery Phase

Table 4 presents the control packets exchanged to handle

the route discovery algorithm. When a source node de-

cides to initiate a multicast session, a source route request

(SRREQ) packet is first directed to its local ZL node to
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ask for possible participating nodes in the multicast ses-

sion held. The SRREQ packet continues to be propagated

restrictedly using RDF, until it reaches the intended ZL.

When the source ZL node receives the SRREQ packet, it

sends an external route request (ERREQ) packet to the four

neighbor ZLs. Here, we consider the case that ZLs of

adjacent zones may not be within the transmission range

of each other. Hence, multi-hop routing is assumed and

packets are sent across zones using RDF.

The source ZL also sends an internal route request (IRREQ)

packet only if there are interested nodes within this zone.

This packet is sent trying to find routes to the participating

nodes within this zone. Upon receiving the packet, each

node will process it only if it is in the intended zone Z[X,Y].

Otherwise, the packet is dropped. This packet is sent us-

ing ZBrd if the number of destination nodes in this zone

is greater than DTH. In the zone broadcast, upon deciding

to forward the packet, the node stores the IP address of its

previous hop IPI to be used in the reverse path. Also, it

alters the IPI field to be its own IP address and proceeds

with forwarding the packet. On the other hand, if the num-

ber of destination nodes in this zone is lower than or equal

to DTH, RDF will be used. In this case, ZL[X,Y] will pre-

pare a separate packet for each destination, and each node

processing the packet will forward it only if it is closer to

that destination.

Upon receiving ERREQ for the first time, the intended

neighboring ZL continues the route discovery process by

finding a route between itself and the neighbor ZLs (by

sending ERREQ), and later between itself and other desti-

nations in its zone (by sending IRREQ). The ERREQ packet

is propagated until it reaches all the network zones using

the forwarding strategy, as discussed later on.

Fig. 2. Forwarding ERREQ packet in Windmill protocol.

The proposed protocol utilizes the network division to for-

ward the ERREQ packets to discover the anticipated group

members with very low overhead, as well as to prevent

sending duplicate packets. In this subsection, the forward-

ing of ERREQ packets between the network zones is ex-

plained – see Fig. 2. The decision to forward the ERREQ

packet to the neighbor zones is the responsibility of the ZL

node.

The source node resides in zone Z[5,3]. Firstly, the ERREQ

packet is forwarded towards the border of the four neighbor

zones as the first forwarding step (in our example, there are

zones Z[4,3], Z[5,2], Z[6,3] and Z[5,4] are present).

If each zone receiving the ERREQ packet resends it to all 4

of its neighbors, meaning that a lot of duplicate packets are

produced. To overcome this, an efficient forwarding strat-

egy is proposed. This algorithm enables the ZL of each

zone to take part in delivering the packet to two neighbor

zones at the most. In this forwarding scheme, the ZL is

based on the number of the source zone Z[X,Y], and the

coordinates of the intermediate zone that is currently for-

warding the packet Z[x,y]. This forwarding strategy ensures

that the ERREQ packet is propagated through the network

with no duplicates and all the network zones are visited

only once (see to Fig. 2).

For example, assume that the packet is sent out from zone

Z[5,3]. Here, the ZL node of zones Z[4,3], Z[3,3], Z[2,3] and

Z[1,3] (area 1) forwards the packet to the zones that are

above and to the left of the current zone (if any). In the

following step, zones Z[1,2], Z[2,2], Z[3,2], Z[4,2], Z[1,1], Z[2,1],

Z[3,1] and Z[4,1] (area 5) send the packet only towards zones

to their left (if any). A similar strategy is used for packets

forwarding to other network parts to eliminate duplicate

packets.

The pseudocode of the forwarding strategy is illustrated

below, considering that the source zone is Z[X,Y], and the

current zone to forward the packet is zone Z[x,y]:

• if x = X and y = Y (source zone), then forward to

zones Z[X−1,Y], Z[X,Y−1], Z[X+1,Y] and Z[X,Y+1],

• if y = Y and x < X (area 1), then forward to zones

Z[X,Y−1] and Z[X−1,Y],

• if x = X and y < Y (area 2), then forward to zones

Z[X,Y−1] and Z[X+1,Y],

• if y = Y and x > X (area 3), then forward to zones

Z[X,Y+1] and Z[X+1,Y],

• if x = X and y > Y (area 4), then forward to zones

Z[X,Y+1] and Z[X−1,Y],

• if x < X and y < Y (area 5), then forward to zone

Z[X,Y−1],

• if x > X and y < Y (area 6), then forward to zone

Z[X+1,Y],

• if x > X and y > Y (area 7), then forward to zone

Z[X,Y+1],

• if x < X and y > Y (area 8), then forward to zone

Z[X−1,Y].

Figure 3 shows the control packets exchanged during the

route discovery phase of the Windmill protocol.
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Fig. 3. Packets sent during the route discovery phase.

3.3. Route Setup

The next step, after propagating the request packets, is to

setup the routes by sending the reply packets. Table 5

contains the control packets exchanged to handle the route

setup phase.

After forwarding the IRREQ packet and if it is interested in

participating in the session, node J commences the process

of setting up a route from the local ZL to itself by sending

an internal route reply (IRREP) packet. Each intermedi-

ate node forwards this packet to the node from which it

received the corresponding IRREQ packet. This process

continues until the packet reaches the intended ZL.

To reduce the network overhead, each zone leader ZL[x,y]

sends only one external route reply (ERREP) to the neigh-

bor ZL that forwarded the original ERREQ to it. This

packet is sent using the reverse path, until the ZL node that

issued the original ERREQ packet is reached.

To further reduce the overhead in the network, the source

zone leader ZL[X,Y] sends only one source route reply

(SRREP) to the source node S. Each node sends this packet

to the previous hop from which it received the original

SRREQ packet, until the packet reaches node S.

Fig. 4. Packets sent during the route setup phase.

Figure 4 shows the control packets exchanged during the

route setup phase.

3.4. Route Maintenance

During data transmission, some nodes may not receive data

packets due to broken links caused by failure or movement

of the nodes. When a link break is detected, the node

located upstream of the broken link sends a route error

(RERR) packet backwards to the upstream nodes to inform

them about this failure. Intermediate upstream nodes, upon

receiving this packet, clear the information related to the

downstream nodes, and re-forward the packet towards their

upstream nodes. Also, the nodes located downstream of

the broken link will clear the related entries and free the

resources when a predefined time has elapsed without re-

ceiving data from the upstream nodes.

When a ZL receives the RERR packet, it deletes the re-

lated entry from its routing table and initiates a new route

discovery process towards the affected destinations. Also,

if the source receives a RERR packet, it discovers that the

link between itself and the local zone leader is no longer

Table 5

Packets sent during the route setup phase

Packet identifier Stands for Description

SRREP Source route reply
• Reply sent from ZL of the zone of the source node indicating that there

are nodes in the source zone want to join the multicast session held

IRREP Internal route reply
• Reply from a given node to its local ZL setting up a route to itself

• Nodes reply to the first IRREQ they receive

ERREP External route reply

• Reply sent from ZL of a given zone to the ZL of the zone from which it

received the ERREQ packet. This packet indicates that there should be

a route passing through this ZL
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Table 6

Packets sent during the route maintenance phase

Packet identifier Stands for Description

RERR Route error
When a broken link is encountered during data transmission, the node that discovers

the broken link informs its upstream nodes about this failure using RERR packet

available. Accordingly, the source node deletes the related

entry from its routing table and initiates a new route dis-

covery process to reconstruct the broken route towards the

local ZL. Table 6 shows the control packet exchanged to

ensure route maintenance.

3.5. Data Transmission

The source node waits for a predefined time to setup the

routes to the nodes that want to participate in the multicast

session. Then, it starts sending data packets to the multicast

group members using the chosen routes. The multicast data

packets are sent along the multicast tree, from the source

to the ZL nodes. Whenever a data packet reaches the ZL

nodes, the ZL nodes forward a copy of the received data

packet to the members in their zone. Each intermediate

node simply re-forwards data packets to its successor in

the route determined during the route initiation process.

4. Performance Evaluation

In this section, a simulated performance evaluation of

MAODV, ODMRP and Windmill is presented. MAODV

and ODMRP protocols are considered for comparison pur-

poses, since they were proposed by the mobile ad-hoc net-

works working group at the IETF and are often considered

as benchmarks for evaluating performance of ad-hoc mul-

ticast routing protocols [8].

Global Mobile Simulation (GloMoSim) [37] is used as

a simulation tool to evaluate the performance of the three

protocols under consideration. A network with 60 mobile

nodes located within an area of 1000 m × 1000 m that is

divided into 4× 4 zones is considered. The nodes’ trans-

mission range of 250 m and channel capacity of 2 Mbit/s

are used. The initial positions of the nodes are chosen

randomly. After that all nodes are allowed to move in ac-

cordance with the random waypoint mobility principle, i.e.

each node travels to a randomly selected location at a con-

figured speed and then pauses for a configured pause time,

before choosing another random location and repeating the

same steps. A pause time between 0 and 10 s is simulated.

The maximum node mobility speed is 40 km/h.

The 802.11 MAC layer and constant bit rate (CBR) traffic

over user datagram protocol (UDP) have been used. For ei-

ther protocol, a routing packet processing delay of 1 ms is

assumed. In order to minimize collisions, a random delay

between 0 and 10 ms is introduced before retransmitting

the broadcast packets. Sources and destinations are cho-

sen randomly. One multicast group with a single source

and 20 members is simulated. The source sends data at the

rate of 20 packets/s. The size of data payload is 512 bytes.

Multicast group members are allowed to join and leave the

multicast group at any time during the simulation. Mem-

ber nodes are selected randomly with uniform probabilities.

Each simulation is performed for 300 s.

4.1. Performance Metrics

Five important parameters related to ad-hoc network mul-

ticast transmissions have been tested. These parameters

include the following: node mobility speed, number of

sources, multicast group size (members), network size and

number of zones. For each parameter, five performance

metrics are evaluated. The metrics were derived from the

ones suggested by the IETF mobile ad-hoc network work-

ing group for the purpose of evaluating routing/multicast

protocols [38]:

1. Packet delivery fraction (PDF). The ratio of the

number of data packets actually really delivered to the

multicast receivers versus the number of data packets

supposed to reach them. This evaluates the protocol’s

ability to discover and maintain routes, as well as

its effectiveness in delivering data to the intended

receivers.

2. Number of control packets transmitted per data

packet delivered (CPD). Instead of using a pure con-

trol overhead, we choose to use a ratio of control

packets transmitted to data packets delivered in or-

der to investigate how efficiently control packets are

utilized in delivering data to the intended receivers.

Packets used for route instantiation and maintenance

are considered upon calculating this metric. Further-

more, packets sent to construct and maintain the net-

work’s structure, update node positions and maintain

membership are considered as well. The transmis-

sion at each hop along the paths is included in the

calculation of this metric.

3. Number of control and data packets transmit-

ted per data packet delivered (CDPD). This metric

shows the efficiency in terms of channel access and

is very important in ad-hoc networks, since link layer

protocols are typically contention-based.

4. Average path length (APL) [hop]. The average

length of the paths discovered by the protocol. It

is calculated by taking the average number of hops

taken by each data packet to reach the destination.

5. Average route latency (ARL) [ms]. The average de-

lay needed for discovering a route to the destination.

It is defined as the average delay between sending
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a route request/discovery packet by a source and re-

ceiving the first corresponding route reply packet. If

a request is timed out and requires to be retransmit-

ted, the sending time of the first transmission is used

in calculating the latency.

Each point in the following figures is obtained by averaging

the results of five simulation runs with similar configura-

tions but various, randomly generated numbers.

4.2. Node Mobility Speed Effect

The node mobility speed has been varied to evaluate the

ability of the protocols to deal with route changes. Fig-

ure 5a shows the PDF of the three protocols as a func-

tion of mobility speed. ODMRP is more effective than

AODV and Windmill in PDF, as the maximum node speed

is increased from 0 to 80 km/h. This is caused by ODMRP

mesh topology which allows for alternative paths and makes

ODMRP more robust compared to MAODV and Windmill

which rely on a single path in their multicast tree. PDF

for the three protocols decreases with increasing mobility

speed, due to higher probability of link breakages and data

packet drops.

Since most ad-hoc network medium access control proto-

cols are contention based, having less packets transmitted

per data packet delivered is very important [7]. As shown

in Fig. 5b-c, CPD and CDPD for ODMRP are higher than

those for MAODV and Windmill. The increased ODMRP

Fig. 5. Node mobility speed simulations.
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CPD is due to its broadcast of the route request and reply

and the periodic refresh of routes from source to different

destinations. Moreover, bidirectional trees used in MAODV

and Windmill are more efficient, compared to mesh, and

avoid sending numerous copies of data packets to receivers,

i.e. lower MAODV and Windmill CDPD.

In MAODV, the multicast group leader maintains up-

dated multicast tree information by sending periodic group

hello messages. Windmill, on the contrary, does not re-

quire sending periodic group hello messages. Moreover,

MAODV sends the request packet to the entire network,

whereas in Windmill, the request packets between zones

are sent using RDF, and RDF or ZBrd are used only in-

side zones having destinations inside them. These two

points justify the lower value of CPD of Windmill com-

pared to MAODV. As far as network structure maintenance

is concerned, in Windmill, the process of dividing the area

into zones and initial ZL election is conducted once, at

the beginning of the network setup phase. After that, any

updates such those concerning nodes joining and leaving

groups, position updates and new ZL election processes,

are performed locally, inside the intended zone and most

properly using RDF. Hence, the impact of network struc-

ture maintenance group membership on the control over-

head is not noticeable. CPD and CDPD for the three

protocols slightly increase with an increase in mobility

speed, due to higher probability of link breakages and route

repairs.

Fig. 6. Number of sources.

68



A Scalable Multicast Routing Protocol for Mobile Ad-Hoc Networks

Regarding APL of the selected routes, Fig. 5d shows that

routes in Windmill are a little bit longer than those in

MAODV and ODMRP, since the routes are forced to pass

through ZLs.

Figure 5e demonstrates that ARL of MAODV is higher

than in the case of two other protocols. MAODV does not

activate a multicast route immediately. A potential multi-

cast receiver waits for a specified period of time, allowing

to receiving numerous replies before sending an activation

message along the chosen multicast route. On the con-

trary, ODMRP and Windmill activate the routes immedi-

ately. Moreover, ARL of the proposed protocol is a little

bit lower than that of ODMRP, since the number of re-

quest and reply packets received by each node in Windmill

is lower, which reduces the time spent by these nodes on

processing these packets.

APL and ARL for the three protocols slightly increase

along with increasing mobility speed, due to the higher

probability of link breakages and choosing other, longer

routes.

4.3. Number of Sources Effect

Next, the number of senders in the multicast group has

been varied in order to evaluate the scalability of different

protocols with respect to source nodes and the resulting

effective traffic load. Figure 6a presents the PDF of the

Fig. 7. Simulation results with varying group sizes.
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three protocols as a function of the number of senders.

ODMRP is more effective compared to MAODV in PDF

when the number of senders is low due to its mesh topol-

ogy. However, upon increasing number of senders from 1

to 5, ODMRP in particular does not scale well for PDF. In

ODMRP, every source node sends out, periodically route

requests through the network. When the number of source

nodes becomes larger, this causes congestion in the network

and the PDF drops significantly. MAODV, on the other

hand, maintains only one multicast group leader that pe-

riodically sends group hellos through the network. There-

fore, MAODV is more scalable compared to ODMRP [8].

As far as the proposed protocol is concerned, no periodic

packets are sent. However, the network structure will be

constructed for each source, as this justifies the moderate

decrease of PDF in Windmill.

Figures 6b-c show that CPD and CDPD for the three proto-

cols increase slightly with the increasing number of senders,

due to congestion resulting from packets being sent peri-

odically in ODMRP and MAODV, and from the network

structure of Windmill. This congestion also justifies the

increase in ARL shown in Fig. 6e.

Regarding APL of the selected routes, Fig. 6d shows that in

Windmill are a little bit longer than those in both MAODV

and ODMRP, since the routes are forced to pass through

ZLs. However, this difference decreases as the number of

sources increases, due to congestion forcing MAODV and

ODMRP to choose longer paths.

Fig. 8. Simulations with a varying network size.
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4.4. Multicast Group Size Effect

In this scenario, the size of the multicast group is varied to

examine the scalability of the protocol regarding number of

members. Figure 7a shows that ODMRP is more effective

than MAODV regarding PDF when the number of multicast

group members is low. However, ODMRP does not scale

well with multicast group size. There is a noticeable decline

in PDF as the multicast group increases to 30 members.

This can be attributed to collisions that occur from the

frequent broadcasts through the network [8].

MAODV and Windmill scale better in terms of CPD and

CDPD compared to ODMRP (Figs. 7b–c). This is due

to ODMRP broadcast of route request and reply packets,

periodic refresh of routes from the source to different desti-

nations, and sending multiple copies of data packets to re-

ceivers. This increased number of packets also contributes

to an increase in ARL and APL due to the time spent by

participating nodes on processing these packets and the in-

creased copies of data packets passing through longer paths.

4.5. Network Size Effect

For the fourth set of simulations, we varied the network

size in order to evaluate the protocols’ scalability for larger

network areas. Different network sizes have been consid-

ered with node density of 60 nodes/km2. Hence, the studied

networks are 500×500 m with 15 nodes, 750×750 m with

Fig. 9. Simulations results with varying number of zones.
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34 nodes, 1000×1000 m with 60 nodes, 1250×1250 m

with 94 nodes, and 1500×1500 m with 135 nodes.

Figure 8a shows that PDF of the three protocols decreases

with an increase in network size. Larger network size in-

creases the probability of having the source and destination

nodes far away from each other, which means that longer

routes are established and a higher probability of link break-

ages and data packet drops exists.

Figures 8b–c reveal that CPD and CDPD for the three proto-

cols increase with an increase in network size due to longer

routes and higher probability of link breakages that require

route repairs and high control over the packets. CPD and

CDPD for ODMRP are still higher than those for MAODV

and Windmill, due to increased control and data packets.

As far as APL of the selected routes is concerned, Fig. 8d

shows that routes in the proposed protocol are still a lit-

tle longer than in MAODV and ODMRP, due to the routes

passing through ZLs. APL and ARL for the three pro-

tocols increase with an increase in the network size, due

to increased probability of having the source and destina-

tion nodes far away from each other, i.e. longer routes and

extended setup times.

4.6. Number of Zones Effect

This parameter has been studied only for the Windmill pro-

tocol, since it is the only protocol dealing with the net-

work as zones. To examine the effect of the number of

zones, a network of 1 × 1 km is considered. This net-

work is divided into 4 zones, each having the dimensions

of 500× 500 m, 9 zones – each of 333.33× 333.33 m, 16

zones each of 250× 250 m, 25 zones each of 200× 200 m

and, finally, 36 zones – each of 166.67× 166.67 m.

Figure 9a shows that Windmill’s PDF is always above 96%.

This is an indication that it is highly effective in discovering

and maintaining routes, regardless of zone size. Neverthe-

less, the highest PDF is obtained upon dividing the network

into 9 and 16 zones.

Figures 9b–c reveal that the minimum CPD and CDPD val-

ues are obtained upon dividing the network into 9 and 16

zones. A large number of zones, i.e. with a small zone

size, results in a higher probability of nodes moving from

one zone to another, which means a higher control over-

head required to maintain the network structure and group

membership information, as well as to maintain the routes.

A large number of zones also means a higher control over-

head needed to discover external routes. On the other

hand, an increase in zone size results in a higher prob-

ability of having destination nodes in each zone, which

means a higher control overhead required to discover inter-

nal routes, especially when using ZBrd.

APL and ARL increase along with the increasing number of

zones (Figs. 9d–e). A large number of zones means longer

routes due to forcing the routes to pass through ZLs.

The analysis shows better performance in terms of PDF,

CPD and CDPD for Windmill, when the network is divided

into 9 and 16 zones. Moreover, moderate performance in

terms of APL and ARL is achieved upon dividing the area

into 9 or 16 zones. Hence, it is recommended to divide the

network into 3×3 or 4×4 zones.

5. Results Summary and Discussion

Numerous conclusions may be drawn from the simulation

results presented in the previous section:

• PDF for the three protocols is above 95% in most

scenarios. This indicates that the three protocols are

effective in discovering and maintaining routes for

data delivery, even with fairly high node mobility

levels and large area networks.

• The proposed protocol performs well in terms of

scalability, as it maintains the minimum CPD and

CDPD levels in all scenarios. The main reason be-

hind the gap between CPD and CDPD levels typical

of Windmill and those of MAODV and ODMRP is

that nodes in MAODV and ODMRP are unaware of

their and other nodes’ positions. Hence, all request

packets are sent using broadcasts to the entire net-

work. Additionally, both protocols require sending

periodic messages. Windmill, however, does not rely

on sending periodic messages. Furthermore, request

packets are sent between zones using RDF, with RDF

or ZBrd being only used inside zones, with destina-

tions located inside them.

• Slightly longer routes (higher APL) compared to

MAODV and ODMRP are the only expense of using

the new protocol, since routes in Windmill are forced

to go through ZLs.

• Roughly speaking, an increase in node mobility

speed, number of sources, multicast group size, and

network size results in decreasing PDF and increas-

ing CPD, CDPD, APL and ARL for the three proto-

cols. This is mainly due to higher probability of link

breakages which require route repairs and numerous

control packets.

• When using Windmill, it is recommended to divide

the network into 3× 3 or 4× 4 zones, since better

performance in terms of PDF, CPD and CDPD, as

well as moderate performance in terms of APL and

ARL is achieved when dividing the area into 9 or 16

zones.

6. Conclusions and Future Works

The establishment of efficient routes between sources and

the anticipated destinations is an important issue in mobile

ad-hoc networks. This paper proposes Windmill, a hierar-

chal multicast routing protocol that seeks to enhance per-

formance and scalability by dividing the network into zones

and by relying on RDF. The novel protocol has been as-

sessed and compared with its MAODV and ODMRP coun-

terparts. In MAODV and ODMRP, the nodes are unaware

of their and other nodes’ positions. Hence, all request pack-

ets are sent using a broadcast to the entire network. Addi-
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tionally, both protocols require sending periodic messages.

Windmill, however, does not involve sending periodic mes-

sages. Furthermore, the request packets are sent between

the zones using RDF, with RDF or ZBrd being only used

inside the zones, with destinations located inside them.

A detailed performance evaluation has been conducted.

Simulation results illustrate the efficiency of the three pro-

tocols in discovering and maintaining routes. Moreover,

Windmill performs well in terms of scalability, as it main-

tains the minimum CPD and CDPD levels, even with high

node mobility levels, large number of sources, large multi-

cast groups, and large networks. Windmill’s reduced CPD

and CDPD levels are a consequence of using restricted di-

rectional flooding to send request packets. On the other

hand, the proposed protocol’s reduced overhead comes at

the price of slightly longer routes.

There are still many open research issues related to ad-

hoc networks, such as quality of service and energy effi-

ciency. Security-related aspects stemming from the exis-

tence of malicious nodes performing different types of at-

tacks are an interesting area of research as well. This work

considered nodes that were evenly distributed from the ge-

ographical point of view. So, it is one of our future tasks

to study scenarios with dense and sparsely populated re-

gions of the network. Moreover, some improvements may

be introduced to Windmill as well, such as turning into

a dynamic/adaptive protocol by changing some details con-

cerning the current state of the network. Lastly, we aim to

implement and test the proposed protocol in real world con-

ditions.
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Abstract—Cloud computing is being rapidly adopted by many

organizations from different domains and large amounts of

data is stored in the cloud. In order to ensure data security,

the attribute-based access control mechanism has been emerg-

ing recently as a fine-grained access control model that grants

access based on the data user’s attributes. In this model, the

data owner builds the access policy using the attributes of

the data users and access to the data is granted only if the

requirements of such an access policy are satisfied. Cipher-

text policy-based attribute-based encryption (CPABE) is one

of the most widely used methods for providing encrypted ac-

cess control. Complex, time consuming and costly paring op-

erations are the major issue with the CPABE method. Hence,

another efficient method is needed to reduce the data user’s

overhead while decrypting data. This paper presents an effi-

cient method consisting in outsourcing decryption operations

to a third-party server, so that complex operations may be

performed by that machine with only some simple calculations

left on the data user’s side. The concept of a hierarchical ac-

cess structure is also integrated with the traditional CPABE

technique. The hierarchical approach enables the data owner

to encrypt multiple data using a single common hierarchical

access structure. This allows the user to decrypt only the rel-

evant part of ciphertext, depending on which fragment of the

hierarchical access structure is satisfied. The paper evaluates

also the performance of the proposed model in terms of time

and storage cost.

Keywords—cloud computing, CPABE, hierarchical access struc-

ture.

1. Introduction

In order to maintain authenticity of the data stored on cloud

servers, it is necessary to apply appropriate security mecha-

nisms. The data must be accessible to authorized users

only and access must be denied to other parties. In tradi-

tional models, access permissions will be granted by the

server on which the data is stored. However, the server

itself is an untrusted entity and if it is compromised, the

data may be accessed by any unauthorized person. Also,

in this approach, the data owner is completely dependent

on a third-party server for enforcing the data access poli-

cies. Hence, another approach in which the data owner

is capable of controlling the access policies and deciding

who can access the data is required. The modern attribute-

based access control model provides access to data based

on considering attributes of the data users and allows data

owners to establish access policies by combining attributes

and specifying which data user is allowed to access specific

data.

Attribute-based encryption (ABE) is a scheme that of-

fers encrypted access control by considering the user’s

attributes [1]. The access policy is built using different

logic gates and data user’s attributes. The scheme provides

fine-grained access control and relies on a one-to-many

encryption mechanism. Two different categories of the

ABE scheme may be distinguished: ciphertext policy-based

attribute-based encryption (CPABE) [2] and key policy-

based attribute-based encryption (KPABE) [3]. In the case

of CPABE, the user’s attributes are bound with a private key

used for decryption and the access structure is associated

with the ciphertext. The ciphertext is decrypted only when

the attributes associated with the decryption key satisfy the

access structure. In the case of KPABE, the ciphertext is

combined with the attributes and the access structure is

integrated with the decryption key.

CPABE is the most widely adopted scheme providing ac-

cess control based on specific attributes. The traditional

CPABE scheme proposed in [2] includes a rather costly

decryption process. The degree of complexity is increased

with the complexity of the access policy. This is a signifi-

cant the drawback of the scheme, as the data user incurs

a lot of overhead. In order to deal with this issue, an

outsourcing mechanism is applied, allowing to hand over

the costly operations to a third-party server. This machine

generates a transformed ciphertext which can be further de-

crypted by the data user. While decrypting the transformed

ciphertext, the user has to apply simple computations and

this reduces the burden on the data user’s side. In the

traditional scheme, each message is encrypted separately,

using the relevant access structure, and the ciphertext is
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generated. Sometimes, the different access structures are

hierarchically related and that can be combined to form

one common access structure which, in turn, may be relied

upon to encrypt multiple pieces of data together, instead

of encrypting them separately. Hence, the time required

for encryption and the storage cost related to the generated

ciphertext will be reduced by applying such hierarchical

access structures.

In this paper, an efficient CPABE scheme that utilizes the

hierarchical access structure to encrypt data is proposed.

Hierarchical access structures are built by combining mul-

tiple hierarchically related access structures. This approach

helps to encrypt multiple pieces of data together, and gen-

erate a common ciphertext. If the access structure is sat-

isfied fully, then the entire ciphertext is decrypted. If only

a specific portion of the access structure is satisfied, then

only the relevant portion of the ciphertext is decrypted. All

major pairing operations are outsourced to an outsourcing

server. This third-party outsourcing server returns the par-

tially decrypted ciphertext to the data user. Then, the user

can apply simple computations and can retrieve the original

data. This scheme takes advantage of both the hierarchical

access structure and the outsourcing approach. The pro-

posed scheme is less costly in terms of storing the cipher-

text and less time-consuming when it comes to performing

the decryption process.

The remaining part of this paper is organized as follows.

Section 2 describes the existing attribute-based encryption

methods that rely on the outsourcing mechanism. Section 3

elaborates on the proposed outsourced decryption and hi-

erarchical access structure-based CPABE scheme. The ex-

perimental analysis is described in Section 4. Conclusions

are presented in Section 5.

2. Related Work

The complexity of the decryption operation in a traditional

attribute-based encryption scheme depends primarily on

how complex the access policy used for encryption is. The

size of the generated ciphertext is quite large as well, mean-

ing that the scheme requires more time for decryption. The

overhead is incurred by the data user intending to access

the encrypted data. An outsourcing-based ABE scheme is

proposed in [4], eliminating the overhead stemming from

decryption operations. In this scheme, the ABE ciphertext

is converted into an ElGamal style ciphertext by the cloud.

Then, the data user may transform this ElGamal style ci-

phertext to plaintext with less processing. The drawback

of such an approach is that the correctness of the trans-

formed ciphertext is not verified. It may be the case that

a malicious cloud node may perform an incorrect transfor-

mation and, hence, the data user will not receive correct

data. A scheme that performs an outsourced decryption

along with a verifiable transformation is proposed in [5].

The correctness of transformation is verified by comput-

ing the checksum, which is a combination of one random

message and the original message to be encrypted. This

checksum and the random message are added to the cipher-

text. The data user may verify correctness by computing the

checksum again. An efficient outsourced ABE scheme with

verifiability of transformation based on the key encapsula-

tion mechanism is proposed in [6]. Here, the data is en-

crypted using symmetric encryption and the ABE approach

is applied for encrypting the symmetric key. The hash

value of the key is computed and is concatenated with

ciphertext. The hash function is once again applied on

this concatenated message and this hash is used to check

whether the transformation has been performed correctly

or not. The first hash value is used to check the integrity

of the encryption key. The ABE scheme with outsourced

decryption and verification that is CPA- and RCCA-secure

is presented in [7]. This scheme utilizes a random value

to check whether the cloud node has performed partial de-

cryption correctly or not. The message and the random

value are encrypted together. The scheme requires fewer

computation resources and the ciphertext is small in size

as well.

The standard model for a CPABE scheme with verifiable

outsourced decryption and with a constant ciphertext length

is presented in [8]. In this scheme the size of the cipher-

text does not increase, despite the growing number of at-

tributes or the complexity of access structure. The costly

paring operations are outsourced to the cloud node and the

data user can recover the message by applying very simple

computations. The scheme proposed in [9] provides a fully

verifiable outsourced decryption facility. The different ac-

cess policies are designed for authorized and unauthorized

users. The MAC is integrated with the ciphertext to ensure

that the transformation performed by the cloud is correct.

The scheme first verifies the correctness of the transformed

ciphertext and then decrypts the ciphertext to obtain the

plain text.

A scheme that outsources both encryption and decryption

operations to a third-party untrusted server is proposed

in [10]. Here, the exponentiation modulo computations are

outsourced to a third-party encryption server, so that the

overhead of the data owner can be reduced. An efficient

method for generating the transformation key is proposed

as well. The scheme verifies the correctness of the trans-

formed messages and, hence, ensures their verifiability. An

ABE scheme that supports hidden access policies is pro-

posed in [11]. In this scheme, the attribute name is kept

public, whereas the attribute value is kept hidden, so that

privacy can be maintained. The scheme also outsources the

costly paring operations to cloud nodes and data users can

verify the calculations performed thereby.

An online-offline scheme for resource constrained devices

operating in the cloud environment is proposed in [12]. It

uses the Chameleon hash function to generate an immedi-

ate ciphertext and blind it with the offline ciphertext. In

order to eliminate the overhead of decryption without au-

thorization, a ciphertext test is performed before decryption.

A verifiable and multiple authority-based ABE scheme is

presented in [13]. In this scheme, the majority of encryp-

tion and decryption operations are transferred to fog de-
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vices. This will reduce the overhead on the part of the

data owner and user. The scheme also presents a veri-

fication method to check the computations performed by

fog devices. An efficient revocation method for users and

attributes is also implemented. A fully outsourced ABE

scheme is presented in [14]. The CPABE scheme is imple-

mented by outsourcing all major tasks, such as encryption,

decryption and key generation. In order to manage the ad-

ditional communication overhead, key generation and en-

cryption operations are performed offline. In [15], an effi-

cient CPABE scheme that supports outsourced encryption

and decryption is presented. The scheme utilizes the fog

computing environment to outsource complex encryption

and decryption operations. The fog nodes are responsible

for partially encrypting the message and partially decryp-

ting the ciphertext. The scheme also includes an efficient

attribute revocation mechanism.

In [16], the authors present two different CPABE schemes,

where the encryption and decryption operations are out-

sourced. In the first approach, the untrusted service pro-

vider performs the complex operations related to encryp-

tion and decryption. On the other hand, the other ap-

proach includes a key encapsulation mechanism, with the

encryption and decryption operations being outsourced to

a semi-trusted service provider. A traceable and outsourced

decryption-based ABE scheme is presented in [17]. The

scheme provides an outsourced decryption facility to re-

duce burden of the data user. A mechanism for updating

policies while encrypting data is also included. A trace-

ability feature is also incorporated in this scheme, so that

malicious users can be detected.

3. Proposed Work

The CPABE scheme that supports hierarchical access struc-

ture and outsourced decryption is presented in this paper.

The hierarchically related access structures are combined

together to form a common hierarchical access structure.

This feature will allow encrypting multiple messages using

one common hierarchical access structure. The major is-

sue associated with traditional CPABE schemes is that the

Fig. 1. System architecture.

decryption operation is very costly computationally. The

decryption of a CPABE ciphertext requires complex paring

operations and this incurs computational overhead for the

data user. Hence, an outsourcing mechanism is proposed

permitting to transfer complex operations to a third-party

server. This unit will generate a partially decrypted cipher-

text without understanding any details about the original

message. Therefore, privacy of the original message will

be preserved. This outsourcing concept will reduce the bur-

den of performing complex tasks on the data user’s side.

The model of the proposed scheme is presented in Fig. 1.

The data owner generates access policies for the files that

they want to store along with cloud storage. The access

policies are prepared by combining attributes and logic

gates. These decide who can access the data. A set of

attributes of those users who are going to access the data is

maintained and is based on the sensitivity of data. A tree-

based access structure is generated to represent these condi-

tions. Hierarchically related access structures are combined

and one hierarchical access structure is formed. The data

owner encrypts the data by using such a hierarchical access

structure. This allows the data owner to encrypt multiple

pieces of data together and generate a common ciphertext.

This will reduce the efforts related to encrypting multiple

pieces of data separately by using different access struc-

tures. This will reduce the encryption time and also the

storage cost required to store separate ciphertexts. As the

CPABE scheme is implemented, the access structure is in-

tegrated with the ciphertext and is then stored in the cloud.

Global parameters of the system needed for encryption are

issued by a trusted authority.

The cloud service provider is responsible for handling all

requests of the data owner for storing the encrypted data

in cloud storage and also deals with the users who are

requesting access to the encrypted data. The data user

must possess the necessary attributes to access the data

from cloud storage. The service provider will transfer the

ciphertext to the outsourcing server for partial decryption

upon receiving a request from the data user.

The outsourcing server generates the transformed ciphertext

if the attributes of data users satisfy the access structure.

The hierarchical access structure is applied while encrypt-

ing the data. Hence, decryption is performed based on how

big a portion of the access structure is satisfied. If the com-

plete access structure is satisfied, then the user is allowed to

access all of information. On the other hand, if only a spe-

cific portion of the access structure is satisfied, then only

the data associated with that portion are accessible. Thus,

the hierarchical access structure allows decrypting of all

data or of its relevant portion. The outsourcing server only

partially decrypts the data and generates the transformed

ciphertext. The transformation algorithm will be applied in

such a way that the outsourcing server cannot read or un-

derstand anything about the original data. The actual data

can be retrieved only by the data user, by performing nec-

essary computations over the transformed ciphertext. The

transformation key is given to the outsourcing server to per-

form the partial decryption step. The partially decrypted
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ciphertext is sent to the data user. Now, the data user can

decrypt it using the secret key and can recover the actual

data.

3.1. Proposed Scheme

The proposed model comprises different phases, such as

system setup, encryption, key generation, transformation

key generation, partial decryption and decryption. The tra-

ditional CPABE system [2] is relied upon to implement

these phases.

The system setup phase is responsible for generating the

public key (PK) and the master key (MK). The trusted au-

thority generates these keys by taking global system param-

eters as input. Let G be the bilinear group of prime order

p with generator g and there is a bilinear map as e : G×G.

Then, the two elements α and β are selected over Zp. PK

is computed as PK =
[

G0,g,g
β
,e(g,g)α]

. MK is computed

as MK = gα .

The hierarchical access structure A serves as the input for

encryption, in the form of access tree, as well as PK and the

messages to be encrypted {m1, . . . mn}. Multiple messages

are encrypted by applying the hierarchical access struc-

ture and the ciphertext is generated. The polynomial qnode
and threshold value k are associated with each node of

the access tree. In the access tree, the attributes are present

at leaf nodes and their threshold value is 1. The threshold

values for AND and OR gate are set to 2 and 1, respec-

tively. The degree of the polynomial associated with each

node is set to one less than the corresponding threshold

value.

Let us assume there are n messages to be encrypted and

m attributes. The secret value s for the root node of the

hierarchical access structure is selected randomly, such

that s ∈ Zp. Let si be the secret associated with the root

node of the access structure meant for message mi. The

ciphertext components for i-th message are computed as

CT ′i = mi.e(g,g)αsi and CT ∗i = hsi , where h = gβ .

In access tree the attributes are present at leaf nodes. For

k = 1, . . . ,m attributes and for each such node we compute

Ci,k = gqk(0) and C′i,k = H
[

attribute(k)
]qk(0)

, where H is the

hash function.

Finally, the generated ciphertext is represented as:

CT =
{

A,{m1, . . . ,mn} ,

CT ′i ,CT ∗i ,Ci,k,C′i,k ,

∀i ∈ (1,n) ,

∀k ∈ (1,m)
}

.

In the key generation phase, SK is sent to the user by tak-

ing MK and set of attributes A as input. Let there be m
attributes in set A = {a1,a2, . . . ,am}. The random element

x over Zp is selected and for each attribute a j, a random

element y j over Zp is also selected. The secret key com-

ponent is computed as SK ′ = (gα+x)
1
β . For each attribute

a j, S j = gx
.H (a j)

y j and S
′

j = gy j is computed. The secret

key is represented as SK =
{

SK′,S j,S′j,∀ j ∈ (1,m)
}

.

Next, the transformation key (TK) is needed to support

the outsourced decryption. It is used by the outsourcing

server to partially decrypt the ciphertext. PK and SK are

taken as input and TK is generated as output by this phase.

The random element z over Zp is selected and for each

attribute a j random element y j over Zp is selected. Then,

D = (SK′)
1
z is computed and for each attribute a j, D j =

g
x
z
.H (a j)

y j
z and D′j = g

y j
z .

The partial decryption phase takes the ciphertext (CT) and

TK as input and generates the partially decrypted cipher-

text CT ′′. Complex paring computations are performed in

this phase by the outsourcing server. Partial decryption is

performed only when the user’s attributes satisfy the neces-

sary access structure. If the access structure is not satisfied

by the user’s attributes, then the phase returns null. If the

access structure is satisfied, then this phase recovers value

e(g,g)
xsi
z for each message. The transformed ciphertext for

each ciphertext CTi is computed as CT ′′i = (CT 1i, CT 2i).

Here, CT 1i = CT
′

i and

CT 2i =
e(CT ∗i ,D)

e(g,g)
xsi
z

.

In decryption phase the transformed ciphertexts CT ′′i , CT

and the TK are taken as input and the actual data is re-

covered. Now, for complete decryption, a simple operation

is required as:

mi =
CT 1i

(CT 2i)
z .

4. Performance Analysis

The proposed hierarchical access structure and the out-

sourced decryption-based CPABE scheme are implemented

using the Java JPBC library. Table 1 presents a comparison

of the proposed scheme and some existing solutions with

respect to the features adopted in each of the approaches.

As per this comparison, only the proposed scheme sup-

ports a hierarchical access structure and, hence, it is more

efficient in terms of encryption time and storage cost.

Table 1

Comparison of features

Scheme
Access Encryp- Outsourced Storage

structure tion time operation cost

[14]

LSSS Standard

Encryption,

Standard

key generation

and decryption

[10], [15], Encryption and

[16] decryption

Pro- Hierar-
Less Decryption Less

posed chical

Evaluation of the performance of the proposed scheme con-

sists in comparing it with schemes with and without out-

sourcing. The symmetric encryption technique is used to

78



An Attribute-Based Encryption Method Using Outsourced Decryption and Hierarchical Access Structure

encrypt the messages and the key used for encryption is

encrypted using the proposed CPABE scheme. The data

owner generates different hierarchical access structures, as

required. These access structures are used to encrypt mul-

tiple files.

Various experiments are carried out by varying the number

of attributes and the time needed to encrypt and decrypt is

measured. Also, the number of messages to be encrypted

is varied and the performance is measured with respect to

time required for encryption and decryption. The hierarchi-

cal access structure eliminates the need for generating mul-

tiple ciphertexts and, hence, considerably improves storage

cost as well. Storage cost is also compared by varying the

number of messages.

Comparison of the decryption time needed by the proposed

scheme, the traditional CPABE approach and CPABE with

a hierarchical access structure, with a varying the number

of attributes, is carried out and is shown in Fig. 2. As

the proposed scheme outsources the decryption to a third-

party server, the time required by the user to recover the

original message is much shorter when compared with the

traditional system. Therefore, the computation overhead of

the data user is also reduced. The number of attributes is

varied from 2 to 20. It can be observed from the Fig. 2 that

the proposed scheme needs less time for decryption than

the two remaining methods, for any number of attributes.

Fig. 2. Comparison of decryption time with respect to the number

of attributes.

The encryption time required by the proposed method is

also analyzed by varying the number of attributes. Perfor-

mance is compared with the traditional CPABE approach

without a hierarchical access structure (Fig. 3). It can be

observed that the proposed method outperforms the other

approach. This is possible because one common hierarchi-

cal access structure is used to encrypt multiple messages,

instead of encrypting them separately.

Fig. 3. Comparison of encryption time with respect to the number

of attributes.

Fig. 4. Comparison of time required for decryption components

with respect to the number of attributes.

Fig. 5. Comparison of time required for private key generation

with respect to the number of attributes.
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In the proposed system, decryption is outsourced to an out-

sourcing server. The decryption process involves various

components, such as transformation key generation, par-

tial decryption and complete decryption. The comparison

of time required for all these components, by varying the

number of attributes, is shown in Fig. 4. It can be observed

that the time required for transformation key generation and

partial decryption is linearly dependent on the number of

attributes. The time needed for complete decryption is al-

most constant, as very simple computations are performed

by the data user for decrypting the partially decrypted ci-

phertext.

Figure 5 shows the comparison of time required for se-

cret key generation, with different numbers of attributes,

by the traditional approach and the proposed scheme. The

proposed scheme takes less time to complete the operation

compared with the traditional approach. The time required

by the proposed scheme increases at a slower rate, com-

pared to other methods.

Fig. 6. Comparison of storage cost required for ciphertext with

respect to the number of files.

The comparison of storage cost needed for storing cipher-

text by the proposed outsourcing model and the traditional

scheme, for a different number of files, is shown in Fig. 6.

Ten different files with size of 1 KB each are considered for

evaluating the performance. The storage cost of the pro-

posed scheme is significantly lower compared with other

methods.

5. Conclusion

The paper presents an attribute-based encryption method

that utilizes the hierarchical access structure and the out-

sourcing mechanism. In the proposed scheme, the common

hierarchical access structure is generated by combing hier-

archically related access structures. Hence, multiple data

can be encrypted with this common access structure and an

appropriate portion of data is decrypted by satisfying the

relevant portion of the access structure. This reduces the

encryption time and storage space required for ciphertext.

In order to deal with the complexity of the decryption op-

eration, the outsourced decryption mechanism is presented.

Here, the cloud server performs the partial decryption pro-

cess and generates some intermediate ciphertext. Further,

this transformed ciphertext is decrypted by the user com-

pletely. The outsourcing mechanism reduces the burden of

complex operation on the data user’s side and makes de-

cryption process more efficient. Thus, the proposed scheme

constitutes an efficient approach for implementing attribute-

based access control for cloud data. The proposed method

is efficient in terms of encryption time, decryption time and

storage cost when compared with the traditional approach.
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Abstract—Real radar data often consist of a mixture of Gaus-

sian and non-Gaussian clutter. Such a situation creates one or

more inflexion points in the curve of the empirical cumulative

distributed function (CDF). In order to obtain an accurate fit

with sea reverberation data, we propose, in this paper, a tri-

modal gamma disturbance model and two parameter estima-

tors. The non-linear least-squares (NLS) fit approach is used

to avoid computational issues associated with the maximum

likelihood estimator (MLE) and moments-based estimator for

parameters of the mixture model. For this purpose, a combi-

nation of moment fit and complementary CDF (CCDF) NLS

fit methods is proposed. The simplex minimization algorithm

is used to simultaneously obtain all parameters of the model.

In the case of a single gamma probability density function,

a zlog(z) method is derived. Firstly, simulated life tests based

on a gamma population with different shape parameter val-

ues are worked out. Then, numerical illustrations show that

both MLE and zlog(z) methods produce closer results. The

proposed trimodal gamma distribution with moments NLS fit

and CCDF NLS fit estimators is validated to be in qualita-

tive agreement with different cell resolutions of the available

IPIX database.

Keywords—CCDF, estimation, least squares, MLE, modeling,

trimodal Gamma model, zlog(z).

1. Introduction

Modeling of unknown and non-stationary radar sea-clutter

statistics is a serious research subject for target detection

with a constant false alarm rate (CFAR). Compound Gaus-

sian class distributions are useful models for sea-clutter

observed by high resolution radars [1]. It is shown that

gamma, inverse gamma, lognormal, and inverse Gaussian

are efficient disturbances for the texture component charac-

terizing the variability of both sea surface conditions and

selected radar parameters [2]. A two-parameter family of

continuous probability distributions on the positive real line

is such a class of models.

Popular K distribution is widely applied in many disci-

plines of radar signal processing and is obtained from

a gamma distributed texture component. The well-known

Pareto type II model has been shown to occur as intensity

distribution of the compound Gaussian process with an in-

verse gamma texture [3]. The compound Gaussian inverse

Gaussian (CGIG) distribution is constructed if the modu-

lation component follows the inverse Gaussian law [4].

However, in situations when we have a sequence of sea

clutter with two or more distributions, compound-Gaussian

models cited above fail to fit in with empirical data.

This is particularly true for intelligent pixel X-band (IPIX)

backscatter obtained from a small grazing angle and/or

a low-range cell surface, using horizontal antenna polari-

zation for transmit and receive [5], [6].

Various distributions that are probabilistic mixtures of other

distributions have been proposed in the available litera-

ture [7]–[9]. Rosenberg et al. [7] analyzed the KK distribu-

tion for modeling the Ingara radar database with different

scenarios. The addition of multiple looks and a thermal

noise component is considered to produce greater accu-

racy of the mean and underlying shape parameters. In [8],

a mixture of K and lognormal distributions is proposed to

model the clutter data, the target data, or the mix of clutter

and target data. The ML method using the expectation-

maximization approach is presented for estimating the pa-

rameters of the mixture model. Experiments including syn-

thetic aperture radar (SAR) data are conducted to show

the effectiveness of the mixture model against KK and

lognormal-lognormal distributions. In [9], a trimodal dis-

crete (3MD) radar clutter model is utilized for modeling

radar sea-clutter. A six-parameter mixture model is consid-

ered in paper [9], involving a multi-look Gaussian clutter

scenario.

Parameter estimation of clutter models involving shape and

scale parameters is an essential task, particularly if coherent

or non-coherent detection processors are required to com-

ply with the CFAR property. In [10], the authors presented

moment-based methods including higher order moments,
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fractional order moments and log-moments for estimating

K distribution parameters. A method for synthesizing cor-

related K-distributed random fields is also reported. The

Gauss quadrature method based on Legendre and Laguerre

polynomials is applied to constrained non-integer order mo-

ments, zlog(z) and MLE approaches for the estimation of

Pareto type II, K and CGIG clutter parameters [11], [12].

Convergence is verified by using the first two integer order

moments, in which the estimation problem is reduced to

one dimension. Computer simulations are illustrated with

known and unknown clutter-to-noise ratio (CNR).

In [9], four estimation methods based on a mixture of Gaus-

sian distributed parameters are derived: two method-of-

moments estimators (i.e. integer order moments and frac-

tional order moments) and two other, based on NLS fit to

the CCDF and MLE procedures. Accuracy and the com-

putational time of the estimators is compared in terms of

sample size, number of pulses and clutter parameter values.

In [13], the Wilson-Hilferty normal-based approximation

method is proposed to estimate the parameters of a gamma

mixture model. The methodology uses a popular Gaus-

sian mixture clustering algorithm, namely the CLUSTring

(MCLUST) method and a confidence interval-based search

approach to obtain the estimates. Performance comparisons

with the existing expectation maximization (EM) approach

are performed using both simulated and real-life datasets.

In this paper, we extend the recent work presented in [9] by

using a mixture gamma distribution in a single-look trans-

mission. It is an alternative solution proposed as a more

accurate model in some scenes of the IPIX data (low range

resolution) labeled trimodal gamma disturbance. Because

gamma and incomplete gamma functions are presented in

this model, the NLS fit approach is applied in this work

to avoid computational issues associated with ML and mo-

ments estimators of the parameters of mixture models. For

this purpose, the matching of moments and the CCDF ap-

proach is proposed, in which simplex minimization is used

to obtain all model parameters simultaneously.

In the case of single gamma PDF, the zlog(z) method is

derived. Simulated life tests performed with the use of

the gamma population with different values of the shape

parameters are worked out at first. Numerical illustrations

show that both MLE and zlog(z) methods produce closer

results. The proposed trimodal gamma distribution with

moment NLS fit and CCDF NLS fit estimators is validated

to be in qualitative agreement with different cell resolutions

of the available IPIX database.

The paper is organized as follows. In Section 2, we ini-

tially review the mixture gamma distribution, the mixture

gamma CDF and the mixture r-th raw moment’s expression.

Then, in Section 3, we present the MLE- and zlog(z)-based

estimators for a single gamma distribution. After that, esti-

mation procedures based on NLS CCDF fit and NLS mo-

ments fit are presented for the mixture of two and three

gamma distributions. A series of numerical illustrations

is given in Section 4. Finally, conclusions are outlined in

Section 5.

2. Mixture Gamma Distribution

Analysis of high-resolution surveillance radar shows that

statistical mixture models fit accurately with land and sea

reverberation data. Gamma distribution is a two-parameter

family of continuous probability distributions. Exponential

distribution, Erlang distribution, and chi-square distribution

are special cases of the gamma model. The gamma PDF

of the random variable x is given by [14], [15]:

f (x;β ,α) =
β α xα−1

Γ(α)
e−βx

, (1)

where x denotes clutter intensity (power), Γ(.) is the gamma

function, α is the shape parameter and β is the scale pa-

rameter. Its CDF is:

F(x;α,β ) = γ(βx,α) , (2)

where γ(x,a) = 1
Γ(a)

x
∫

0
tα−1e−tdt is the lower incomplete

gamma function [16]. The r-th raw moment can be defined

as:

E[xr] = β−r Γ(α + r)
Γ(α)

. (3)

As discussed, many models, including gamma distribution,

fail to fit in well with real data that follow two or more

densities. This occurs when radar echoes are observed from

small range cells. To this effect, a general mixture gamma

distribution could be capable of describing the majority of

data scenarios given by [13]:

f (x; pi,βi,αi) =
n

∑
i=1

pi
β αi

i xαi−1

Γ(αi)
e−βix , (4)

where pi, i = 1, . . . , n is the probability, and n is the number

of gamma distributions. The corresponding CDF of Eq. (4)

is written as:

F(x; pi,αi,βi) =
n

∑
i=1

piγ(βix,αi) . (5)

The r-th raw moment is given as a function of the gamma

function with fractional variables:

E[xr] =
n

∑
i=1

piβ−r
i

Γ(αi + r)
Γ(αi)

. (6)

The mixture model has 3n−1 parameters, n discrete scale

parameters, βi, n discrete shape parameters αi and n− 1
probabilities pi. Note that, Eqs. (4)–(6) reduce to the mix-

ture expressions given by Bocquet et al. [9] with αi = 1,

βi = 1
bi

and a single look scenario transmission.

3. Parameter Estimation

In this section, we consider some estimators based on MLE,

log-moments, CCDF fit and moments fit of parameters for

gamma distribution and a mixture of two and three gamma

distributions.
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3.1. MLE and zlog(z) Estimators of Gamma PDF

The MLE method has been used to estimate shape and

scale parameters from a finite number of independent sam-

ples, x1, x2, . . . , xN observed [18]. This was achieved by

maximizing the likelihood function (LF), so that:










ln(α̂)− ln
(

〈x〉
)

=
∂

∂ α̂
ln
[

Γ(α̂
]

+
〈

ln(x)
〉

= 0

β̂ =
α̂
〈x〉

. (7)

Simplifying (7) allows to numerically determine α̂ as:







ln(α̂)− ln
(

〈x〉
)

−ψ(α̂)+
〈

ln(x)
〉

= 0

β̂ =
α̂
〈x〉

, (8)

where 〈.〉 denotes the empirical mean and ψ(.) is the psi

function [16]. From formula (8), it can be easily seen that

the resulting MLE for estimating α is non-linear and has

no closed form solutions. Many papers reveal that MLE

and zlog(z) estimators have approximate results, i.e. [17].

To obtain a short execution time, a closed form zlog(z)

estimator is derived below, but with some mathematical

manipulations of log-moments. Using the fact that:

Γ(x+1) = xΓ(x) ,
∂Γ(x)

∂x
= Γ(x)ψ(x)

and
psi(x+1) = ψ(x)+

1
x

[16] ,

the derivative of Eq. (3) with respect to the moment order

r is found to be:

∂
〈

xr
〉

∂ r
=
〈

xr ln(x)
〉

= β−r ln
( 1

β

)Γ(α + r)
Γ(α)

+β−r Γ(α + r)
Γ(α)

ψ(α + r) . (9)

Using the first integer moment, 〈x〉 and Eq. (9) using r = 0
and r = 1, we write:















〈x〉= β−1α
〈

ln(x)
〉

= ln
(

1
β

)

+ψ(α)
〈

x ln(x)
〉

= β−1 ln
(

1
β

)

α +β−1αψ(α +1)

, (10)

Manipulating formula (10) finally produces the closed form

zlog(z) estimator:


















α̂

[

〈

x ln(x)
〉

〈x〉
−

〈

ln(x)
〉

]−1

β̂ =
α̂
〈x〉

. (11)

Equation (11) has no special functions making it easier to

implement compared to (8).

3.2. CCDF Fit and Moments Fit Estimators

Recurrence relations of gamma and incomplete gamma

functions with real variables given in Eqs. (5) and (6)

are not easily tractable analytically. For the case of n = 2,

the corresponding CCDF and moments expressions are:


















CCDF(T ; pi,αi,βi) = pi
[

1− γ(β1T,α1)
]

+(1− p1)
[

1− γ(β2T,α2)
]

E[xr] = p1β−r
1

Γ(α1 + r)
Γ(α1)

+ p2β−r
2

Γ(α2 + r)
Γ(α2)

, (12)

where T is the normalized detection threshold. Note that

the manipulation of equations in formula (12), having five

parameters, could not reduce the complexity of the estima-

tion in one or two dimensions. Moreover, the use of log-

moments does not resolve such an estimation issue. There-

fore, the curve fitting technique is the most suitable ap-

proach for simultaneously estimating all model parameters.

Its convergence is related to the application of an effec-

tive optimization algorithm. Based on expressions (5), (6)

and (12), the fitness functions considered in this work are

written as the sum of quadratic errors between empirical

and theoretical quantities:























FitnessCCDF =
m1

∑
j=1

[

realCCDF j−
n

∑
i=1

pi
[

1−γ(βiTj,αi)
]

]2

FitnessMoment =
m2

∑
j=1

[

〈

xr j
〉

−

n

∑
i=1

piβ
−r j
i

Γ(αi + r j)

Γ(αi)

]2 ,

(13)

subject to αi > 0, βi > 0 and
n
∑

i=1
pi = 1. m1 and m2 denote

numbers of points used in the curves of objective func-

tions. To reduce the research space dimension to 3n− 2,

β1 expression may be inserted in (13) as a function of the

empirical mean 〈x〉 and the model parameters, so that:

β1 =
p1α1

〈x〉−
n

∑
i=2

pi
αi

βi

. (14)

Fig. 1. Simulated CCDF from mixture of gamma distributed

samples for: p1 = 0.3, p2 = 0.5, p3 = 0.2, α1 = 0.01, b1 = 0.006,

α2 = 1, b2 = 1, α3 = 1.2, and b1 = 0.48.
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To show the incapability of modeling radar sea-clutter with

a single gamma distribution, we simulate, in Fig. 1, a mix-

ture of Gaussian (i.e. α = 1) and gamma (i.e. α 6= 1) dis-

tributed clutter using the composition method [20]. The

distorted region of the CCDF curve exhibited by one or

more inflexion points is observed with the presence of

Gaussian and non-Gaussian samples in the data sets.

From [5], it has been shown that several data scenes of the

IPIX database have a similar nature as the CCDF curve

shown in Fig. 1, i.e. a mixture of two or three distributions

with different parameter values. Some of these scenarios

will be presented in Section 4 by means of two estimators.

Based on this, expression (13) is treated as a non-linear

optimization problem involving four or seven parameters

with a mixture of two and three gamma distributions, re-

spectively.

Many optimization algorithms have been proposed in the

literature [14], [19]. Some of them include genetic algo-

rithms, biography-based optimization, simplex minimiza-

tion, and particle swarm optimization [23]. For the purpose

of fast convergence, one has to resort to iterative simplex

minimization search based on the Nelder-Mead (NM) al-

gorithm [19].

3.3. Simplex Minimization Algorithm

Simplex minimization was widely used for solving a va-

riety of optimization problems. The NM simplex algo-

rithm [21], [22] is an enormously popular search method for

multidimensional unconstrained optimization. No deriva-

tive of the cost function is required, which makes the al-

gorithm interesting for noisy problems. The NM algorithm

falls in the more general class of direct search algorithms.

It maintains simplexes being approximations of the optimal

point. The vertices are sorted according to objective func-

tion values. The algorithm attempts to replace the worst

vertex with a new point which depends on the worst point

and the center of the best vertices. The goal of this part

is to provide an NM direct search optimization method to

solve the above constrained optimization problem given by

expression (13).

This algorithms is based on the iterative update of a sim-

plex made up of m+1 points S = {Vi}, i = 1, 2, . . . , m+1.

Each point in the simplex is called a vertex and is associated

with a function value fi = f (Vi). It uses four parameters:

coefficient of refection ρ > 0, expansion χ > 1 with χ > ρ ,

contraction 0 < γ < 1 and shrinkage 0 < σ < 1. The stan-

dard values of these coefficients are ρ = 1, χ = 2, γ = 0.5
and σ = 0.5. Moves of the NM simplex are executed ac-

cording to five main operators: reflection, expansion, inside

contraction, outside contraction, shrink after inside con-

traction, and shrink after outside contraction. These com-

ponents are interpreted by mathematical equations that are

detailed in [21], [22].

The cost function of each estimator is given in expres-

sion (13). In the NM optimizer, the search of unknown pa-

rameters is carried out with constraints, because all model

parameters are real positive. In particular, the two proba-

bilities of trimodal gamma distribution must be limited be-

tween 0 and 1. In the estimation procedure, scale and shape

parameters in (13) are restricted, in the following manner,

to the range of [0, 10]:







































αi = max
[

min(αi,10),0
]

βi = max
[

min(βi,10,)0
]

p1 = max
[

min(p1,1),0
]

p2 = max
[

min(p2,1),0
]

p2 = max
[

min(p2,1),0
]

p2 = max
[

min(p2,1− p1),0
]

, i = 1, . . . , n . (15)

The constraint of the probabilities, p1 and p2 in the interval

of [0, 1] is also considered in (15). Figure 2 summarizes

different steps of the optimization of formula (13) with the

constraint procedure given in (15) using an SM based on

the NM algorithm.

Fig. 2. Flowchart of the simplex minimization algorithm of

expression (13).

4. Numerical Illustrations

In this section, we assess the above MLE, zlog(z), SM

CCDF fit and SM moments fit estimators with the use

of both simulated and real IPIX databases. One, two and

three component gamma distributions are considered for es-

timation and modeling of some scenarios of the radar IPIX

database.

4.1. Gamma Model Case

Consider a random sample of size N = 1000 from a finite

gamma distribution with its PDF as defined in Eq. (1).

A number n = 1000 of Monte Carlo runs is used to average

MSE and bias criterion tests. MLE and zlog(z) methods
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given by formulas (8) and (11) are executed to estimate

gamma PDF parameters.

Through this simulation study, the performance of zlog(z)

estimator is assessed vis-à-vis the MLE method in terms of

MSE and bias estimates of the shape parameter as depicted

in Fig. 3. From these plots, a comparison of estimates

reveals that both approaches produce closer results.

Fig. 3. Estimation comparison of MLE and zlog(z) methods of α
for N = 1000 and n = 1000: (a) MSE metric test, (b) bias metric

test.

An implementation of the zlog(z) methodology will pro-

vide estimates with a shorter execution time than the MLE

method. The zlog(z) procedure may be attributed to the

fact that it uses, in the computation of the adaptive CFAR

detection, a threshold for radar targets embedded in gamma

distributed clutter with unknown parameters. The modeling

of IPIX data with a resolution of 30 m, VV polarization

and 13th range cell is checked, as shown in Fig. 4, using

the two estimators. Figure 4a shows a comparison of em-

pirical and estimated moments with the moments’ orders

between r = 0.1 and r = 2. Figure 4b highlights the fit

of CCDF with real data always using the two estimators.

Fig. 4. Modeling of IPIX data with a resolution of 30 m, VV

polarization and 13th range cell: (a) moments fit test, (b) CCDF

fit test.

It is clearly seen that a single gamma PDF is not capa-

ble of modeling such a data scene. Unfortunately, several

scenarios of IPIX data cannot be fitted by a single gamma

PDF as well. For the purpose of a goodness-of-fit with real

data, we consider in the following subsection a mixture of

two and three gamma distributions.

4.2. Mixture Gamma Model Case

In this subsection, SM moment fit and SM CCDF fit ap-

proaches for the estimation of a mixture of gamma dis-

tributions are implemented on IPIX real-life datasets, as

described in [12], [24]. The IPIX radar experimental data

we processed were collected at Grimsby, Ontario, Canada,

from the Communications Research Laboratory, McMaster

University.

Sea clutter sets to be used here are measured with the

use of the McMaster IPIX radar, a fully coherent X-band

radar, with advanced features, such as dual transmit/receive

polarization, frequency agility, and stare/surveillance mode.
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It is extremely versatile, as each feature is highly adjustable

through software in the control computer. Originally, the

IPIX radar was shorthand for “ice multi-parameter imaging

X-band” radar, called that way as the radar was designed for

the detection of growlers, i.e. small pieces of ice breaking

away from icebergs. After major upgrades introduced be-

tween 1993 and 1998, the high-resolution data collected by

the IPIX radar became a benchmark for testing intelligent

detection algorithms. Accordingly, the adjustable meaning

of the IPIX acronym was changed to “intelligent pixel pro-

cessing X-band” radar, where the term “pixel” refers to

a picture element [24]. The IPIX radar is equipped with

computer control and digital data acquisition capabilities.

In 1998, a database of high-resolution radar measurements

was collected in Grimsby, on the shore of Lake Ontario,

between Toronto and Niagara Falls, Canada. The 222 data

sets in this database focus specifically on the presence of

Fig. 5. Modeling of IPIX data with a resolution of 3 m, HH

polarization and 17th range cell: (a) moments fit test for the case

of 3 gamma PDFs, (b) CCDF fit test of 1 gamma, 2 gamma and

3 gamma PDFs.

Fig. 6. Modeling of IPIX data with a resolution of 15 m, HH

polarization and 5th range cell: (a) moments fit test for the case

of 3 gamma PDFs, (b) CCDF fit test of 1 gamma, 2 gamma and

3 gamma PDFs.

floating objects (targets) of varying size, observed under

varying weather conditions. A graphical representation of

all 222 datasets and images including radar return plots

and time Doppler spectra are available in [24]. The char-

acteristic features of the IPIX radar and the environmental

conditions under which the radar data was collected are

also presented in [24].

The above estimators are executed according to the

flowchart presented in Fig. 2. To start the optimization,

CCDF values in (13) are considered between 10−0.55 and

10−3. On the other side, 200 moments values with orders

between r = 0.1 and r = 2 are taken in formula (13). Our

first study concerns modeling of IPIX data with a high res-

olution of 3 m, HH (horizontal-horizontal) antennas polar-

ization and 17th range cell using one gamma, two gamma

and three gamma PDFs defined by Eqs. (1) and (4), as

shown in Fig. 5. Moment fit curves are depicted for the

case of 3 gamma PDFs – see Fig. 5a – and CCDF fit curves
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are presented for the case of 1 gamma, 2 gamma and 3

gamma PDFs (see Fig. 5b). From Fig. 5a, it is observed

that the mixture of gamma PDF moments has smaller er-

rors between empirical and estimated moment curves. This

indicates that this scenario of IPIX data has probably a mix-

ture of Gaussian and non-Gaussian clutter. From Fig. 5b,

the best tail fitting with such data is obtained by a mixture

of three gamma distributions using the CCDF fit estimator.

Fig. 7. Modeling of IPIX data with a resolution of 30 m, HH

polarization and 11th range cell: (a) moments fit test for the case

of 3 gamma PDFs, (b) CCDF fit test of 1 gamma, 2 gamma and

3 gamma PDFs.

Moreover, it is clearly seen in Fig. 6 that the IPIX data

with a resolution of 15 m, HH polarization and 5th range

cell are well modeled by a mixture of three gamma com-

ponents with the moment fit estimator. This means that

the proposed estimators converge to the best estimates of

respective 7 parameters.

Figure 7, taking into consideration the modeling study of

real data with a low resolution of 30 m, HH polariza-

Fig. 8. Modeling of IPIX data with a resolution of 3 m, VV

polarization and 21st range cell: (a) moments fit test for the case

of 3 gamma PDFs, (b) CCDF fit test of 1 gamma, 2 gamma and

3 gamma PDFs.

Table 1

Comparison of complexity (number of FLOP) and performance of different model structures
`

`
`

`
`

`
`

`
`

`
`

`

IPIX data

Estimator
SQE using 2 gamma CCDF SQE using 3 gamma CCDF SQE using 3 gamma 〈xr

〉

HH, 3 m and 17th cell 1.98×10−4 2.32×10−5 0.0195

HH, 15 m and 5th cell 8.48×10−4 3.57×10−5 0.0086

HH, 30 m and 11th cell 5.34×10−4 5.86×10−4 1.98×10−4

VV, 3 m and 21st cell 5.40×10−4 5.37×10−4 5.87×10−7
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tion and 11th range cell, shows the efficiency of both SM

CCDF fit and SM moment fit estimators. Here, two and

three gamma component models offer almost similar re-

sults. For the case of modeling IPIX data with a resolution

of 3 m, VV (vertical-vertical) antenna polarization and 21st

range cell, Fig. 8 depicts the different curves of moments

and CCDFs respectively. It is remarkable that the mixture

of three gamma PDFs additionally ensures goodness-of-fit

with real data. This model has the ability to track empirical

CCDF in the presence of different inflexion points. From

the above, it is shown that the SM moment fit and SM

CCDF fit ensure proper estimation results.

From the above results, the trimodal gamma distribution

fits IPIX data in most cases in terms of different range res-

olutions. Finally, the comparison of fitness function values,

i.e. the sum of quadratic errors (SQE) given in (13) is high-

lighted in Table 1. Residuals corresponding to the CCDF

NLS fit method are calculated for 10−0.55 <CCDF < 10−3.

On the other hand, residuals corresponding to the moments,

i.e. 〈xr
〉, the NLS fit method, are calculated for 0.01 < r < 2.

From Table 1, improved results are offered by the CCDF

NLS fit method for a mixture of 3 gamma populations.

5. Conclusion

Two methods for estimating parameters of a mixture of

gamma PDFs were introduced in this paper. One, two

and three gamma component models were considered for

the purpose of parameter estimation and modeling tasks.

The proposed zlog(z) approach does not involve the use of

numerical calculi, but it is used for the case of a single

gamma PDF.

Experiments showed that the latter is not suitable for mod-

eling IPIX data. In order to show the efficiency of the

proposed SM moment fit and SM CCDF fit, modeling of

several data scenes have been tested by means of two and

three gamma component models. From numerical illustra-

tions, it was shown that the best fit with radar echoes was

achieved by a mixture of three gamma PDFs.

The computational time associated with the proposed mo-

ment and CCDF fits is relatively high owing to the fact

that they search seven dimensional spaces. To conclude,

the application of the proposed mixture of three gamma

PDFs with SM CCDF fit and SM moments fit methods is

a novel approach to modeling IPIX radar echoes. In fact,

this model produces excellent tail fitting of the recorded

data.
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Amar Mezache received his

B.Eng. degree in Electronics/

Systems Control, the M.Sc. de-

gree and the Ph.D. degree, both

in Signal Processing, from the

University of Constantine, Al-

geria in 1997, 2000 and 2007,

respectively. He joined the De-

partment of Electronics, Univer-

sity of M’sila, in 2004 as a full-

time professor, where he has been teaching radar signal

detection and estimation, digital signal processing, power

electronics and control of DC/AC motors. His current re-

search interests include modeling and estimating parameters

of high-resolution sea clutter, radar CFAR detection, and

application of artificial intelligence in radar signal process-

ing. He holds the position of chairman of the Department’s

Scientific Committee.

E-mail: amar.mezache@univ-msila.dz
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Université Kasdi Merbah Ouargla

Ouargla, Algérie

90



Paper RED-LE: A Revised Algorithm

for Active Queue Management
Samuel O. Hassan

Department of Mathematical Sciences, Olabisi Onabanjo University, Ago-Iwoye, Nigeria

https://doi.org/10.26636/jtit.2022.160022

Abstract—The random early detection (RED) algorithm was

developed in 1993. Nearly three decades later, several im-

proved variants have been proposed by scientists. The use of

a (pure) linear function for computing packet drop probabili-

ty has turned out to be a disadvantage, leading to the prob-

lem of large delays. Such a problem may be addressed by

using linear and non-linear (i.e. as exponential) packet drop

probability functions. This paper proposes a revised RED

active queue management algorithm named RED-linear expo-

nential (RED-LE). This variant involves an interplay of linear

and exponential drop functions, in order to improve the per-

formance of the original RED algorithm. More importantly,

at low and moderate network traffic loads, the RED-LE al-

gorithm employs the linear drop action. However, for high

traffic loads, RED-LE employs the exponential function for

computing the packet drop probability rate. Experimental re-

sults have shown that RED-LE effectively controls congestion

and offers an improved network performance under different

traffic loads.

Keywords—active queue management, network congestion,

routers, RED-LE, simulation.

1. Introduction

Network congestion may be described as a condition in

which the amount of incoming data packets (generated traf-

fic) is greater than the amount that the network’s available

resources are capable of accommodating [1]–[5]. The prob-

lem of network congestion affects the quality of service

(QoS), as it leads to high packet delays, loss rates, and low

throughput [2], [4], [5]–[9].

A router plays an important role in the process of con-

trolling network congestion, as it allows to achieve im-

proved network performance rates [9]. Router-based con-

gestion control algorithms, such as active queue manage-

ment (AQM), effectively circumvent network congestion by

dropping packets at an early stage, before the buffer be-

comes full and sends a feed- back signal to sources in order

to reduce their transmission rates [10]–[12].

The most prominent type of an AQM algorithm is random

early detection (RED), developed by Floyd and Jacobson

in 1993 [11]. RED continues to serve as a basis for many

new AQM algorithms [12]. Upon the arrival of each packet

at the router, RED updates the average queue size (denoted

avg) which is used as an indicator for congestion detection.

To perform this computation, the current status of the queue

is examined.

If the router’s queue is non-empty, avg value is determined

using the exponential weighted moving average (EWMA)

mechanism in the following manner:

avg = (1−Wq)avg′ +(Wq×qcur) , (1)

where Wq ∈ [0,1] represents a preset weighting factor, avg′

represents the previously computed average queue size, and

qcur represents the current queue size.

However, if the router’s queue is empty, avg is determined

as:

avg = (1−Wq)
n×avg′ , (2)

with

n = f (q−current−time−q−idle−time) , (3)

where q−current−time denotes the current time,

q−idle−time denotes the beginning of queue idle time,

and f (t) denotes a linear function of time t.
The probability of dropping a packet in RED depends on

avg in the following manner:

Pb =











0, if avg ∈ [0,minT H)

maxP( avg−minT H
maxT H−minT H ), if avg ∈ [minT H,maxT H)

1, if avg≥ maxT H
,

(4)

where minT H is the router’s minimum queue threshold,

maxT H represents the router’s maximum queue threshold,

maxP represents the maximum packet drop probability, and

Pb stands for the initial packet dropping probability.

In RED, if avg∈ [0,minT H) then no packet will be dropped

and if avg ∈ [minT H,maxT H), then the packets are ran-

domly dropped with the probability of:

Pb = maxP(
avg−minT H

maxT H−minT H
) . (5)

Finally, if avg ≥ maxT H, then the packet is forced to be

dropped, with a probability of one. The final packet drop

probability Pa therefore given by:

Pa =
Pb

1− count×Pb
, (6)

where count represents the number of packets that arrived

since the last dropped packet.
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There are several models in literature that modify the

linear probability function of RED algorithm in an at-

tempt to overcome its weaknesses. In this paper, another

improvement-aiming modification is suggested, known as

the random early detection-linear exponential (RED-LE)

algorithm. The RED-LE algorithm uses both linear and

exponential packet drop functions instead of a (pure) linear

packet drop probability function of RED, while retaining

RED’s other characteristics.

The rest of the paper is organized as follows. A review of

related works on the RED algorithm is provided in Sec-

tion 2. A description of RED-LE is given in Section 3.

The simulation configuration is presented and the results

are discussed in Section 4. Finally, a brief conclusion is

given in Section 5.

2. Related Works

To increase the throughput of RED, Floyd developed,

in [13], the gentle RED (GRED) variant in which a linear

function is employed to compute the packet drop proba-

bility when avg lies within the minT H and maxT H queue

threshold range – Eq. (5) – while another linear function

is employed to compute the packet drop probability when

avg is within the maxT H and 2×maxT H threshold range –

Eq. (7):

Pb = maxP+(1−maxP)
avg−minT H

maxT H
. (7)

To ensure higher stability, Giménez et al. developed a new

RED variety called BetaRED, which involves a beta dis-

tribution function to compute the packet drop probability

instead of a linear function when avg value is within the

minT H and maxT H threshold range [12].

In [14], an attempt to reduce the number of input param-

eters for RED was made by Abdel-Jaber, known as Expo-

nential RED (RED E) in which a (pure) exponential drop

function given in Eq. (8) is employed to compute the packet

drop probability when avg value is between the minT H and

maxT H queue thresholds.

Pb =















0, if avg ∈ [0,minT H)

eavg− eminT H

emaxT H − eminT H , if avg ∈ [minT H,maxT H)

1, if avg≥ maxT H

.

(8)

To increase RED’s throughput, Zhang et al. proposed,

in [15], the MRED variety in which a quadratic function is

employed to compute the packet drop probability when avg
is within the minT H and maxT H queue threshold range

given by Eq. (9), while a linear function is employed to

compute the packet drop probability when avg is within

the maxT H and 2×maxT H queue threshold range as stated

in Eq. (10).

Pb = maxP
avg2−minT H2

maxT H2−minT H2 , (9)

Pb = maxP+(1−maxP)
avg−minT H

maxT H
. (10)

To achieve a trade-off between delay and throughput per-

formance metrics, Paul et al. suggested, in [16], the Smart

RED (SmRED) scheme, given in Eq. (11), in which

a quadratic function is employed to compute the packet drop

probability when avg lies within the minT H and Target
queue threshold range, while a linear function is employed

to compute the packet drop probability when avg lies within

the Target and maxT H queue threshold range:

Pb=































0, if avg∈ [0,minT H)

maxP
( avg−minT H

maxT H −minT H

)2
, if avg∈ [minT H,Target)

maxP
√

avg−minT H

maxT H−minT H
, if avg∈ [Target,maxT H)

1, if avg≥ maxT H
(11)

in which

Target = minT H +
maxT H−minT H

2
. (12)

In order to obtain improved throughput, Suwannapong and

Khunboa developed, in [17], yet another variety of RED,

named Congestion Control RED (CoCo-RED) which in-

volves both linear and an exponential drop functions. The

linear function is employed when avg value is within the

minT H and maxT H queue threshold range, while the ex-

ponential function is employed when avg value is within

the maxT H and K queue threshold range:

Pb=















0, if avg ∈ [0,minT H)

maxP
avg−minT H

maxT H−minT H
, if avg ∈ [minT H,maxT H)

abavg, if avg ∈ [maxT H,K)
(13)

in which

a =
1

(

e
ln(1/maxP)
K−maxT H

)maxT H ×maxP (14)

and

b = e
ln(1/maxP)
K−maxT H . (15)

Feng et al. [18] proposed a three-section RED (TRED)

which employs the usage of a non-linear drop action,

a linear drop action, and a non-linear drop function for

low, moderate, and high buffer occupancy rates, respec-

tively. TRED results in high throughput at high traffic loads

and achieves a reduced delay at high traffic loads.

In order to increase throughput, Zhou et al. proposed,

in [19], another variant named non-linear RED (NLRED)

in which a quadratic function is employed to compute the

packet drop probability when avg value is between the

minT H and maxT H queue thresholds.

To reduce the packet loss rate, Kumhar et al. developed,

in [20], quadratic RED (QRED) in which a quadratic func-

tion is deployed to compute the packet drop probability

92



RED-LE: A Revised Algorithm for Active Queue Management

when avg value lies within the minT H −maxT H queue

threshold range:

Pb =

(

avg−minT H
K−minT H

)2

(16)

or

Pb = 1−
(

K−avg
K−minT H

)2

, (17)

in which K represents the buffer size.

To achieve increased throughput, Adamu et al. developed,

in [21], the flexible RED (FXRED) algorithm. At low and

moderate traffic loads, i.e. when avg value lies within the

minT H and ∆ queue threshold range, FXRED uses a non-

linear function to drop packets. However, at high traffic

loads, i.e. when avg value lies within the ∆ and maxT H
queue threshold range, FXRED switches to a linear pattern

for aggressive drop action. In FXRED, ∆ was chosen in

the following manner:

∆ =
minT H +maxT H

2
. (18)

Furthermore, to improve throughput performance, the self-

adaptive RED (SARED) algorithm developed by Adamu

et al. in [4] is quite similar to RED, except that either

a quadratic or linear drop function is employed when avg
lies within the minT H and maxT H threshold range. The

quadratic drop function is employed for lower and mod-

erate buffer occupancies, while a linear drop function is

employed for higher buffer occupancies, respectively.

3. Random Early Detection-Linear

Exponential (RED-LE)

The proposed algorithm is named random early detection-

linear exponential (simply denoted by RED-LE). This re-

vised RED algorithm involves an interplay of linear and

exponential drop functions in order to increase the perfor-

mance of the original RED algorithm. The improved packet

drop probability is:

Pb=































0, if avg ∈ [0,minT H)

2maxP
avg−minT H

maxT H−minT H
, if avg∈ [minT H,Target)

elog(maxP)
2(maxT H−avg)
maxT H−minT H , if avg∈ [Target,maxT H)

1, if avg≥ maxT H
(19)

in which

Target =
maxT H +minT H

2
. (20)

Considering the curve given in Fig. 1, RED-LE breaks

the section between minT H and maxT H queue thresholds

Fig. 1. RED-LE’s drop probability function curve.

into two parts which include both a linear drop function

and an exponential drop function, such that:

• At low and moderate traffic loads which account for

cases with minT H ≤ avg < Target, the packet drop

function is expressed as:

Pb = 2maxP
avg−minT H

maxT H−minT H
. (21)

Target is a mid-point threshold defined according to

Eq. (20).

• At high traffic load which account for cases where

Target ≤ avg < maxT H, the packet drop function is

expressed as:

Pb = elog(maxP)
2(maxTH−avg)
maxT H−minTH . (22)

Using Eq. (22), a more aggressive drop action will

be achieved at high load.

It is worth to mention that Target serves the purpose of

distinguishing between two traffic scenarios: lower and

moderate buffer occupancies, and higher buffer occupan-

cies. A detailed pseudo-code for RED-LE is presented in

Algorithm 1.

4. Simulations

In this section, the proposed RED-LE AQM algorithm is

implemented using the ns-3 simulator [22]. The effective-

ness of RED-LE is evaluated and compared against two

algorithms, namely TRED and RED E, under three differ-

ent network traffic loads: low, moderate, and high.

The simulation double dumbbell topology (shown in Fig. 2)

consists of N TCP connecting sources transmitting to one

sink (denoted by D) via two routers R1 and R2. These two

routers R1 (with the algorithm implemented) and R2 are

connected together via a bottleneck link with a capacity of

10 Mbps and a propagation delay of 100 ms. Other hosts

are connected to the routers via 100 Mbps links charac-

terized by a propagation delay of 5 ms. The N number of
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Algorithm 1. Detailed RED-LE’s algorithm

1: Initialization:

2: avg = 0
3: count =−1
4: Upon every packet arrival do

5: Calculate the average queue size avg
6: if router’s queue is non-empty then

7: avg = (1−Wq)avg′ +(Wq×qcur)
8: else

9: Compute n in which

10: n = f (q−current−time−q−idle−time)
11: avg = (1−Wq)

n×avg′

12: end if

13: if avg < minT H then

14: Accept the packet

15: Set count = count−1
16: else if minT H ≤ avg < Target then

17: Set count = count +1
18: Based on the linear drop function compute the final

drop probability Pa:

19: Pb = 2maxP( avg−minT H
maxT H−minT H )

20: Pa = Pb/(1− count×Pb)
21: Drop arriving packet according to Pa
22: Set count = 0
23: else if Target ≤ avg < maxT H then

24: Set count = count +1
25: Based on the exponential drop function compute the

final drop probability Pa:

26: Pb = elog(maxP)
2(maxT H−avg)
maxT H−minTH

27: Pa = Pb/(1− count×Pb)
28: Drop arriving packet according to Pa
29: Set count = 0
30: else if maxT H ≤ avg then

31: Drop arriving packet

32: Set count = 0
33: end if

34: if count= -1 then

35: When the router’s queue becomes empty

36: Set q−idle−time = q−current−time
37: end if
38:

39: Saved variables:

40: avg: average queue size

41: q−idle−time: beginning of queue idle time

42: count: packets since last dropped packet
43:

44: Preset input parameters:

45: minT H: router’s queue minimum threshold

46: maxT H: router’s queue maximum threshold

47: maxP: maximum packet drop probability

48: Wq: weighting factor
49:

50: Other:

51: Pb: current packet marking probability

52: qcur: current queue size

53: q−current−time: current time

54: f (t): a linear function of time t

Fig. 2. Network topology.

flows was varied to indicate various levels of traffic loads in

the network. The TCP implementation used is New Reno.

The buffer size was set to 250 packets, while simulation

time was set to 100 s. Other configurations are shown in

Table 1.

Table 1

Simulation setup

Input parameter Algorithm Value

minT H TRED, RED E & RED-LE 30 packets

Target RED-LE 60 packets

maxT H TRED, RED E & RED-LE 90 packets

maxP TRED & RED-LE 0.1

Wq TRED, RED E & RED-LE 0.002

4.1. Scenario 1 – Low Load

In this scenario, the number of connecting sources is set

to 5. As shown in Fig. 3a, the RED-LE algorithm re-

duces the average queue size better than both TRED and

RED E algorithms. As shown in Table 2, RED-LE reduced

the queue size by 1.9437% and 14.1522% compared with

TRED and RED E, respectively.

Delay performance is shown in Fig. 3b, RED-LE outper-

formed both TRED and RED E. As shown in Table 3, de-

lays in RED-LE were by 0.0226% and 0.1140% shorter

when compared with TRED and RED E, respectively.

Figure 3c shows throughput performance. RED E clearly

outperformed both TRED and RED-LE, although the re-

sults of RED-LE were better than those of TRED. A de-

tailed analysis is presented in Table 4.

4.2. Scenario 2 – Moderate Load

In this scenario, the number of connecting sources is set

to 20. As shown in Fig. 4a, the proposed RED-LE algo-

rithm is clearly more efficient at reducing the average queue

size than both TRED and RED E algorithms. As shown in

Table 2, RED-LE reduced it by 5.2565% and 29.7475%

percentage decrement when compared with TRED and

RED E, respectively.

Delay performance is shown in Fig. 4b, RED-LE satis-

factorily outperformed both TRED and RED E. As shown
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Fig. 3. Low load condition graphs: (a) average queue size, (b) de-

lay, (c) throughput.

Table 2

Performance in terms of average queue size [packets]

Traffic load
AQM algorithm

TRED RED−E RED-LE

Low 11.1701 23.3786 9.2264

Moderate 16.3599 40.8509 11.1034

High 40.7549 62.0096 27.9556

in Table 3, RED-LE reduced the delay by 0.1777%

and 0.8593% compared with TRED and RED E, respec-

tively.

Table 3

Performance in terms of delay [ms]

Traffic load
AQM algorithm

TRED RED E RED-LE

Low 1.3918 1.4832 1.3692

Moderate 5.8040 6.4856 5.6263

High 15.2848 16.8606 14.3817

Figure 4c shows throughput performance. RED E clearly

obtained the highest value when compared with TRED and

RED-LE. An analysis is presented in Table 4.

Fig. 4. Moderate load condition graphs: (a) average queue size,

(b) delay, (c) throughput.
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Table 4

Performance in terms of throughput [Mbps]

Traffic load
AQM algorithm

TRED RED E RED-LE

Low 9.0105 9.4899 9.3054

Moderate 9.7709 9.7915 9.6858

High 9.7917 9.8696 9.5417

4.3. Scenario 3 – High Load

In this scenario, the number of connecting sources is set

to 50. Again, as shown in Fig. 5a, the proposed RED-LE

Fig. 5. High load condition graphs: (a) average queue size,

(b) delay, (c) throughput.

algorithm clearly outperformed both TRED and RED E al-

gorithms in terms of maintaining a small average queue

size. As presented in Table 2, RED-LE reduced the queue

size by 12.7993% and 34.0540% compared with TRED and

RED E, respectively.

The delay plot for the three algorithms is shown in Fig. 5b.

RED-LE clearly obtained shorter delays than both TRED

and RED E. As presented in Table 3, RED-LE reduced

them by 0.9031% and 2.4789% compared with TRED and

RED E, respectively.

Figure 5c shows throughput performance. RED E obtained

the highest value when compared with both TRED and

RED-LE. A more detailed analysis is presented in Table 4.

5. Conclusion

In this study, a modest modification is introduced to the

packet drop probability function of the RED algorithm.

More specifically, a RED-linear exponential (RED-LE)

algorithm was suggested for implementation in routers.

A comparison was made between the RED-LE algorithm

and two other AQM algorithms, namely TRED and RED E,

under various traffic load scenarios in a widely-used net-

work simulator. From experimental results, it can be con-

cluded that RED-LE ensures better and more efficient con-

gestion control by obtaining reduced average queue size and

delay values.
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Abstract—An electrically small microstrip patch antenna

based on high permittivity dielectric and magnetodielectric

materials (MDM) is investigated in this paper. The basic pa-

rameters of microstrip patch antennas based on high dielectric

and magnetodielectric materials are compared with other so-

lutions. The analysis shows that an MDM-based patch surface

is 7.14 times smaller when compared with a suspended plate

antenna. The use of MDM improves bandwidth and offers

perfect impedance matching between the material and free

space, over a much wider bandwidth.

Keywords—electrically small antenna, magnetodielectric mate-

rial, microstrip antenna.

1. Introduction

Electrically small antennas (ESAs) have become popular

these days due to their reduced size and ability of being

integrated on a chip. Such antennas are mainly used in

wireless, mobile communications, for instance in detection

and radio identification applications, as well as in medical

instruments and video equipment [1]. The key advantage

of ESAs is that the dimensions of the antenna are much

smaller than their operating wavelength. As it is the case

for any aerial (and the same applies to ESAs), efficient

radiation occurs when the operating frequency matches the

antenna’s resonance.

Because ESAs are small in general, their bandwidth is lim-

ited [2]–[4]. Their radiation resistance, meanwhile, is usu-

ally much smaller than the ohmic loss on the radiating ele-

ments. Thus, their radiation efficiency is suppressed. Tra-

ditional on-chip ESAs often rely on spiral-shaped metallic

structures, a solution which usually makes the bandwidth

and the loss issues even worse. To improve the performance

of ESAs, many efforts have been made to identify better

approaches to their design and fabrication.

Currently, high dielectric constant and low-loss materials

are usually used as substrates in the fabrication of miniatur-

ized antennas. Although a high degree of miniaturization

may be achieved using high permittivity dielectric materi-

als, some problems are encountered here:

• existence of a highly confined field around the sub-

strate results in narrow band and lower efficiency of

the RF components, such as the antenna,

• impedance in a high permittivity medium is low,

which makes it difficult to design proper impedance

matching between the source and the antenna.

Magnetodielectric materials (MDM) offer a promising way

forward in terms of miniaturization of the antenna and de-

signing ESAs that are capable of overcoming the above

mentioned issues [5]–[7].

2. Problem Statement

Microstrip patch antennas (MPA) are popular, low-cost,

low-profile aerial structures used when the specific appli-

cation requires a broadside radiation pattern with a high

Fig. 1. Schematic view of a coax-fed microstrip patch antenna.
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front-to-back ratio. In this paper, miniaturization of an

MDM-based patch antenna is presented and a comparative

analysis with its high dielectric permittivity counterparts is

performed. Figure 1 shows the patch fed below from a coax

along the resonant length, where L and W represent patch

dimensions, while x denoting the point of coaxial feed [8].

In general, wavelength in the patch substrate material and

impedance are interrelated, as shown in Eqs. (1) and (2) [9],

where:

λ =
λ0

√εrµr
, (1)

Z = Z0

√

µr

εr
. (2)

The MPA radiates from the currents induced on the patch.

Equivalently, the magnetic currents around the periphery of

the patch and from surface waves induced in the dielectric

slab. The surface waves radiate when they reach the edges

of the substrate and their emission contributes to the normal

patch radiation. The fringing fields from the patch to the

ground plane readily excite the lowest-order surface-wave

T M0 mode that has no low frequency cutoff. A dielectric

slab of any thickness supports this mode. Surface-wave

radiation is controlled by limiting the substrate area or by

adding etched photonic bandgap patterns to the open ar-

eas of the substrate. However, generally, surface waves are

undesirable. As the substrate thickness or dielectric con-

stant increase, the power ratio of surface waves increases as

well. The antenna’s impedance bandwidth includes directly

radiated power and surface-wave power [7].

The antenna quality factor QT is a combination of the

space-wave radiation QR, surface-wave radiation QSW , as

well as dielectric Qd = 1
tgδ , magnetic Qm, and conductor

Qc = h
√

π f µ0σ factors, such as:

1
QT

=
1

QR
+

1
QSW

+
1

Qd
+

1
Qc

+
1

Qm
, (3)

where tgδ is the dielectric loss tangent, σ is the patch

conductivity.

The antenna’s bandwidth is related to the quality factor:

BW =
1

√
2QT

. (4)

The MPA bandwidth can be calculated depending on sub-

strate parameters (h height, εr dielectric constant and µr
magnetic constant) and λ0 free space wavelength, accord-

ing to [9]:

BW =

96
√

µh√
ελ0

√
2(4+17

√εµ)
. (5)

MDM allows to miniaturize the antenna by the same factor

as a high permittivity dielectric material, however using

moderate values of εr and µr. As seen from Eqs. (1),

(2) and (5), by adding a magnetic material into dielec-

tric substrate and making the values of εr and µr nearly

equal, an improvement in substrate properties may be ex-

pected. The effect of adding magnetic material into di-

electric material reduces strong field confinement and the

medium becomes far less capacitive, but only in terms of

its dielectric features. Thus, the use of MDM allows to

miniaturize the antenna, improve its bandwidth and achieve

perfect impedance matching between the material and the

free space, over a much wider frequency range. The MPA

size may be calculated using Eqs. (6) and (7) [8], [9]:

Antenna width:

W =
c

2 f
√εrµr

. (6)

Antenna length:

L =
c

2 f
√εe f f µe f f

−2∆L , (7)

where

L = 0.412h
εe f f µe f f +0.3

εe f f µe f f −0.258
·

w
h +0.262
w
h +0.813

,

h is substrate height, εe f f is effective dielectric constant.

Feed point:

x =
L
π

sin−1
√

Ri

Re
, (8)

where Ri is input resistance, Re = ηλ0

πW
[

1− (kh)2
24

] resistance at

the edge, η is radiating efficiency.

Substrate sizes:

Ws = W +12h , Ls = L+12h . (9)

3. Results and Discussions

Microstrip antennas are researched under free space (sus-

pended plate antenna) conditions, with a high permittivity

dielectric and MDM set at 2.4 GHz.

Here, a full-wave numerical analysis based on FEM/MoM

is conducted to investigate MPAs with different substrate

materials in order to minimize antenna size. The considered

aerials are designed in the FEKO environment.

Suspended plate antenna sizes (εr = µr = 1) are calculated

using Eqs. (6)–(9), when the distance between the patch

and the ground (substrate height) h is 1.6 mm:

• patch size w = 61 mm, L = 58.4 mm,

• feed position from the center x = 9 mm,

• ground plane size wg = 89 mm, Lg = 91.5 mm.

VSWR of the antenna in the 2.38 . . . 2.42 GHz band is

lower than 2 (VSWR < 2), BW = 40 MHz, relative band-

width is δ = 1.66%, and at 2.4 GHz VSWR = 1.06 (Fig. 2),

gain in 2:1 VSWR band varies within the 9 . . .9.17 dBi

range (Fig. 3) and beamwidth is in the θ plane at 2.4 GHz

2θ0.5 = 62.19◦ as in ϕ plane 2ϕ0.5 = 68.64◦ (Fig. 4).
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Next, the Rogers RO3210 dielectric was used as a high

permittivity substrate, with its parameters equaling: εr1 =
10.2, h = 1.6 mm, tgδ = 0.0027. The antenna’s size and

feed point are calculated based on Eqs. (6)–(9):

• patch size w = 25 mm, L = 18.3 mm,

• feed position from the center x = 3 mm,

• substrate size ws = 47.8 mm; Ls = 41.1 mm.

Fig. 2. VSWR of the antenna for different substrates.

Fig. 3. Gain of the antennas for different substrates.

Using RO3210, the antenna’s 2:1 VSWR frequency band is

2.383 . . .2.41 GHz, BW = 27 MHz, relative bandwidth is

δ = 1.12%. At the central 2.4 GHz frequency, VSWR =
1.02 (Fig. 2), gain in 2:1 VSWR band varies within the

4.25 . . .4.88 dBi range (Fig. 3), and beamwidth at 2.4 GHz

is, in θ plane, 2θ0.5 = 102.9◦, in ϕ plane 2ϕ0.5 = 99.97◦

(Fig. 4).

For comparison with high dielectric MPA parameters, the

characteristics of the MDM material are chosen, thus µrεr
is equal to the permittivity of the selected high dielectric

material µrεr = 1 · εr1.

At first µr = εr = 3.2 are chosen as the applicable parame-

ters, the height and loss tangent are the same: h = 1.6 mm,

tgδ = 0.0027. Using formulas (6)–(9), the antenna sizes

and feed point are calculated as:

Fig. 4. Antenna radiation pattern at 2.4 GHz in (a) θ and (b) ϕ
plane for different substrates.

• patch size w = 26.3 mm; L = 19 mm,

• feed position from the center x = 5 mm,

• substrate size ws = 47.8 mm; Ls = 41.1 mm.

The MDM based antenna’s 2:1 VSWR frequency band is

2.349 . . .2.455 GHz, hence its absolute bandwidth is BW =
106 MHz, relative bandwidth is δ = 4.41% and at central

2.4 GHz frequency VSWR = 1.1. The antenna’s gain in

the 2:1 VSWR band (2.349 . . .2.455 GHz) varies within

the 4.9 . . .5.2 dBi range (Fig. 2), beam width in θ plane at

2.4 GHz 2θ0.5 = 101.9◦, in ϕ plane 2ϕ0.5 = 101.84◦.
In the second stage, the µr > εr case is considered with µr =
4.6 and εr = 2.2 as substrate parameters. Substrate height

is the same at h = 1.6 mm. Antenna sizes are identical

as in the case with µr = εr = 3.2, feed position from the

center is x = 6.5 mm. Under such conditions, the antenna’s

2:1 VSWR frequency band is 2.316 . . .2.479 GHz (absolute

bandwidth is BW = 153.1 MHz, while relative bandwidth is

δ = 6.37%). At the central 2.4 GHz frequency VSWR =
1.1 (Fig. 2). The antenna’s gain in the 2:1 VSWR band
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Fig. 5. Antenna surface current distribution for different sub-

strates: (a) εr = µr = 1, (b) εr = 10.2, µr = 1, (c) εr = µr = 3.2,

(d) εr = 2.2, µr = 4.6, (e) εr = 4.6, µr = 2.2.

(2.316 . . .2.479 GHz) varies within the 4.9 . . .5.3 dBi range,

beamwidth: in θ plane at 2.4 GHz 2θ0.5 = 101.4◦, in ϕ
plane 2ϕ0.5 = 101.7◦ (Fig. 4).

In the third stage, the µr < εr case is studied with µr = 2.24
and εr = 4.6 as substrate parameters, and the same height

h = 1.6 mm is considered. Antenna sizes are the identical

as those in the case of µr = εr = 3.2, feed position from

the center x = 3.8 mm. The antenna’s 2:1 VSWR frequency

band is 2.362 . . .2.432 GHz, while absolute bandwidth is

BW = 70 MHz and relative bandwidth is δ = 2.91%. At the

frequency of 2.4 GHz, VSWR = 1.1 (Fig. 2). The gain in

the 2:1 VSWR band (2.329 . . .2.474 GHz) varies within the

4.95 . . .5.1 dBi range (Fig. 3), beamwidth at 2.4 GHz: in θ
plane 2θ0.5 is 102.3◦, in ϕ plane 2ϕ0.5 is 101.9◦ (Fig. 4).

Surface current distribution is shown in Fig. 5. It may be

observed that an increase in permittivity creates a highly

confined field around the substrate. The increase of perme-

ability results in a decrease in surface current. The exis-

tence of a highly confined field around the substrate results

in a narrow band.

4. Conclusion

By performing numerical calculations, we have compared

conventional microstrip patch antennas based on a high di-

electric permittivity substrate with a new aerial based on

a magnetodielectric material.

MDM allows to miniaturize the antenna’s size by the same

factor as high permittivity dielectric material. By using

moderate values of εr and µr and by comparing the results

with a suspended plate antenna, we have concluded that the

patch surface may be thus reduced 7.14 times.

The antenna’s quality factor varies depending on substrate

permittivity and permeability. With high permittivity di-

electric materials, the existence of a highly confined field

around the substrate results in the narrowing of the band.

In MDM-based antennas, strong field confinement is re-

duced, and the medium one becomes far less capacitive,

but only in the dielectric part. Thus, the use of MDM

results in the miniaturization of the antenna, improvement

of its bandwidth and allows to achieve perfect impedance

matching between the material and free space over a much

wider bandwidth.

Consequently, an electrically small antenna with a wider

bandwidth is achieved using MDM in the case of µr > εr.
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Abstract—Randomness testing is one of the essential and eas-

iest tools for the evaluation of the features and quality of

cryptographic primitives. The faster we can test, the greater

volumes of data can be checked and evaluated and, hence,

more detailed analyses may be conducted. This paper presents

a method that significantly reduces the number of distances

calculated in the minimum distance, Bickel-Breiman, and m

nearest points tests. By introducing a probabilistic approach

with an arbitrarily low probability of failure, the number

of calculated distances proportional to the number of re-

quired distances and independent of the number of points was

achieved. In the well-known Diehard’s minimum distance and

3D spheres tests, the quantity of computations achieved is re-

duced by the factors of 394 and 771, respectively.

Keywords—Bickel-Breiman test, minimum distance test, m near-

est pairs test, randomness test.

1. Introduction

Testing of randomness is important, as a variety of analyses

concerned with cryptographic primitives may be reduced to

examining appropriately crafted binary sequences. In each

such case, the quality of the analysis increases with the

volume of data checked, but this leads to increases in time

and cost as well. Any improvements in randomness testing

translate directly into the quality of evaluation of RNGs,

symmetric ciphers, hash functions, and other cryptographic

primitives.

First proposed in Diehard as minimum distance and 3D

spheres tests, then found in TestU01 as m nearest pairs test

and, of course, ported to Dieharder as diehard 2dsphere and

diehard 3dsphere a family of minimum distance tests raised

and took its place in randomness testing. Computationally,

the main part of these tests consists in calculating distances

between n points randomly placed in a t dimensional hy-

pertorus. Naive implementation leads to the calculation of

n(n−1)/2 distances, which, in some cases, may be unac-

ceptable.

Dieharder and NIST’s Statistical Test Suite, are the two

most commonly used test suites. Both are slightly outdated,

but still remain popular due to their availability.

We will distinguish three test cases:

1. minimum distance,

2. m nearest pairs,

3. Bickel-Breiman.

The first one is a special case of the second case, but be-

cause it relies on a different method to speed up the calcu-

lation process, we make a distinction between the two.

The most general formulation is the closest-pair problem,

for which deterministic algorithms operating in O(n logn)
are known (described in [1]–[4]), as well as probabilistic

algorithms with linear complexity due to [5]–[6].

The best-known deterministic method for performing the

minimum distance test is based on Fischler’s upper estima-

tion for minimum distance. The algorithm may be found

in [7]–[9]. As shown in the following section, this method

is characterized by linear complexity.

The contribution of this research consists in introducing

a probabilistic approach to minimum distance estimation

with an arbitrarily low probability of failure. Even for ex-

tremely low probabilities of failure, it is possible to obtain

significantly lower estimations of minimum distance, lead-

ing to the number of calculated distances being independent

of the number of points.

Similar approaches for the m nearest pairs and the Bickel-

Breiman tests are proposed in the subsequent sections. In

all three tests, we obtained the number of calculated dis-

tances that was proportional to the number of the needed

distances and was independent of the number of points or

the number of dimensions.

In the remaining part of this paper, for the sake of clarity,

we shall simply refer to a cube and a torus, instead of a t
dimensional hypercube and a hypertorus.

2. Minimum Distance Test

In this paragraph, we will consider an algorithm deployed

to identify two nearest points between n points that are

randomly placed in a t dimensional hypertorus. In 2002,

Fischler published a paper [7] on correcting and speeding

up minimum distance tests, like the two mentioned from

Diehard. Fischler’s method is based on dividing the torus

into equal cubes and on calculating distance only between

points in the same or adjoining cubes. The smaller the

cubes, the fewer distances have to be calculated. But below

a certain point, no points in the same or in adjoining cubes

may be identified, and an error occurs. Fischler gave the

upper estimate for the minimum distance in the set of n
points in a t dimensional unit hypertorus:
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D 6

√
t

t
√

n
,

it is equal to twice the length of the edge of the sub-cube.

As it will be shown below, this is unnecessary over the

secure approach.

To determine the expected number of calculated distances,

let us consider to-the-right-and-down approach illustrated

in Fig. 1 for the two-dimensional case.

Fig. 1. To-the-right-and-down approach for calculating distances

in a 2D torus.

For every cube (fully colored), we need to calculate the

distance for every pair of points in that cube and from

every point to all points in cubes to the right and down

(highlighted by corresponding light color).

For t > 2 dimensional case we can for example test all cubes

in volume consisting of a series of 3-by- . . . , -by-3 t − 1,

t−2 . . . , 3 cubes, “line” 3-by-1 and single cube. Note that

the last two can be treated as one- and zero-dimensional

cubes-of-cubes. The total number of cubes in this volume

is (3t −1)/2. From Fischler’s formula, we can calculate

the number of cubes as:

⌊

2 t
√

n
√

t

⌋t

6
2tn

t
t
2

.

Note that only for t up to 4 expected number of points in

every cube will not exceed 1.

Using binomial distribution, the expected number of calcu-

lated distances per cube is:

EF =
n

∑
i=2

(

i
2

)(

n
i

)

pi (1− p)n−i

+
3t −1

2

n

∑
i=1

i
(

n
i

)

pi (1− p)n−i
n−i

∑
j=1

j
(

n− j
j

)

p j (1− p)n−i− j

=
1
2

n(n−1) p2 (3t (1− p)+ p
)

,

where p =
⌊

2 t√n
√

t

⌋−t
.

If we omit the floor function in p for a large n, we get the

approximation:

EF ≈
1
2

(

3t
4

)t

,

and the total number of calculated distances:

1
2

(

3
2

)t

t
t
2 n.

In Diehard’s minimum distance test, we have n = 8000
and t = 2, which gives us the maximum number of 1262

squares and the expected number of calculated distances

slightly exceeds 18,138. For the 3D spheres test, we have

n = 4000 and t = 3, which gives the maximum number

of 183 cubes and the expected number of calculated dis-

tances 37021. For n = 3000 and t = 5 one would get 45 5D

cubes and expected number of calculated distances equal-

ing 1,066,477. Those numbers mean, respectively, 1,764,

216, and 4.2 times fewer computations compared to the

basic naive algorithm.

From Fig. 1, we can observe that the distance is calculated

if and only if two points collide in the same double-cube

cube composited from (3t −1)/2 base cubes. To find two

nearest points, all we need is at least one such collision,

which leads us to a different approach of finding the maxi-

mum number of dividing cubes.

We start from the probability of no collisions when placing

n points in K boxes being small enough:

K!
(K−n)!Kn 6 ε ,

where ε can be, for example, 10−20.

For efficiently solve this inequality for K, the well-known

relation is used:

e−x
> 1− x ,

which leads to:

K!
(K−n)!Kn =

n

∏
i=1

K− i+1
K

=
n

∏
i=1

(

1−
i−1

K

)

6

n

∏
i=1

e−
i−1
K = e−

1
K ∑n

i=1 (i−1) = e−
n(n−1)

2K 6 ε ,

and the upper limit for K is:

K 6−
n(n−1)

2lnε
.

However, the number of boxes K is not the number of

needed cubes, which in fact is:
⌊

−
n(n−1)

2lnε

⌋

3t
.

In the following considerations, the following formula will

be used:
⌊

t

√

−
n(n−1)

2lnε

⌋t

3t
.

104



Speeding Up Minimum Distance Randomness Tests

Similarly, we can calculate the expected number of calcu-

lated distances per cube:

EC =
1
2

n(n−1) p2 [3t (1− p)+ p
]

,

where p =

⌊

t
√

− n(n−1)
2lnε

⌋−t

3−t .

Assuming n is large after omitting the floor function, we

get:

EC ≈
2ln2 ε

n(n−1)3t ,

and the total number of calculated distances is:

− lnε ,

which is independent of the number of points.

According to proposed method for the three examples, we

have:

• 24992 squares and 46 distances,

• 1653 cubes and 48 distances,

• 275 5D cubes and 76 distances.

Those numbers mean that the number of computations is

394, 771, and 14,033 times smaller compared to Fischler’s

method, respectively.

If, instead of inequality for e−x, Stirling’s approximation for

factorial is used, a slightly better formula may be obtained:

(

K
K−n

)K−n+ 1
2

e−n
6 ε ,

which unfortunately cannot be efficiently solved for K and,

therefore, was omitted. However, there is not so little flaw

in this method.

According to the approach shown in Fig. 1, for any point put

into a torus, the distances would be calculated only to the

Fig. 2. A flaw in to-the-right-and-down approach.

points in the same or neighboring sub-cubes. Unfortunately,

in some cases this could lead to a failure in finding the

nearest point.

Let us consider a 2-dimensional case and a point which is

located somewhere in the center square. The smaller green

circle shown in Fig. 2 covers the entire area inside a 3-by-3

square, such that for any point therein, if there are points

closer to the one that is marked, then they are also in that

area. This is not true for a larger circle. In this case, for

every point outside the green circle, there are points outside

the 3-by-3 square which are closer to the one marked, but

because they are not situated in the neighboring squares,

they will not be included in the search. This error can

be fully eliminated only when Fischler’s formula is used,

because it guarantees that the minimum distance will be

lower than the radius of the smaller circle. The largest

circle corresponds to all points taken into consideration. In

a 2-dimensional case, a 3-by-3 square occupies less than

36% of the maximum size circle, in 3D – less than 16%

of the maximal sphere, and in 5D – less than 2.6%, which

creates a significant discomfort.

We will use the cumulative distribution function for the

minimum distance between n points in a t dimensional hy-

pertorus:

Pr(D 6 d) = 1− e
−dt n(n−1)Vt (1)

2 ,

where

Vt (r) =











πhrt

h!
, t = 2h ,

2hπh−1rt

t!!
, t = 2h−1 ,

is the volume of a t dimensional hypersphere of ra-

dius r [10].

After skipping the floor function, in the minimum distance

test, we get the length of the sub-cube’s edge, which is

equal to the radius of the smaller circle as:

K =
1
3

t

√

−2lnε
n(n−1)

,

and the probability of the minimum distance being greater

is:

ε
Vt (1)

3t ,

which for ε = 10−20 equals 10−7 for t = 2, 0.00079 for

t = 3, and 0.369 for t = 5.

By inverting this argumentation, we can easily find such

a sub-cube size that assures an arbitrarily low probability

of that flaw affecting the computed distances. From:

e
−dt n(n−1)Vt (1)

2 6 ε ,

we get

d >
t

√

−
2lnε

n(n−1)Vt (1)
,
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which returns the number of sub-cubes

K =

⌊

t

√

−
n(n−1)Vt (1)

2lnε

⌋t

.

Assuming n is large and omitting the floor function, the

total number of calculated distances is:

− lnε
3t

Vt (1)
.

According to the proposed method, for the same three ex-

amples, we have:

• 1,5152 squares and 251 distances,

• 913 cubes and 573 distances,

• 145 5D cubes and 4,065 distances.

Those numbers are substantially worse than those obtained

previously, but the expected number of computed distances

is still independent of the number of points.

This flaw will not play an important role in the following

two tests, because the number of points in each 3-by- . . .

cube will be significantly greater than one.

3. Bickel-Breiman Test

In the Bickel-Breiman test [11], the aim is to find the near-

est point for every point out of n points randomly placed

in a t dimensional hypertorus. In this case, the analytic ap-

proach leads to the lack of ability of dividing into sub-cubes

– for a randomly chosen point, the maximum distance to

the nearest point is
√

t
2 .

To cope with this, we need a collision for every point

placed, so we start with the probability of not finding any

other point in the 3t cube:

(

1−
3t

K

)n−1

,

and then the probability that not all the points will find

their neighbor is:

1−

[

1−
(

1−
3t

K

)n−1
]n

6 ε .

With simple transformations we obtain:

K 6
3t

1− n−1
√

1− n
√

1− ε
.

As before, the expected number of calculated distances per

cube is:

EBB =
1
2

n(n−1)
1

K2

[

3t
(

1−
1
K

)

+
1
K

]

,

and the total number of calculated distances:

1
2

n(n−1)
1
K

[

3t
(

1−
1
K

)

+
1
K

]

,

which is analogically in naive method, “only” with coeffi-

cient 1
K

[

3t
(

1− 1
K

)

+ 1
K

]

.

This time the improvement is not as spectacular as in the

previous case. It could be approximated as:

1

1− n−1
√

1− n
√

1− ε

times faster.

For the same three examples, this time we have:

• 362 squares and 144 times fewer calculated distances,

• 123 cubes and 64 times fewer calculated distances,

• 65 5D cubes and 32 times fewer calculated distances,

than in the naive approach, when ε = 10−20.

4. m Nearest Points Test

This test can be found in the TestU01 library [12] and is

described in paper [10].

Because of the existing recommendation that n > 4m2, we

can assume that the number of nearest points m is much

smaller than the total number of points n. In fact, it is

so small that in every case from examples presented in

Section 3, we get more distances calculated per every sub-

cube than actually needed.

To find m nearest pairs, at least m collisions are needed,

having the probability of:

1−
m−1

∑
r=0

K!
(K−n+ r)!Kn

{

n
n− r

}

.

For given n and m, while applying Stirling’s formula for

factorial and tabulating values of all needed Stirling’s num-

bers, the number of cubes K can be efficiently computed

Fig. 3. Expected number of calculated distances as a function of
√

n in a 2-dimensional case.
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Fig. 4. Expected number of calculated distances as a function of
√

n in a 5-dimensional case.

Fig. 5. Expected number of calculated distances as a function of

the number of dimensions.

numerically. Like in the minimum distance test, the ob-

tained value of K should be multiplied by 3t .

On the three examples researched, we have:

• 1,4552 squares and 1632 times fewer calculated dis-

tances,

• 1233 cubes and 1,076 times fewer calculated dis-

tances,

• 245 5D cubes and 1,024 times fewer calculated dis-

tances,

than using the formula for the Bickel-Breiman test, so the

effort pays off.

The three graphs presented show the relation between the

number of points, dimensions, and the expected number of

calculated distances. In Figs. 3 and 4, one can observe that

in every case the expected number of calculated distances

grows linearly according to the
√

n or, in fact, to the m.

The deviations observed arise from the necessary flooring

of
t
√

K.

Figure 5 shows how the number of dimensions affects the

expected number of calculated distances for a different

number of points. In all cases m =
√

n
2 .

Similarly, the gradual increase in the number of calculated

distances arises from the flooring of
t
√

K – otherwise they

would be constant. To understand the cause of that growth,

one can calculate the actual number of sub-cubes for a dif-

ferent t. Let n = 1,024,000, m = 505 and ε = 10−20, for

which we obtain K = 706,379,797 and from the formula:

⌊

t√K
⌋t

values from 282,475,249 (t = 10) to 706,336,929 (t = 2).

5. Implementation

At the beginning, let us consider the minimum distance test

and four approaches to implementing it:

• naive implementation using a general-purpose single

thread processor (CPU),

• implementation based on sub-cubes with Fischler’s

result, using a general-purpose single thread proces-

sor,

• implementation based on sub-cubes with the pre-

sented method, using a general-purpose single thread

processor,

• parallel implementation on a GPU engine.

None of the above methods can be compared with regard

to the number of computed distances only, due to the fact

that:

• naive implementation is based on calculating the dis-

tance for all pairs of points,

• naive implementation requires no additional memory,

• the amount of time consumed to review the data will

depend on the number of sub-cubes,

• there is no obvious method for implementing the sub-

cubes method using a GPU,

• the parallel implementation on a GPU accelerator

consists in calculating the distance for all other points

for every point,

• the parallel implementation works on a GPU whose

compute cores differ significantly from those of CPU

cores for which the sub-cubes method is suitable.
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Depending on the hardware platform used, it may turn out

that the following estimates are inadequate, but they should

be easy to adapt and reproduce.

To perform any valid comparisons between the four cases

mentioned above, two factors have to be determined:

• the ratio between naive and on sub-cubes based im-

plementations,

• comparison of the speed of a single core of CPU and

GPU.

The second factor is easy to obtain. We will consider two

top computational devices:

• Tesla V100S PCIe accelerator with 5120 Nvidia

CUDA cores and 16.4 TFLOPS on single-precision

performance [13],

• AMD Ryzen Threadripper 3990X processor with 64

cores and 128 threads [14] and 3.7 TFLOPS on

single-precision performance [15].

It may be assumed that:

• Tesla should be able to calculate 4.43 times more

distances than the AMD processor,

• the single core of the AMD processor should be able

to calculate 9.02 times more distances than the single

core of the Tesla processor.

Based on this assumption, the parallel implementation on

the Nvidia Tesla GPU may be estimated as:

• 443 times faster for n = 8,000 and t = 2 or n = 4,000
and t = 3,

• 332 times faster for n = 3000 and t = 5,

than naive implementation on a single core of the AMD

CPU. For n = 8,000 and t = 2, we assumed two runs of

calculations due to lack of cores limitations.

As mentioned above, the results will vary depending on the

quality of the implementation, so we have limited our two

procedures to the evaluation of the square of the distance.

Therefore, the only optimization was the limitation of the

number of sub-cubes to the power of 2 only.

Table 1

Mean time to complete the calculations for different test

cases and methods

Test case n = 8000 n = 4000 n = 3000
method t = 2 t = 3 t = 5

Naive 180.14 67.53 63.81

Fischler’s 1.13 0.95 10.23

Proposed 5.19 1.49 1.72

In Table 1 we present the mean times in milliseconds, re-

quired to complete the calculations for different test cases

and methods used.

Based on these results, the following conclusions may be

formulated:

• time for the naive method strictly depends on the

number of calculated distances,

• the sub-cubes method is significantly faster,

• time for sub-cubes depends not only on the number

of calculated distances, but also on the number of

sub-cubes,

• depending on the test case, the number of sub-cubes

based on the Fischler’s estimate or on the proposed

approach renders better results, suggesting that nei-

ther of them is optimal.

The last of the above findings has led to a series of tests,

each consisting in the execution performed for a different

number of cubes.

For the t-dimensional case, the number of sub-cubes is 2dt ,

where d = 2,3, . . . , and 2d is the number of divisions for

every dimension. d = 2 is the smallest reasonable case,

and d, based on our results, is the maximum case. In

Table 2 we show the mean times (in milliseconds) required

to complete the calculations for different test cases and

numbers of sub-cubes.

Table 2

Mean time to complete the calculations for different test

cases and numbers of sub-cubes

Test case n = 8000 n = 4000 n = 3000
d t = 2 t = 3 t = 5

2 151.67 19.26 10.23

3 24.48 2.21 1.72

4 4.22 0.95

5 1.53 0.69

6 1.13 1.49

7 1.00

8 1.12

9 1.81

10 5.19

This means that the tuned sub-cubes method is capa-

ble of evaluating the minimum distance 180, 98, and 37

times faster in the considered cases, compared to the naive

method.

Finally, implementations performed with the use of the

CPU and GPU can be compared. A simple division shows

that a parallel implementation on a GPU will complete

a single evaluation run 2.5 to 9 times faster than a single-

core implementation using the sub-cubes method, but the

AMD processor may handle up to 128 parallel runs, so the

total throughput is greatly in favor of the tuned sub-cubes

method.

For the m nearest pairs test and for a small m, the results

are similar to those presented above. For bigger values, as

well as for the Bickel-Breiman test, the GPU-based imple-

mentation will be faster.
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6. Conclusion

The Fischler’s approach, a solution that has so far been

the best known deterministic method for speeding up the

minimum distance test performed on a single thread CPU,

was significantly improved. Furthermore, means for simi-

lar improvements of two other tests have been presented.

The methods presented, although of the probabilistic va-

riety, offer the ability to practically mitigate error proba-

bility. Thanks to the significant reduction in the number

of the computed distances, the tests could be performed

on longer sequences, thus increasing their detection capa-

bilities. After precise tuning, minimum distance and m

nearest pairs tests may be run on modern multicore CPU

processors and are capable of outperforming GPUs.

Because minimum distance and 3D spheres tests are only

some of many tests in Dieheard’s and Dieharder’s portfo-

lios, total time complexity gains seem not impressive. On

the other hand, the results obtained allow to extend the ex-

isting packages by tests covering much longer sequences

and thus offering a greater detection capacity.

Further work may be concerned with generalizing the pre-

sented methods in order to apply these to more general

problems, e.g. the closest bichromatic pair problem.
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