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Abstract— Multiple-input multiple-output (MIMO) systems

will play an important role in future generations of wireless

networks. Space-time block code (STBC) and space-time trel-

lis code (STTC) are two techniques that may be used in multi-

antenna radio systems. This paper aims, most importantly,

to study the performance of STBC systems at different val-

ues of such parameters as spectral efficiency, matrix codes

and constellations. A performance comparison between STBC

and STTC schemes is performed. In order to show the effi-

ciency of the system’s ability to communicate with uncoded

and coded transmission structures over AWGN and Rayleigh

channels, the trellis-coded modulation (TCM) is introduced.

The results obtained show that the proposed TCM-STBC sys-

tem model, using one and two receiving antennas, improves

the performance of Rayleigh channel communication systems

at 9.5 dB and 11.5 dB for a BER of 10−5.

Keywords—BER, MIMO, SNR, STBC, STTC, TCM, TCM-

STBC.

1. Introduction

The major challenge faced by advanced communications

and wireless multimedia technologies consists in achiev-

ing high performance levels with reliable communication

and flexible data rates. Such outcomes are offered within

a limited spectrum of bandwidths and energy consump-

tions rates. The MIMO technology improves spectrum ef-

ficiency and boosts channel capacity. The space-time cod-

ing (STC) technique introduces space redundancy, thanks

to the addition of multiple antennas, and time redundancy

thanks to channel coding. To achieve this, two prevailing

space-time coding techniques are used, namely Space time

block codes (STBC) and space time trellis codes (STTC).

The STBC approach offers diversity gains with very low

decoding complexity levels, while STTC provides both di-

versity and coding gains at the cost of higher decoding

complexity [1].

Trellis coded modulation (TCM) is a bandwidth-efficient

transmission scheme that may achieve high encoding gains

by integrating encoding and modulation. A more efficient

approach consists in designing trellis encoded modulation

solutions in long sequences of messages [2], [3]. The

permitted sequences should differ considerably from each

other. The receiver may then make a decision concerning

the sequences based on statistical analysis, rather than by

relying on the symbol-by-symbol based computation de-

coding method [2].

In the literature, various studies describe the performance

of such systems relying on space time coding (STC) [4], [5],

STBC [6], STTC [7] and TCM [8] techniques. Other stud-

ies focused on combining STBC and STTC [9] with dif-

ferent systems, such as MC-CDMA [10] or OFDM [11].

In [4], a new generalized concatenated signal code con-

struction whose inner codes are golden codes and outer

codes are products of Reed-Solomon codes is proposed.

In [6], the authors proposed a new approach to decode

STBC-MIMO using the Kurtosis-based blind source sepa-

ration (BSS) algorithm under a quasistatic flat fading chan-

nel. The performance of a space time trellis code-based

solution with the beamforming concept and relying on var-

ious modulation techniques is analyzed in [7]. Hashem

Ali Khan et al. [8] analyzed signal constellations based

on orthogonal space-time codes (OSTCs), which are theo-

retically suited for MIMO systems. BER performance of

STBC and STTC in the MIMO satellite channel is studied

by Jing and Wu [9]. In [10], balanced STTC (B-STTC)-

based STBC site diversity is proposed to improve the per-

formance of MC-CDMA systems by mitigating multi-cell

interference and is extended to the STBC-based B-STTC

site diversity technique. STBC-OFDM techniques are stud-

ied in [11] for wireless channels using BPSK modulation

and maximum likelihood detection for two transmit and two

receive antennas.

Our contribution consists in proposing a combination of

two systems: trellis coded modulation (TCM) and the

space-time block code (STBC) for improving performance
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of transmission. The remaining part of the paper is orga-

nized as follows.

In Section 2, space time block coding is introduced. Sec-

tion 3 presents a comparison between STBC and STTC

schemes. Section 4 describes performance of communi-

cation with uncoded and coded transmission systems, us-

ing the TCM structure. Section 5 discusses the results

of simulations of the proposed scheme, using TCM code

modulation concatenated with the STBC. Finally, the paper

concludes by presenting certain insights into the prospects

concerning our present work.

2. Space Time Block Coding

STBC stipulates that each block is coded using predeter-

mined rules, independently of the other blocks. A de-

coding error occurring in one block does not affect other

blocks. This pace-time diversity method has been proposed

by Alamouti [12] using transmit and receive antennas. This

method was then generalized by Tarokhet for n transmit an-

tennas and m receive antennas in [13], [14]. Figure 1 illus-

trates the communication system of the original Alamouti

STBC solution using two transmit and two receive anten-

nas. The idea is to send a block of symbols via several

transmit antennas. The symbols sent during the duration

of a block vial all the antennas are orthogonal. Real or

complex symbols may be used for the transmission. The

transmit and receive antennas are positioned in such a way

that there is no correlation between them. The channels

between each pair of transmit and receive antennas are in-

dependent and uncorrelated under these conditions. Due to

the orthogonality of symbols, it is possible to use a sim-

ple linear recombination algorithm at the reception side to

recover the symbols transmitted by all the antennas.

Fig. 1. Alamouti’s STBC communication system.

Information symbols will be processed in pairs while gen-

erating four other symbols, two per each antenna [12]. Two

signals are transmitted simultaneously from both antennas

at time t. The signal transmitted by antenna one is defined

by x0 and the one transmitted by antenna two is defined

Table 1

Transmission sequence for two antennas

Temps Antenna 1 Antenna 2

t x0 x1

t +T −x∗1 x∗0

by x1. At time t + T , the signal (−x∗1) is transmitted by

antenna one and signal x∗0 is transmitted by antenna two,

according to Table 1.

At time t, the signal received at antenna j is given by:

r j
t =

2

∑
i=1

hi jxi
t +n j

t . (1)

The diversity matrixes GM and HM , are given by [12], [15]:

G2 =

[

x1 −x∗2
x2 x∗1

]

, (2)

G3 =







x1 −x2 −x3 −x4 x∗1 −x∗2 −x∗3 −x∗4
x2 x∗1 x4 −x3 x∗2 x∗1 x∗4 −x∗3
x3 −x4 x1 x2 x∗3 −x∗4 x∗1 x∗2







T

,

(3)

G4 =











x1 −x2 −x3 −x4 x∗1 −x∗2 −x∗3 −x∗4
x2 x∗1 x4 −x3 x∗2 x∗1 x∗4 −x∗3
x3 −x4 x1 x2 x∗3 −x∗4 x∗1 x∗2
x4 x3 −x2 x1 x∗4 x∗3 −x∗2 x∗1











T

,

(4)

H4 =

















x1 −x∗2
x∗3√

2
x∗3√

2

x2 x∗1
x∗3√

2
x∗3√

2
x3√

2
x3√

2
−x1−x∗1+x2−x∗2

2
−x1−x∗1+x2+x∗2

2
x3√

2
−x3√

2
−x1−x∗1+x2−x∗2

2
−x1−x∗1+x2+x∗2

2

















T

.

(5)

The maximum likelihood decoder chooses a pair of signals.

For two transmit G2 codes (Alamouti), the technique for

combining x0 and x1 is [12]:














x̃0 =
m
∑
j=1

[

r j
1h∗1 j +

(

r j
2

)∗h2 j

]

x̃1 =
m
∑
j=1

[

r j
1h∗2 j−

(

r j
2

)∗h1 j

] . (6)

For two receive antennas:
{

x̃0 = r1
1h∗11 +

(

r1
2
)∗h21 + r2

1h∗12 +
(

r2
2
)∗h22

x̃1 = r1
1h∗21−

(

r1
2
)∗h11 + r2

1h∗22−
(

r2
2
)∗h12

, (7)

where h11, h12, h21 and h22 represent the corresponding

complex time domain channel transfer factors.

Figure 2 shows simulation results obtained based on the

STBC scheme at 1 bps, using one, two, three, and four

transmitting antennas and one receiving antenna. The out-

put signal power is transmitted in whole when using one

antenna. Otherwise, it will be equally divided when using

multiple antennas [15]. The transmission performed while

using one, two transmitting antennas relies on a BPSK con-

stellation, as well as on the G1 (SISO model) and code

G2. For three and four transmit antennas, the constella-

tion used is QPSK with codes G3 and G4, for a spec-

tral efficiency of 1 bps. For a BER of 10−5 a significant
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Fig. 2. BER versus SNR for different STBC codes for 1 bps with

only one receiving antenna.

Fig. 3. BER versus SNR for different STBC codes for 1 bps with

two receiving antennas.

improvement in performance is observed, equaling approx.

7.5 dB for code G4, compared to code G2 for a single

receiving antenna. If the number of receiving antennas is

increased, this gain equals 3 dB, as shown in Fig. 3, with

spectral efficiency amounting to 2 bps. In Fig. 3, the G1

variant is called SIMO.

Figure 4 depicts the simulation results obtained for 2 bps

using one, two, three, and four transmit antennas. The

transmission is performed using one, two transmit anten-

nas with the QPSK constellation, as well as code G1

and G2. For three and four transmit antennas, the 16-QAM

constellation is used with codes G3 and G4, respecti-

vely. It is obvious that code G4 offers a gain of approx.

5 dB, compared to code G2 for a of 10−5 and one receiving

antenna.

Fig. 4. BER versus SNR for different STBC codes for 2 bps with

a single receiving antenna.

Fig. 5. BER versus SNR for different STBC codes for 3 bps with

only one receiving antenna.

BER results versus SNR for 3 bps are shown in Fig. 5. For

the 8-PSK modulation, codes G1 and G2 are used. Code

G4 is used for the 64-QAM modulation. The 16-QAM

modulation is used with code H4. Figure 4 clearly illus-

trates that the use of spatial diversity improves performance

of the transmission system. Thus, there is an improvement

of about 6 dB using code H4, compared to code G2 for

BER of 10−5 for one receiving antenna.

3. Space Time Trellis Codes

STTCs combine modulation and trellis coding for trans-

missions across multiple transmit antennas [16], [17]. The

number of antennas may be increase without much com-

plexity. Two symbols are simultaneously emitted from
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these two antennas for each path in the trellis accordingly.

Indices corresponding to the emitted symbols are repre-

sented in front of each line, indicating the state in the el-

ementary lattice. These indices are ordered from left to

right, considering the disposition of the segments, clock-

wise for each state. The number of the grouped indices is

equal to the number of antennas.

The space time trellis encoder transmits symbols xk,1 and

xk,2 over two transmitter antennas Tx1 and Tx2. For each

instant k, in a 4-state scenario with 4PSK constellation, the

output symbols are given by [15], [17]:

xk,1 = 0.dk,1 +0.dk,2 +1.dk−1,1 +2.dk−1,2 , (8)

xk,2 = 1.dk,1 +2.dk,2 +0.dk−1,1 +0.dk−1,2 , (9)

where dk,i represents current input bits and dk−1,i represents

previous input bits and i = 1, 2.

For each transmission time, the space time trellis decoder

uses two 4-state receiver antennas with 4PSK. Symbols x1
and x2 are transmitted by antennas Tx1 and Tx2. At the

reception antennas Rx1 and Rx2, we have:

y1 = h11x1 +h12x2 +n1 , (10)

y2 = h21x1 +h22x2 +n2 . (11)

The corresponding complex time-domain channel transfer

factors are represented by h11, h12, h21 and h22. The n1 and

n2 are independent complex valued AWGNs having a zero

mean and a power spectral density of N0/2 per dimension

at time k and k +1, respectively.

Fig. 6. BER versus SNR for 2 bps with one receiving antenna.

Figure 6 illustrates a comparison between STBC and STTC

schemes for 2 bps, using one receive antenna. In STBC

(code G2) and STTC (16-state codes), we use two transmit

antennas with the QPSK constellation. The output sig-

nal power is transmitted fully when using one antenna.

Otherwise, it will be equally divided when using multiple

antennas.

Figure 6 clearly depicts that space-time trellis codes gen-

erate better results than the block space-time coding. For

a BER of 5 ·10−5, the STTC provides a gain of 2 dB over

the STBC scheme.

Figure 7 shows the simulation results for 3 bps using one re-

ceiving antenna for the STBC scheme (code G2) and STTC

scheme (16 states). Two transmit antennas with the 8-PSK

constellation are used. For a BER of 3 · 10−5, STTC pro-

vides a 3.4 dB gain over the STBC scheme.

Fig. 7. BER versus SNR for spectral efficiency of 3 bps with

only one receiving antenna.

Both block space time codes and space time trellis codes

are characterized by broadcast diversity. Space-time codes

in blocks are constructed from orthogonal matrixes and may

all exploit diversity. They are easily decodable by a max-

imum likelihood decoder and linear processing at the re-

ception, but they suffer from a lack of coding gain. On the

other hand, the lattice space-time code has both diversity

and coding gain, but it is complex to decode.

4. Trellis Coded Modulation

Trellis coded modulation (TCM) is one of the coded modu-

lation techniques [18] used in MIMO systems. It combines

the choice of a modulation scheme with that of a convo-

lutional code, in order to obtain immunity against noise.

More specifically, transmission is performed without in-

creasing the bandwidth of the transmitted signal [19]. TCM

is used in many modern transmission systems, such as

modems.

For the 8-state TCM encoder with a spectral efficiency of

2 bps, the generating matrixes are [20]:

G =





0 0 1
1 0 0
0 1 0



 , T =





0 0
1 0
0 1



 . (12)

Matrix G is obtained by the dependence between each

memory of the convolutional coder and the other mem-

ories. Matrix T is based on the dependence of the coder

memory on coder inputs. The generator polynomial is:

4
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P = (11,02,04)8 . (13)

In Fig. 8, performance of the TCM scheme for 8-PSK

modulation over the AWGN channel and Rayleigh channel

is shown. The rate of this code is R = 2/3. It is clear from

this figure that for a Gaussian channel, the gain provided

by the TCM scheme is about 2 dB for a BER of 10−5 and

that this gain is 9 dB for a BER of 10−3 over a Rayleigh

channel.

Fig. 8. Performance of TCM code in AWGN and Rayleigh chan-

nel.

Figure 8 illustrates that the use of TCM code modulation

offers considerable gains in coding compared to an uncoded

transmission system.

5. Association between TCM and STBC

In this section, the proposed scheme, named TCM-STBC, is

presented. Figure 9 presents a block diagram of the scheme

using TCM code modulation concatenated with STBC.

The following are the different steps needed to transmit

K bits (data source) using TCM-STBC:

1. In the TCM block, we choose N-states and the type of

generator polynomial P, where the rate is: rateTCM =
K

(K+1) .

Fig. 9. Transmission system for STBC associated with TCM.

2. The number of bits at the output of the TCM block

is equal to K +1 bits.

3. The resulting K +1 bits of step 2 are injected in the

STBC block. Then, the STBC block rate will be

rateSTCB, depending on GM or HM matrixes and the

constellation type.

4. The resulting rate of the entire TCM-STBC system

will be: rateTCM−ST BC = rateTCM× rateST BC.

5. The output signal power is totally transmitted in

whole when using one antenna. Otherwise, it will

be equally divided when using multiple antennas.

6. At the receiver part, we applied the STBC and TCM

decoding method.

Finally, we receive the transmitted data.

To enable a performance analysis of the proposed TCM-

STBC scheme, Fig. 10 illustrates the impact of memory

size (number of states) after the concatenation of the TCM

with the STBC for 8-PSK modulation and the generator

polynomial is P = (11,02,04)8 with spectral efficiency of

2 bps and 2/3. We can notice that when increasing the num-

ber of states for the TCM coder, performance of BER, as

a function of the SNR performance, improves. For exam-

ple, for a BER of 10−4, the 16-state TCM-STBC provides

a gain of about 1 dB over the 8-state TCM-STBC.

Comparison between TCM-STBC and STTC is performed

for the same memory size. Since STTC offers comparable

results for 16 and 32 states, the comparison is performed

for 16 states. For spectral efficiency of 2 bps, TCM-STBC

uses the 8-PSK modulation and the generator polynomial

is P = (11,02,04)8 with a rate of 2/3. For STTC, QPSK

modulation in the Rayleigh channel is used.

Figure 11 shows a comparison between the performance

of TCM-STBC (code G2) and STTC for one receiving an-

tenna. It is clear that the gain generated by the use of

TCM-STBC is considerable. For a BER of 10−4 gain as-

sociated with STBC is 10.5 dB relative to STTC in the

Rayleigh channel.

Fig. 10. Performance of TCM-STBC with 4, 8, 16 and 32 states.
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Fig. 11. Comparison between STTC and TCM-STBC proposed.

The results obtained illustrate the effectiveness of using

TCM coding, as it offers a gain compared to STBC, thus

leading to a diversity gains, unlike in the case of STTC

which uses both coding and diversity gains.

Fig. 12. Performance of TCM-STBC for one and two receiving

antennas.

Figure 12 presents the effect of using two receive antennas

for the TCM-STBC model (code G2) with 8-PSK modu-

lation, spectral efficiency of 2 bps and a 2/3 rate in the

Rayleigh channel. It is very clear that the curves showing

BER versus SNR obtained with the use of TCM-STBC are

well below the TCM curve in the Rayleigh channel. The

gain is 9.5 dB for a single receiving antenna and 11.5 dB

for two receiving antennas, for BER of 10−5. These curves

are much closer to the curve obtained with the use of the

TCM system in the AWGN channel. Indeed, the addition

of a receiving antenna to the proposed TCM-STBC model

improves the performance parameters concerned.

6. Conclusion

This paper focuses on multi-antenna radio systems that may

be implemented in future generations of wireless networks.

Space time block codes (STBC) with different antenna

systems are presented and evaluated. BER performance

of STBC and space time trellis code (STTC) solutions

is compared using different configurations. The authors

prove that the TCM scheme implemented over AWGN and

Rayleigh channels may significantly improve performance

of the transmission system.

Simulation results clearly show that the scheme we have

proposed, relying on TCM code modulation and concate-

nated with the STBC system, significantly increases trans-

mission performances. An increase in the number of en-

coder states generates additional gains, but significantly in-

creases the calculation lead time during decoding. More-

over, addition of receiving antennas makes it possible to

increase the efficiency of TCM associated with the STBC

structure. This leads to a gain of 9.5 dB with one re-

ceiver antenna and 11.5 dB with two receiver antennas in

the Rayleigh channel, and reduces SNR.
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Abstract—Regular fully filled antenna arrays have been widely

used in direction of arrival (DOA) estimation. However, prac-

tical implementation of these arrays is rather complex and

their resolutions are limited to the beamwidth of the array

pattern. Therefore, higher resolution and simpler methods

are desirable. In this paper, the compressed sensing method

is first applied to an initial fully filled array to randomly select

the most prominent and effective elements which are used to

form the sparse array. To keep the dimension of the sparse

array equal to that of the fully filled array, the first and the

last elements were excluded from the sparseness process. In

addition, some constraints on the sparse spectrum are applied

to increase estimation accuracy. The optimization problem is

then solved iteratively using the iterative reweighted l1l1l1 norm.

Finally, a simple searching algorithm is used to detect peaks

in the spectrum solution that correspond to the directions

of the arriving signals. Compared with the existing scanned

beam methods, such as the minimum variance distortion-

less response (MVDR) technique, and with subspace ap-

proaches, such as multiple signal classification (MUSIC) and

ESPIRT algorithms, the proposed sparse array method offers

better performance even with a lower number of array ele-

ments and in severely noisy environments. Effectiveness of

the proposed sparse array method is verified via computer

simulations.

Keywords—compressed sensing, direction of arrival (DOA) es-

timation, sparse array.

1. Introduction

The performance of many modern communication systems

depends directly on the precision of estimating the direc-

tion of arrival of the signals that impinge on the antenna

arrays used [1]–[2]. High directional beamforming that is

a feature of antenna arrays is important not only for good

performance but also for achieving high-resolution direc-

tion of arrival (DOA) estimates. It is known that the an-

gular resolution (i.e. the angular distance between the two

closely spaced sources) of an aerial array is limited by its

beamwidth which, in turn, is reversely proportional to the

array dimension or aperture size. This means higher reso-

lutions may be obtained by increasing array dimensions (i.e.

using a larger number of array elements) – an approach re-

lied upon by current massive MIMO systems. However,

high cost of implementation and fault diagnosis associated

with such large arrays continues to remain the key practi-

cal constraint. To obtain high resolution DOA estimators,

many methods have been proposed in the literature [2]–[6].

These methods may be divided into three basic cate-

gories, according to their mathematical formulations. The

first category is based on the array beam scanning (or

beamforming) concept, such as delay-and-sum (DS) beam-

former [7] and the minimum variance distortion-less re-

sponse (MVDR) beamformer [8], where array elements

may either be distributed uniformly along linear or pla-

nar forms, or may be non-uniformly spaced arrays. The

second category is based on the subspace approach, such

as MUSIC [9], ESPRIT [10] and their variants, where the

observation space is decomposed into signal and noise sub-

spaces. The third category is based on stochastic optimiza-

tion algorithms, such as genetic algorithm (GA) [11], parti-

cle swarm optimization (PSO) [12] or maximum likelihood

methods [13].

The second and the third types usually perform well, but

their computational complexity is generally high, especially

when dealing with a large number of array elements. Less

attention has been attached to the first category, due to the

main beam limitation. However, among these three types

of DOA estimations, the array beamforming method enjoys

many implementation-related advantages, such as simplic-

ity, versatility, effectiveness and low costs when controlling

only a part of array elements, instead of all of them, i.e.

when optimizing only the most effective and prominent ar-

ray elements, instead of optimizing all of them [14]–[17].

Thus, the array beamforming methods may be relied upon

to achieve good and competitive solutions. However, their

angular resolutions are limited by the arrays’ physical aper-

tures, meaning they are unable to distinguish between two

spatial sources within beam widths of the array’s radiation
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patterns. Therefore, overcoming this limitation is currently

an important research direction. In papers [18]–[20], the

authors presented different methods based on compressed

sparse arrays for DOA estimation.

In this paper, an antenna array-based beamforming method

that utilizes a compressive sensing approach for DOA esti-

mation is presented. The proposed method is applicable to

both linear and planar array configurations. An initial reg-

ular antenna array with full density is first considered, and

then only the most effective and prominent elements are

chosen randomly to reconstruct the sparse array. To keep

the array dimension fixed, the first and the last elements

of the initial regular array were excluded from the sparse-

ness process. Next, the problem is optimized iteratively

to find the optimum sparse elements, which are used to

reconstruct the required signals and to estimate their direc-

tions. The effect of the SNR and of the minimized number

of the sparse elements on estimation performance of the

proposed method is also presented and is compared with

other existing methods. Furthermore, the resolution and the

maximum allowable number of estimated directions are an-

alyzed as well.

2. Sparse Array Method

Consider a fully filled linear array consisting of N elements

that are distributed uniformly with a separation distance

of d, receiving P signals from a far field region. For sim-

plicity, mutual couplings between the array elements are

ignored. The output signal x(k) ∈CN×1 is:

x(k) = A(θ)s(k)+n(k) , (1)

where:

k is the discrete time which is equal to k = 1, 2, . . . , L, and

L is the total number of snapshots,

s(k) ∈ CP×1 is the complex amplitude of signal s(k) =
[(s1(k) s2(k) sP(k)]T which is a vector representing signals

with size P×1,

P is the total number of signal sources that impinge on the

array,

n(k) ∈CN×1 is the complex vector of noise,

A(θ) = [a1(θ1) a2(θ2) . . . aP(θP)] is an N×P matrix of

steering vectors with a(θ) = 1√
N

[

1 e−j 2πd
λ sin(θ) . . .

e−j(N−1) 2πd
λ sin(θ)

]T
.

Here, the values of θ are between −π/2 and π/2. In gen-

eral, the directions of the received signals, i.e. s(k), are

unknown and need to be determined. In the array beam-

forming methods, the scanned beams are used to estimate

the signals’ DOA. This may be done simply by dividing the

total scanning region into a certain number of grids or an-

gles, e.g. G. By using steering vector a(θ) for N values of

θ , the discrete grid (or scan angle) matrix ΨΨΨ can be given

by ΨΨΨ(θ) =
[

a1(θ1) a2(θ2) . . . aN(θN)
]

with N×N dimen-

sion. The θ1, θ2, . . . , θN are the set of discrete points within

the scan region (or angles to be scanned). Let the signal

received by the array elements be rS(k) = [rs1 . . . rsN ]T .

The received signal is now multiplied with the scan angle

matrix ΨΨΨ as:

x(k) = ΨΨΨ(θ)rS(k)+n(k) . (2)

As a result, the scanned beam can be obtained in which

the DOAs of the source signals are visible. Then, the array

beam is scanned for each angle within the spatial spec-

trum. The peak values indicate the DOAs of the received

signals. Figure 1a shows the result of applying classic two

dimensional DS beamformer array with 5×5 elements dis-

tributed uniformly at a distance λ /2 on a rectangular grid

to estimate both azimuth and elevation angles of two sig-

nals that impinged on the array from directions 0, 0 and

−10◦, 10◦, while Fig. 1b shows the result of applying the

two dimensional standard MVDR beamformer array for

the same scenario as above. One may observe that the

DS method fails to estimate the two closely-spaced sig-

nals due to its widened beamwidth pattern which is larger

than the angular separation between the two impinged sig-

nals. On the other hand, the MVDR method offers better

resolution and is capable of accurately estimating both sig-

nals provided that the positions of the array elements are

perfectly determined and there no imperfection errors are

present.

To increase the resolution of the arrays under consideration,

the results shown in Fig. 1 are recalculated, as presented

in Fig. 2, with an increased array dimension (i.e. an array

with 10×10 elements instead of 5×5 elements). From

these results, as expected, a general improvement in the

resolution is observed, at the cost of higher computational

complexity which is undesirable and may limit the range

of practical implementations. This problem may be solved

by compressing sparse arrays, as shown below.

The mathematical formulation of compressive sensing that

takes into consideration signal x(k)∈CN×1, sparseness ma-

trix ΨΨΨs(θ) with dimension N×N, and P-sparse signal vec-

tor z with dimension N×1, may be expressed as x = Ψsz,
where P-sparse means that only P<N entries in the vector

are non-zero. The goal of the compressed sensing method

is to recover the output signal x(k) ∈CN×1 using a smaller

set of measurements, say M×1 instead of N×1, where M
is less than N. Thus, x(k)∈CN×1 will be changed to a new

vector called measurement vector y(k) ∈CM×1. Then, the

system becomes underdetermined, as it consists of linear

equations with numerous solutions, i.e. it does not have

a unique solution as long as M < N. Measurement vector

y may be related to sensing matrix ΦΦΦ of dimension M×N
as y = ΦΦΦx. In light of the above, the output of the sparse

array y(k) ∈CM×1 may be given by:

y(k) = ΦΦΦ(θ)x(k) = ΦΦΦ(θ)ΨΨΨs(θ)z(k) = Θ(θ)z(k) , (3)

where Θ(θ) is the observation matrix with dimension

M×N. P sources from only M measurements of y(k) are

then found by applying compressed sensing. It should be
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Fig. 1. Results for a 5×5 uniform planar array, classical DS method (a) and for standard MVDR method (b). (For color pictures see

the digital version of the paper).

Fig. 2. Results for a 10×10 uniform planar array, classical DS method (a) and for standard MVDR method (b).

mentioned that the system in Eq. (1) may be solved by

means of the least squares method:

min‖s‖2 subject to As = x , (4)

and its solution is:

sls = AT (AAT )−1 x . (5)

In this paper, the author expects to find the sparse solution

rather than the full solution using an iterative reweighted

optimization algorithm. Therefore, s is represented by

s = Wq, where s is the unknown source vector, W is the

weighting matrix with dimension N×N, and q may be

found from:

min‖q‖2
2 subject to AWq = x . (6)

Equation (6) is solved iteratively using the reweighted l1

norm in conjunction with the algorithm that was presented

in [21]. To detect the peaks in the spectrum solution that

correspond to the directions of the arrived signals, a simple

searching algorithm is applied to the final optimization so-

lution. Note that only M out of N array elements are used

to reconstruct the signals and estimate their DOAs. Thus,

computational complexity is greatly reduced.

3. Simulation Results

In this section, extensive simulation results are demon-

strated to illustrate the effectiveness of the proposed

method. First, performance in terms of mean squared er-

rors (MSE), signal-to-noise ratio (SNR), resolution and

computational complexity of such conventional methods as

DS, MVDR, MUSIC, ESPIRT, and the proposed method

are demonstrated to verify the superiority of the proposed

method.

In all scenarios, a full dense (filled) antenna array with

N = 30 identical elements is considered, and all received

signals are of the narrow-band variety. For regular full

dense arrays, the separation distance between their elements

is set to d = λ/2. The number of snapshots is set to L = 1.

The power of each signal source is set to 0 dBm and the

power of noises is specified. To evaluate the estimation

performance of the tested methods, MSE – representing
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Fig. 3. Results for the tested methods for N = 30, M = 10 for two sources at (−20◦, 10◦) and SNR: (a) 30 dB, (b) 10 dB, (c) 0 dB,

(d) −10 dB.

the deviation between the estimated x̌ and the actual x0
DOA values – was calculated as:

MSE = E
‖x̌− x0‖

2
F

‖x0‖
2
F

, (7)

where ‖ ‖2
F represents the Frobenius norm. A lower MSE

value means better estimation accuracy. To construct the

sparse array, we assume that only 8 randomly elements out

of N = 30 regular elements will remain in the resulting

compressed array. As mentioned earlier, to maintain the

array dimension unchanged, rows number 1 and 30 of the

measurement matrix will always remain. Thus, the total

number of the compressed array elements including the two

end elements will be M = 10. Then, the beam width of the

initial full dense array with N = 30 is equal to 3.38◦ and is

same as that of the compressed array with M = 10, since

the overall array dimension remained unchanged. The range

of the scanning region is chosen to be from −90◦ to 90◦.
Then, the total number of the angles that need to be scanned

is equal to 181 and the angular separation between any two

tested angles is set to be 1◦, i.e. is lower than the beamwidth

value, thus enabling to attain maximum resolution levels.

For the proposed method, first the sparse spectrum of the

reconstructed signals is found by using the algorithm that

was presented in [22]–[23]. Then, the peak values that

correspond to the estimated DOAs are calculated by using

a simple searching algorithm. Finally, the peak values are

plotted and compared with other tested methods, as shown

in the following scenarios.

In the first scenario, two uncorrelated sources located at

θ1 =−20◦ and θ2 = 10◦ with four different SNRs: 30, 10,

0, and −10 dB, are considered. Figure 3 shows the results

of applying the proposed sparse array and compares them

with those of the regular fully filled array: DS, MVDR,

MUSIC, and min norm methods. For the proposed sparse
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Fig. 4. MSE vs. SNR (a) and one sample result for SNR =−10 dB (b).

Fig. 5. MSE vs. the number of sources (a) and one sample result for four sources (b).

array method, the indices of the elements that remain af-

ter the sparseness process are also shown at the top of

Fig. 3. It may be observed that all of the tested meth-

ods, including the proposed method with sparse elements

of indices 1, 5, 10, 11, 12, 14, 15, 22, 23, and 30, per-

form very well as far as estimating the correct DOAs un-

der high SNR is concerned. This estimation degrades for

low SNR levels. For the proposed method and for each

considered SNR value, the estimated DOAs were found to

be (−20◦, 10◦), (−20◦, 10◦), (−21◦, 11◦) and (−21◦, 19◦),
meaning they differ from the true DOA angles by the fol-

lowing MSE values: 0.001, 0.0941, 0.6443, and 1.1588,

respectively. Although little deviations in the estimation of

DOA exists for SNR of −10 dB, performance of the pro-

posed method was considered to be satisfactory. Figure 3d

clearly shows the superiority of the proposed method in

comparison to all other tested methods which fail to esti-

mate the DOAs.

In the second scenario, the estimation performance in terms

of MSE of the proposed sparse and regular fully filled (or

dense) arrays under various SNR values is further investi-

gated and highlighted, as shown in Fig. 4. Sample results

at specific −10 dB SNR are shown as well. Again, superi-

ority of the proposed sparse array is evident, especially for

lower SNR values.

In the third scenario, MSE is investigated versus the max-

imum allowable number of sources (Fig. 5). It may be

observed that the maximum detectable number of source

directions is only 4 for the case of M = 8 sparse elements.

The first and the last elements were not considered here,

because they are not sparse elements. It should be noted

that many other cases have been examined and, in general,
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Fig. 6. MSE vs. the number of sparse elements (a) and one sample result for four sources for M = 2 (b).

Fig. 7. MSE vs. angular separation between sources (a) and one sample result for 1◦ angular separation (b).

it is found that the maximum detectable number of source

directions is directly proportional to the number of sparse

elements. It may be expressed as M/ logN which is equal

to 5.415 for M = 8 and N = 30.

In the next scenario, the effect that the number of sparse

elements exerts on estimation performance is studied, as

shown in Fig. 6. It may be concluded that for two source

directions and only two considered sparse elements, esti-

mation performance is unsatisfactory and the directions are

calculated incorrectly. To obtain correct directions, we need

to set the value of M to equal at least 5 elements.

Finally, the resolution of the proposed sparse array under

two closely spaced sources is investigated and shown in

Fig. 7. Performance of the proposed array still remain better

than that of the regular full dense array, especially for very

small angular distances, and this distinction vanishes for

larger angular distances.

4. Conclusions

It has been shown that the proposed sparse array based

compressed sensing method was effectively able to estimate

the required DOAs. Its resolution was found to be accu-

rate even under severe noisy environments. Moreover, the

maximum allowable number of the detected sources was

found to be proportional to the number of the sparse ele-

ments. In all tested scenarios, the output spatial spectrum
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was plotted and compared. Unlike existing DOAs meth-

ods, the sparse spectrum of the proposed method had best

spatial resolution.
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Abstract—The paper presents a location estimation scheme

for underwater acoustic sensor networks. During the first

phase, the sink node begins the trapezoid formation process

by activating the trapezoid formation agent. It stores relevant

information in the sink’s knowledge base and in the node’s

knowledge base, and also develops the search data structure

required for locating the node. During the second phase, the

position of the node is determined by utilizing the search data

structure. Identification of the location of all nodes by trav-

eling across the trajectory may be performed as well, as an

alternative approach. When identifying the location of one

node, the estimation is performed based on the search data

structure. When determining the position of all nodes, the

sink node agent travels along the defined trajectory and trans-

mits beacon messages which contain the real-time location at

specific points. The anchor node agent measures the signal

strength and localizes itself and begins estimating the loca-

tions of other nodes within the trapezoids, using location esti-

mation techniques. Various performance parameters are used

to validate the proposed scheme.

Keywords—location estimation, trapezoid, UASN.

1. Introduction

Location estimation for large scale mobile underwater

acoustic sensor networks (UASNs) is intriguing because

of harsh aqueous environments. Even though acous-

tic methods are suitable for underwater communication,

such features as moderate bandwidth and considerable fail-

ure rate impose specific constraints on location estima-

tion schemes [1]. Propagation delays, movement-caused

Doppler shifts, amplitude and phase fluctuations, and multi-

path obstruction are all factors that need to be taken into

consideration in location determination procedures. Some

of the localization-related issues are presented below [2]:

• need for a proper sound-speed variation model used

for location estimation,

• immersed sensor nodes need precise time synchro-

nization,

• efficient node mobility pattern for dynamic underwa-

ter conditions,

• impacts related to medium access control (MAC),

including contention fixing, transmission overhead,

localization accuracy and latency,

• implications of location estimation protocols for

location-based routing and clustering techniques.

In this paper, a computational geometrical-based localiza-

tion technique is presented. The proposed location estima-

tion scheme works in the following manner.

During the first stage, the sink node begins the trape-

zoid formation process on the sea surface by activating the

trapezoid formation agent (TFA) and by deploying an au-

tonomous underwater vehicle (AUV) to reach a particular

depth below the surface of the sea. The AUV travels across

the linear trajectory of a fixed length, at a specific depth,

and the TFA creates trapezoids in the upper and lower por-

tions of the path. The TFA stores the relevant information

in the sink knowledge base (SKB) and in the node knowl-

edge base (NKB). In the meantime, the TFA develops also

the SDS in order to locate the node in the easiest manner

possible.

During the second phase, position of the node is determined

by relying on two methods. The first method determines the

node’s location by utilizing the SDS, and the other consists

in finding the location of all the nodes by traveling across

the trajectory. In any case, the sink triggers the localization

agent (LA) and deploys the AUV to a specific depth under

the surface of the ocean.

In the case of finding the location of one node, the LA

moves directly to the trapezoid, which is given per the SDS,

and performs the localization process.

In the case of determining the position of all nodes, the

AUV traverses along the continuing trajectory and trans-

mits beacon messages which contain real-time locations

at specific points. The anchor agent (AA) at the anchor

node receives these beacon messages, measures the signal

strength and localizes itself based on the position of the

broadcast point and the received signal strength. The LA

begins the location estimating activity with the associated

trapezoids of the anchor nodes, relying on location estima-

tion techniques.

All agents keep updating the information to the respective

knowledge bases whenever the data is modified.
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2. Problem Statement

In a fixed area water network O, n uw-sensor nodes are

randomly placed. m is the number of reference nodes with

known locations and N is the total number of nodes ex-

isting in the network, where N = n + m. For a 2D lo-

calization problem N = [Nx,Ny], where Nx = {x1, x2, . . . ,
,xn, Ny = {y1, y2, . . . , yn} and where the reference

nodes’ coordinates are Nx = {xn+1, xn+2, . . . , xn+m}, Ny =
{yn+1, yn+2, . . . , yn+m}. The location of each uw-sensor

node i is appended with a third coordinate Zi, being the

depth of each uw-sensor node. The 2D problem is ex-

tended to 3D by appending the third coordinate to each

uw-sensor node location. The nx,y measurement could be

a physical reading indicating the relative position. Process

the monitoring area of ocean O, and divide the network

into trapezoids of variable sizes, find the trapezoid of O

containing the uw-sensor node uwi, and then estimate the

location of unlocalized uwi within that trapezoid. The aim

is to design and simulate the above task by creating trape-

zoids to facilitate efficient localization by considering the

dynamic characteristics of the ocean.

In the proposed location-estimation scheme, our research

additions are as follows:

• Setting up a network to perform the localization pro-

cess.

• Applying a computational geometry-based trape-

zoidal map forming numerous trapezoids of distinct

shapes.

• Developing the AUV’s path of travel and iteratively

submitting real-time position information.

• Creating appropriate node agencies for the proposed

MASD scheme.

• Developing methods for trapezoid formation, single-

node location estimation, and for localization of all

nodes.

• Simulating the proposed location estimation scheme.

• Evaluating the proposed MASD scheme based on dif-

ferent performance parameters.

3. Related Work

Range-free and range-based techniques are the two primary

classifications of location estimation techniques [3]. The

range-based schemes, such as time of arrival (ToA), time

difference of arrival (TDoA), angle of arrival (AoA), and

received signal strength indicator (RSSI) provide a rela-

tively precise location compared with range-free schemes.

The speed of underwater sound propagation encourages

the employment of range-based schemes for underwater

environments. The speed of sound depends on salinity,

density, and temperature. It changes continuously in un-

dersea conditions. Hence, an accurate time synchroniza-

tion model is also required. Assume that the sound speed

change remunerated by applying signal processing meth-

ods. Range-based systems, such as TDoA and ToA, achieve

relatively high accuracy levels but require more real-time

synchronization within uw-nodes, which increases the cost

of UASNs due to the additional hardware needed. Range-

free location finding algorithms are accessible if high

localization accuracy levels are not essential. In range-

free schemes, neighboring ranges or angle learning is

challenging to measure due to hardware limitations. Once

the range between uw-nodes has been estimated, range-

free techniques rely on trilateration to determine precise

locations.

In [4], energy models of acoustic waves are applied to de-

termine the location of acoustic sensors in physical net-

works. For the calculation of a specific target position,

efficiency and impact analyses are performed by applying

the Cramer-Rao bound (CRB). The ML approach provides

exceptionally reliable results and an enhanced level of ca-

pacity for location estimation based on multiple sources.

This approach is scalable and may cover more targets within

a predefined sensor area. The scheme requires some im-

provement in terms of parameter sensitivity analysis and se-

quential Bayesian estimation. The authors proposed a non-

distributed range-free method in [5] that presents a rough

location calculation of a sensor within a particular area,

instead of its exact position. A sensor node overhears bea-

cons from various anchor nodes and records their power

levels independently, measuring also the mode used by the

recorded power signals of each anchor node. Once col-

lected, the information is transmitted to the onshore sink

to identify the area in which the anchor node is present.

This approach is manageable, synchronization free and co-

operative. It is also resistant to changes in the speed of

sound.

In [6], an event-driven iterative distributed location estima-

tion method is proposed that produces excellent throughput,

still retaining a moderate percentage of beacon nodes. The

mobility model is a shortfall of this work. Localization

becomes more comfortable in undersea conditions if an-

chor/reference nodes are available within the network [7].

The link is adopted to succeed in the failures linked to

the balance of the line of sight (LOS). Underwater signal

reflection-enabled acoustic-based localization (UREAL) is

suitable for networks operating in shallow water environ-

ments. It offers the use of multi-modal directional undersea

piezoelectric transducers that are relied upon to create ei-

ther directional or omnidirectional beacons. To distinguish

between LOS/NLOS, RSSI is applied. To calculate the lo-

cation, AoA is applied. This scheme is independent of the

LOS link in performing the location estimation process.

The finite difference time domain (FDTD) approach is ap-

plied to estimate the reflection points for non-line of sight

(NLOS) positioning.

In [8], collision-free and collision-tolerant packet schedul-

ing techniques are proposed for location estimation in

single-hop underwater networks. Experimental analysis
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proves that sophisticated collision design takes less time

than its collision-free counterpart, when the average prob-

ability of packet loss is close to one. Authors in [9] de-

scribe different deployment approaches and their impacts on

localization-related performance. They consider the tetra-

hedron deployment scheme for a 3D environment that per-

forms better than cube deployment and random deployment

schemes in terms of providing better localization ratios,

minimizing localization errors, and maintaining better net-

work connectivity. They emphasize that their future work

should focus on designing a realistic model that considers

the various conditions experienced in underwater environ-

ments, including mobility issues, sound speed variations

and propagation losses. Harsh underwater environments re-

quire cooperation between the nodes for broader coverage

and better accuracy in identifying locations of the nodes.

For NLOS localization, the least square cooperative local-

ization method is considered in [10]. The authors analyze

consistency and efficiency of least square cooperative lo-

calization. The Fisher information matrix (FIM) is derived

for an NLOS bios model and proves that Gaussian bias pro-

duces the worst-case scenario, as well as that lower partial

ordering leads to the largest FIM.

RSS-based localization for UASNs is proposed in [11].

The system model considers various attenuation parame-

ters, spreading losses and issues related to the environment,

in order to account for acoustic propagation losses. The au-

thor examines semi-definite programming with frequency-

dependent RSS and RSS based to yield better localization

performance.

The method known as localization technique for underwa-

ter sensor networks (LOTUS) [3] estimates the nodes’ ap-

proximate location based on two reference/anchor nodes

only, by using fewer iterations and with local interactions.

Experimental results justified a reduction in overhead, im-

proved localization coverage and minimum localization er-

ror compared with large-scale localization. A collabora-

tive or n-hop multilateration primitive for higher accuracy

in two computation models, i.e. the centralized and the

distributed model, is presented in [12]. An atomic/collab-

orative multilateration used iteratively to compute the lo-

cations of unlocalized uw-sensors is adopted in [13]. The

method presented in [14] employs two-phase localization,

i.e. anchor node location estimation and other normal node

localization based on mobility prediction. Parameters of

mobility patterns are predicted by using the covariance al-

gorithm. Prediction errors are minimized by employing the

covariance algorithm.

In [15], the author presents a localization method using

the mobile beacon (LoMoB) range-free algorithm. Sensor

nodes receive bacon messages which contain location in-

formation, and are localized without communicating with

other nodes. The beacon points are projected on the sensor

nodes’ three-dimensional horizontal plane. Once the pro-

jection is made, the 3D localization problem is converted

into a 2D localization problem. The sensor node’s loca-

tion is estimated based on the potential locations, by using

a weighted mean of those potential locations. The author

compares his scheme with LDB and shows a significant

improvement in localization accuracy. The RSSI-assisted

mobile anchor node location determination scheme is pro-

posed in [16], aiming to reduce the location lead time and

to enhance the level of location accuracy. Using the mo-

bile anchor node’s trajectory, projection of the sensor node

is estimated by using the interpolation method support-

ing vector regression, which improves location accuracy.

A curve matching method is designed to reduce the locali-

zation lead time and to obtain the perpendicular distances,

along the mobile anchor node’s linear trajectory, from each

sensor node. The benefit of this scheme is that it requires

a one-time trajectory for the mobile anchor node to locate

other sensor nodes. To improve location accuracy even fur-

ther, the error within the actual perpendicular distance and

the estimated perpendicular distance in the curve matching

method could be reduced.

The multi-anchor nodes’ collaborative localization

(MANCL) [17] method classifies the entire localization

process into four sub-processes: ordinary node location

estimation process, iterative location estimating method,

enhanced 3D Euclidean distance calculation method, and

3D DV-Hop distance calculation method based on two-hop

anchor nodes. The enhanced 3D Euclidean distance cal-

culation process applies the transmission mechanism or

the voting mechanism to estimate the transient locations

of regular sensor nodes. During the 3D DV-Hop distance

calculation process, the ordinary node’s coordinates are

calculated based on the average two-hop anchor node

distance.

The double rate localization (DRL) method is described

in [18], relying on one anchor for performing localization

in multi-hop underwater acoustic networks (UANs). In this

scheme, the localization process is divided into high-rate

and low-rate transmission modes by selecting an appro-

priate bit duration to ensure the transmission rate and to

improve the accuracy of range measurements in multi-hop

networks. Optimized selection of reference nodes improves

the accuracy of localization performed with the help of one

anchor.

Most localization algorithms are synchronized with the

time frame, and it is not very easy to achieve accurate times.

In [19], the author proposes a localization scheme without

any time synchronization. The existing dive and rise (DNR)

scheme is enhanced for the purpose of the localization pro-

cess by excluding time synchronization. A specific anchor

node dives vertically and broadcasts beacon messages at

regular intervals to localize the sensor nodes. After a spe-

cific time, the anchor node rises vertically, broadcasting the

beacon messages. This entire process allows to identify the

distance between the anchor node and the nodes within the

transmission area, thus estimating the nodes’ position. This

scheme assumes that the nodes are motionless, which is im-

practical.

In [20], the authors develop a multi-period particle swarm

optimization (MP-PSO) algorithm that analyzes water mo-
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bility patterns the seashore, for the purpose of the localiza-

tion process. The beacon nodes are located, and their ve-

locities are estimated using the range-based PSO algorithm.

Initially, the spatial mobility correlation of the underwater

objects (the nodes) is applied to estimate the velocity of

the undiscovered nodes and, their locations are predicted

thereafter. This algorithm offers more reliable localization

coverage and enhanced localization accuracy. Computation

complexity and energy consumption of this algorithm are

relatively high.

Papers [2], [4], [8], [9] focus primarily on traditional meth-

ods used for determining node locations, neglecting under-

sea conditions. Their authors present numerous techniques

that provide more insight into such issues as time synchro-

nization, network lifetime enhancement, as well as mobility

in localization processes, with empirical results shown, too.

Most of the existing algorithms focus on estimating the

nodes’ location by relying on autonomous underwater vehi-

cles, anchor nodes using geometrical structures, but neglect

the mobility of the nodes and their energy efficiency. The

survey shows also that computational geometry is to relied

upon while estimating node locations. There was a lack

of focus on the adoption of computational geometrical fun-

damental approaches in localization schemes. This factor

motivates us to design and simulate a geometrically-based

mechanism for forming trapezoids and finding the nodes’

location, with the dynamic sea conditions taken into con-

sideration. In article [21], a review has been conducted,

revealing the existing difficulties encountered in marine en-

vironments. In the review, the UWSN is introduced ini-

tially. Then, basic information concerning underwater con-

ditions and the localization technique are discussed. After

that, the article focuses on the UWSN architecture and

on the technologies used for localization purposes. Several

centralized and distributed localization techniques are pre-

sented in the paper. The estimation- and prediction-based

localization algorithms are presented as well. The locali-

zation algorithms are grouped based on range-free and

range-based schemes. Finally, the article focuses on the

difficulties impacting underwater acoustic communications

and underwater localization.

4. Proposed Work

In this section, the proposed localization scheme using

computational geometry is presented. Though this work fo-

cuses mainly on localization in 3D network architectures,

some issues, such as cluster creation, energy usage and

topology control are intrinsic. These issues play a signifi-

cant role in creating an efficient location estimation method.

This section described the network architecture, the trilat-

eration method, the agent technology, and the localization

scheme under consideration.

4.1. Network Environment

In two-dimensional UASN, sensor nodes are grounded at

the bottom of the sea. In the 3D variant, underwater sensor

nodes are deployed at various depths in order to cover the

desired area. The 3D UASN that this work is concerned

with consists of AUVs, ordinary uw-sensor nodes, and an-

chor nodes. Each node may operate in different modes.

In its active state, the node operates with full function-

ality. In the semi-active state, the sensor node is capa-

ble of sensing and receiving signals. In the inactive state,

the node is in not in the operating state, i.e. its residual

energy level is below the threshold value. It is assumed

that uw-nodes are allowed to transmit to/from anchor/ref-

erence nodes only. The sink node controls the operation

of AUV and obtains information that tasks have been per-

formed. Some anchor/reference that are more capable than

uw-sensors are randomly deployed at various sea levels and

are motionless. The nodes are deployed uniformly and ran-

domly throughout the targeted section of the sea. Each

node is capable of communicating, may be anchored, and

is movable. One sink node is installed onshore to control

all activities performed.

The range of capabilities of AUVs is higher than in the case

of uw-sensor and anchor nodes. The network model con-

sists of a few AUVs to avoid the extra costs. Uw-sensors

are deployed randomly by dropping them in the water. Uw-

sensor and anchor nodes collectively make up an ad-hoc

network operating on plane O. When the AUV is deployed

at a certain depth and travels, and it may calculate its co-

ordinates. In this work, the AUV helps the nodes estimate

their location. Some reference/anchor nodes are employed

on the seaplane to assist in the localization process. The

network environment is shown in Fig. 1. The monitored

are of ocean O is a planar subdivision with the size of

OlXObXOd . The water is divided into many vertical levels

based on the transmission range of AUV as:

OV L =
Od

AUVCR
. (1)

At each vertical layer, AUVs are deployed at a fixed depth.

AUVs are proficient in acquiring their locations directly

Fig. 1. The UASN network architecture.
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Table 1

Abbreviations used

Definition Notation

Absorption model α(f)

Autonomous underwater vehicle AUV

Anchor ID AID

Trapezoid ID of anchor ANT

Neighbors of anchor’s node ANNT

Residual energy AER

Position of anchor A(X ,Y,Z)

AUV communication range AUVcr

Directive index DI

Detected threshold DT

Node energy threshold Eth

Geometrical spreading factor of propagation k

Length of the AUV’s linear trajectory L

Neighbor count NC

Node depth ND

Node ID Nid

Node’s trapezoid ID Ntid

Node position N(x,y,z)

Noise level NL

Propagation loss PL

Source level SL

from GPS. Assuming that the outline of each trapezoid Ti
or Tj (i, j≤ n) is disjoint without gaps and overlaps, i.e. the

trapezoid is located between Ti, j ⊆O and Ti∩Tj = /0, where

i, j≤ n. Since the AUV may transmit in all directions, sen-

sor nodes may be located in the upper and lower portions of

its linear trajectory. Anchor/reference nodes acquire their

positions whenever they are within the AUV’s transmission

range, by using the RSSI technique. Let us assume that the

deployment of anchor nodes forms a planar graph G(V, E),

where reference/anchor nodes are the vertices, and commu-

nication edges between these nodes are the segments/edges.

Table 1 presents the abbreviations used in this work.

4.2. Trilateration Method

Trilateration is a process of finding position by measuring

the distance using signal strengths from different sources.

In a trilateration scheme, the location of a uw-sensor ui may

be found if at least three localized nodes (signal sources)

or reference nodes appear in the proximity of ui. As shown

in Fig. 2a, L1, L2, and L3 are three localized uw-sensors

with known locations, present in the proximity of an unlo-

calized uw-sensor node u. It is possible to determine the

distance of an object if it remains within the sensing range

centered around L1 or L2 or L3. Let u be the un-localized

node with location (xu,yu) and let be the known locations of

(xL1,yL1), (xL2,yL2), and (xL3,yL3), L1,L2, and L3, respec-

Fig. 2. Network: (a) before trilateration and (b) after trilateration.

tively. Let d1,d2, and d3 be distances from the unknown

object, respectively. The distance equations are:

(xu− xL1)
2 +(yu− yL1)

2 = d2
1 , (2)

(xu− xL2)
2 +(yu− yL2)

2 = d2
2 , (3)

(xu− xL3)
2 +(yu− yL3)

2 = d2
3 . (4)

By expanding the squares in each equation:

x2
u−2xuxL1 + x2

L1 + y2
u−2yuyL1 + y2

L1 = d2
1 , (5)

x2
u−2xuxL2 + x2

L2 + y2
u−2yuyL2 + y2

L2 = d2
2 , (6)

x2
u−2xuxL3 + x2

L3 + y2
u−2yuyL3 + y2

L3 = d2
3 . (7)

From Eqs. (5)–(6):

(−2xL1 +2xL2)xu +(−2yL1 +2yL2)yu =

d2
1 −d2

2 − x2
L1 + x2

L2− y2
L1 + y2

L2 . (8)

From Eqs. (6)–(7):

(−2xL2 +2xL3)xu +(−2yL2 +2yL3)yu =

d2
2 −d2

3 − x2
L2 + x2

L3− y2
L2 + y2

L3 . (9)

Equations (8)–(9) with two unknowns are:

Ax+By = C , (10)

Dx+Ey = F , (11)

which gives the solution:

x =
CE−FB
EA−BD

, (12)

y =
CD−AF
BD−AE

. (13)

The value of the z coordinate is the depth of the node. Fig-

ure 2b shows the node after the trilateration process. In

an ideal case, the intersection of three sensing ranges is

the exact location of the object, i.e. node u. Once the node

computes its location through trilateration, it assumes the
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role of a reference node R in order to further assist in deter-

mining the location of unlocalized nodes. In many cases,

distance computations are imprecise, because the sensing

range circles may not intersect at a single location. To

overcome this error, a maximum likelihood scheme may

be adopted to minimize the degree of imprecision in deter-

mining the location of a given node.

4.3. Node Agency

Node agency is acritical component of each uw-node. It

comprises of a static agent NA, and a mobile agent NMA –

both residing at the node level. It also includes NKB to

store node- and trapezoid-related information. Migrant mo-

bile agents TFA and LA perform inter-node communica-

tions, assist in location estimation and in the trapezoid for-

mation process. This agency is taking an active part in

localization and is also partially involved in the trapezoid

formation process. Node agency is shown in Fig. 3.

Fig. 3. Node agency.

Node agent (NA) is an autonomous, universal and reactive

agent. NA is situated locally at the node level. NA uses

NKB to store and retrieve information. NA coordinates

with NMA to oversee the activities that are taking place at

the uw-sensor node level. This agent communicates with

LA to support the location estimation process and inter-

acts with TFA to learn its trapezoid information. NA is

responsible for learning which trapezoid it belongs to and

for informing node agency when localization is required.

Node manager agent (NMA) is situated in each uw-sensor

node of the network. NMA monitors everything that is tak-

ing place in and around the node, for taking some decisions

and for performing regular activities. Activities performed

at the NMA at level include the following:

• changing the node state from semi-active to active

and vice-versa,

• to communicating with the outside world in order to

synchronize all actions,

• becoming actively involved in the location estimation

process with LA,

• effectively managing the node’s battery for longer

life,

• updating the node knowledge base,

• NMA coordinates with NA, LA, and TFA to com-

plete the tasks.

NMA decides when to estimate its location by verifying

the present status of the sensor node.

Node knowledge base (NKB) is a local information storage

existing at the level of each node. This knowledge base

comprises NID, NT ID, NER, ND, N(X ,Y,Z), and all information

observed. Local and migrant agents communicate with this

information storage to store, modify and retrieve the data.

The structure of the NKB is given in Table 2.

Table 2

Node knowledge base

Sl no. NID NT ID NER NC ND N(X ,Y,Z)

1 24 4 4.6 4 203 m –

2 5 6 4.76 2 123 m –

3 12 3 4.32 3 174 m –

4 – – – – – –

4.4. Anchor Agency

Anchor agency comprises a static anchor agent and a mo-

bile anchor management agent (AMA). It includes an an-

chor knowledge base (AKB) used to store and retrieve infor-

mation concerning the trapezoids, the node, and the anchor

node. Migrant mobile agents – LA and TFA – are used for

inter-agent communication in order to perform localization

and trapezoid formation processes. This agency plays the

key role in creating trapezoids in the target area and par-

ticipates in the localization process. It stores and updates

information in AKB. The anchor agency is shown in Fig. 4.

AUV agent (AA) is an autonomous, universal and reactive

agent. It is situated locally at the anchor node level. It uses

AKB to store, retrieve and modify information. AA coor-

dinates with AMA to oversee the activities that are taking

place at the anchor node level. This agent actively com-

municates with TFA to create trapezoids. It also communi-

cates with LA and participates in the process of estimating

locations within the trapezoids. It stores, in AKB, the trape-

zoid ID, trapezoid boundary, number of nodes present in

the trapezoid, and its association with different trapezoid

IDs. AA is responsible for communicating with the sink

node in order to identify any variations in the system.

Anchor Manager Agent (AMA) is situated within each

anchor node of the network. AMA monitors all activities

taking place in and around the anchor node and performs

regular tasks. The activities of AMA existing at the anchor

node level include the following:

• communicating with the outside world in order to

synchronize all actions,
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Fig. 4. Anchor node agency.

• becoming actively involved in the location estimation

process with LA,

• participating actively in the creation of trapezoids

with TFA,

• effectively managing the node’s battery for longer

life,

• updating the anchor knowledge base,

• AMA coordinates with NA, AA, LA, and TFA to

complete the tasks.

AMA informs the sink node about initiating the trapezoid

formation process whenever a significant variation takes

place concerning the anchor node’s location. AMA keeps

on updating its position and battery information to the sink

node at regular intervals.

Anchor knowledge base (AKB) is a local information stor-

age at each anchor node level. This knowledge base con-

tains AID, ANT , ANNT , AER, A(X ,Y,Z), NC, and all observed

information. Local and migrant agents communicate with

this information storage to store, modify and access the

data. The structure of NKB is shown in Table 3.

Table 3

Anchor knowledge base

Sl no. AID ANT ANNT AER A(X ,Y,Z)

1 3 2 5 4.00 –

2 5 3 6 3.47 –

3 14 1 2 4.72 –

4 – – – – –

4.5. Sink Agency

Sink agency comprises a static sink management agent

(AMA), as well as TFA and LA mobile agents. It uses SKB

to save and access information about the entire network.

LA and TFA mobile agents are triggered to perform lo-

calization and trapezoid formation processes. Sink agency

is the central agency that initiates the trapezoid creation

process and the location estimation process. It stores and

updates the information in SKB. Anchor agency is shown

in Fig. 5.

Fig. 5. Sink node agency.

Sink Agent (SA) is an autonomous, universal, adaptive,

smart and proactive agent. It is situated locally at the sink

node level. It triggers and coordinates LA for localiza-

tion TFA for trapezoid formation process. It utilizes SKB

to save and access information. Sink node communicates

with other agencies and agents to accomplish the desired

activities, as and when required for the network. The trape-

zoid formation process is performed for the entire targeted

area. On-demand single node or all node localization is

performed as and when needed.

Localization Agent (LA) is an autonomous, social, proac-

tive and mobile agent. It interacts with all agents and agen-

cies to collect the required information and to accomplish

the localization process. LA is initiated by the sink node

to accomplish the on-demand single node or all node lo-

calization process and updates the data in all information

storages.
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Trapezoid Formation Agent (TFA) is a mobile, self-

sufficient, proactive and social agent. The sink node trig-

gers TFA, and its primary objective is to create trapezoids

and to construct SDS for a given network. It communicates

with all agents and agencies to gather the required infor-

mation and to accomplish the trapezoid formation process.

It creates SDS during the creation of trapezoids. SDS is a

tree-based data structure that is better suited for the location

of trapezoids.

Sink Manager Agent (SMA) is situated in the network, at

the sink node. Its duties include the following:

• communicating with other components of the system

and synchronizing the actions,

• intimate sink agent to activate TFA through pre-

localization LA, while the localization, and maintain

SDS,

• associate in the location estimation process with LA

and trapezoid creation process with TFA,

• SMA manages, virtually, the batteries of the uw-

sensor and the anchor nodes, increasing their life,

• updating the SKB at regular intervals.

Sink Knowledge Base (SKB) is the sink node’s informa-

tion storage, accessible to TFA and LA mobile agents dur-

ing the trapezoid formation and localization process. This

knowledge base contains information on the energy level

of the entire network, on AUV’s trajectory, on trapezoid

information, as well as on the number of active and failed

nodes, as shown in Table 4. SA, SMA, LA, and TFA com-

municate with this information storage to retrieve, modify

and store information.

Table 4

Sink knowledge base

SN AID NID NT ID NER A/F Trajectory info

1 1 5 3 4.56 3/0 40 m, up

2 4 13 7 3.57 4/1 70 m, down

3 3 16 5 4.89 0/1 110 m, up

4 – – – – – –

4.6. Formation of Trapezoids

The sink node begins the process of creating clusters with

the support of TFA and AUV. AUV is deployed at fixed

depth levels of the ocean and traverses across the linear

trajectory. At each level of the linear trajectory, TFA acti-

vates the trapezoid formation model to divide the horizontal

plane into many vertical slabs whenever the anchor nodes

come within the transmission range of AUV, and it stores

the anchor nodes’ x coordinate in a structured manner on

the array, to create SDS. TFA divides each vertical slab

further into trapezoids, with the assistance of reference/an-

chor nodes. Each area of the vertical slab between two

consecutive edges forms a unique trapezoid. Some trape-

zoids border on the seafloor and on the sea surface within

the bounding box boundary regions. Vertical lines and the

anchor nodes’ edges passing through the endpoints create

geometrical shapes such as trapezoids, unbounded trape-

zoids and triangles, as shown in Fig. 6.

Fig. 6. Trapezoidal map.

A binary search is performed to determine the trapezoid

of the uw-sensor node, and x coordinates are stored in

the array, as shown in Fig. 8 [22]. Provisionally, the di-

agram contains a set of non-crossing line-segments, S =
{s1, s2, . . . ,sn}, embedded in the bounding box R and char-

acterized by the fact that any two anchor nodes have dif-

ferent x coordinates. If the arrangement comprises a set of

non-crossing edges having different anchor nodes’ x coor-

dinates and surrounded by fixed limits, then the process of

creating a trapezoidal map is more straightforward. TFA

creates the trapezoidal map T(S) using the non-crossing

edges of the anchor nodes on the ocean’s surface. TFA en-

larges two perpendicular edges from each anchor node, one

in the ascending direction and the other in the descending

direction, until they reach either the edge or the border of S,

as shown in Fig. 7 of the trapezoidal map. In a scenario

Fig. 7. Two segments trapezoidal map.
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in which any two trapezoids are located next to each other,

then such trapezoids share a perpendicular edge. A double

connected edge is used in the formation of the trapezoidal

map.

During the process of creating the trapezoids, TFA develops

SDS D, as shown in Fig. 8. Its properties are:

• SDS is a directed-acyclic-graph (DAG),

• SDS is a single-rooted, and each trapezoid is ren-

dered by a leaf node in the trapezoidal-map of S,

• inner nodes’ out-degree is two: x-node and y-node,

where x-node shows with the endpoints of segments

in S and y-node represents the segment itself.

Fig. 8. Search data structure.

Algorithm 1. Trapezoidal map

Input: Set S = s1, s2, . . . , sn where s is the non-crossing

line segment between the nodes.

Output: trapezoidal map, data structure D

1: Function TMAP(V)

2: Define the network environment and initialize the

data structure

3: While k = 2 downto 2 do

4: randomindex = Random(k)

5: Exchange S[k] and S[randomindex]
6: End while

7: For all segments/edges in the network do

8: Find the set of trapezoids that are properly inter-

sected by each segment

9: Remove some of the trapezoids to replace the new

trapezoids which are appearing because of the in-

sertion of the segment

10: Remove the leaves from the data structure and add

the leaves for new trapezoids

11: End for

12: End function

Fig. 9. Data structure used for adding a new segments by replac-

ing trapezoids.

The trapezoidal map and SDS are interlinked with each

other. Algorithm 1 describes the process of constructing the

trapezoidal map the network. When two anchor/reference

nodes, such as r1, r2, are positioned entirely in any of

the trapezoids, TFA removes some trapezoids and replaces

them with new trapezoids, as presented in Algorithm 1, and

the related search data structure is constructed as shown in

Fig. 9 [22].

4.7. AUV Trajectory

The AUV moves along the continuous trajectory at dis-

tance l from the initial position Tstart , until the end posi-

tion Tend . It moves horizontally, at fixed underwater levels,

at a constant speed. At each depth, AUV periodically trans-

mits, omnidirectionally, beacon messages including real-

time position information. It does so at fixed intervals and

with full communication power, as depicted in Fig. 10.

The migrant LA activates the localization model at each

Fig. 10. The trajectory of AUV.
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Algorithm 2 . Localization of un-localized underwater

nodes within the trapezoid at the second level

1: Function UWNLocalize(t,D, trap[])

2: If one unlocalized node in trap[] & in the commu-

nication range of anchor node then

3: Compute localization by using the RSSI method

4: else

5: If more than one unlocalized nodes are there in

trap[] then

6: Get at least 3 localized node’s information in

the trapezoid

7: Compute localization using trilateration

8: Update SKB and NKB

9: else

10: If the node is not in the range then

11: Defer localization until next iteration

12: End if

13: End if

14: End if

15: Foreach node j in the trap[] do

16: Compute energy consumption of node NER( j)
17: If NER(j) ≤ Eth then

18: N f ailure = N f ailure + 1

19: Change the node N j state into inactive

20: End if

21: End for

22: Update SKB and NKB

23: End function

anchor node to receive beacon messages and calculates

the received-signal-strength (RSS) of each beacon message.

LA estimates the received RSS value in the network envi-

ronment as:

RSL = SL+NL−PL(l) , (14)

where SL is the source level, NL is the noise level, PL(l)
is the propagation loss for an acoustic signal in underwater

conditions, given as:

NL( f ) = Ntn( f )+Nw( f )+Ns( f )+Ntu( f ) [Pa/Hz] , (15)

SL = 10log
It

1 µPa
, (16)

where It is the the intensity of the signal transmitted from

the broadcast point, at a distance of 1 m measured in µPa.

The It yield as per [24] is:

It = 10
SL
10 ·0.67 ·10−68 (17)

in watts/m2. The propagation loss is:

10logPL(l, f ) = k ·10log(l)+ l ·α( f )+A , (18)

where k is the geometrical spreading constituent of the dis-

tribution, α(f) is the absorption pattern shown in Eq. (19),

and A is the communication irregularity that eliminates con-

Algorithm 3. Localization of unlocalized anchor nodes at

the first level
Input: search data structure D, trapezoid information T
Output: network with localized nodes

1: Function (D,T )

2: Get network environment, data structure D, trapezoid

map T
3: loop = 1, N f ailure = 0, NER = 5.0 . measuring unit

is Joule

4: AUVCR = 60, NCR = 30, NSR= 20 . measuring unit

is meter

5: While N f ailure ≤ N− LP
100 ·N do . Number of failed

nodes below LP%

6: Sink begins the location estimation process by

triggering LA.

7: AUVd = 100 . Initially, AUV depth is set to

100 m

8: While AUVd ≤ Od do . Considered depth of the

ocean boundary

9: Change all the nodes’ state into a semi-active

state

10: Tstart = 0, Tend = 800

11: Install AUV at AUVd [m]

12: Bpoint = 30 . The initial broadcast point on

a linear trajectory

13: While Bpoint ≤ Tend do

14: AUV announces beacon message bm at

Bpoint
15: For each anchor node Ai ≤ AUVCR do

16: LA at anchor node calculates the signal

strength of received beacon message

17: Anchor node estimates its location

18: Calculate power consumption and update

NER
19: trap[] = find the trapezoids associated

with Ai
20: uwnLocalize (Ai, D, trap[]) . perform

localization within the trapezoid

21: End for

22: Bpoint = Bpoint + 30 . Advance to next broad-

cast point

23: End while

24: AUVd = AUVd + 200

25: End while

26: loop = loop + 1 . Total number of localization

processes for the whole network

27: Find the failed nodes in the network

28: End while

29: End function

sumption factors and involves the refraction, diffraction,

and scattering.

In general, the spreading factor of k = 1.5 is assumed in

this work. Spreading loss is wavelength-independent, and

it has the rounded or cylindrical spreading.

Thorp’s formula [25] describes α(f) – frequency absorption

model as:
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α( f ) =

(

0.11
f 2

f 2 +1
+44

f 2

f 2 +4100

+2.75 ·10−4 f 2 +0.003
)

·10−3 . (19)

Consider any announcement position is (x, y, z) along the

AUV’s linear path at each depth level, and (xr, yr, zr) being

any anchor node position on the ocean’s surface. z is 0, and

the y coordinate is linearly expressed by x due to the AUV’s

path, which is linear on the ocean’s surface. LA gets the

RSSI value vector of all announcement points and the x co-

ordinate vector of the announcement points and estimates

the position of an anchor node by using RSSI. Once the ref-

erence/anchor nodes have learned their locations, LA visits

each trapezoid and calculates the location of unlocalized

nodes, as described in Algorithm 2. Algorithm 3 describes

the process of estimating the location of nodes.

4.8. Single-node Localization

If a node moves within the trapezoid due to underwater

currents or other aquatic characteristics, then NA may de-

mand localization by asking the anchor node. The anchor

node initiates the location estimation process by triggering

LA and the procedure is given in Algorithm 4.

Algorithm 4. On-demand single-node localization

1: Function SN Localization(NID)
2: The node realizes the need for location estimation

3: Uw-sensor transmits a request message to the anchor

node about the need for localization

4: Anchor node informs the sink node about the ini-

tiation of the localization process and provides

node details

5: Anchor triggers LA to initiate the localization pro-

cess

6: LA gets the information of NID and anchor node of

NID
7: LA gets the trapezoid-id of NID using search-data-

structure

8: LA visits to trapezoid-id for localization

9: If LA finds at least 3 localized nodes (including an-

chor node) within the communication range of NID
in the trapezoid then

10: LA estimates the location of NID using the tri-

lateration technique

11: else

12: If LA finds NID is within the communication

range of anchor node then

13: LA estimates the location of NID using RSSI

14: else

15: Defer the location estimation process until the

next trapezoid formation process.

16: End if

17: End if

18: End function

The sink node initiates all-node localization at regular in-

tervals. The scheme is as below:

1. The sink node begins the trapezoid formation activ-

ity at each iteration by TFA. TFA divides the region

into perpendicular slabs and further divides these into

trapezoids. TFA counts the number of localized and

unlocalized nodes present in each trapezoid. TFA

stores relevant information in SKB, i.e. information

storage of the sink node, and also creates search data

structure D.

2. The sink node begins the localization process through

LA and deploys AUV at various depth levels. AUV

traverses along the linear trajectory from starting

point Tstart to endpoint Tend at each depth, with a con-

stant speed. AUV transmits beacon messages includ-

ing real time location information at fixed distances

and with a fixed transmission power, as depicted in

Fig. 10. At the anchor node, the LA receives these

messages and executes the localization model to es-

timate its location.

3. The anchor agent at each anchor node initiates the

localization process in its assigned trapezoids based

on the data given by TFA and SDS D.

4. At each trapezoid, LA performs the localization pro-

cess in the following manner:

• if the node is already localized, then LA updates

the localization knowledge base with such infor-

mation as uw-sensor node ID, uw-sensor node

energy level, trapezoid ID, adjacent trapezoids,

etc. LA changes its state from semi-active to

active;

• if the node is unlocalized, then LA looks for

at least three localized nodes which are there in

the trapezoids, within the communication range,

completes the localization process by using the

trilateration technique and changes the node sta-

tus into active;

• if the uw-sensor node is unlocalized and it is

within the communication range of the anchor

node, then LA applies the RSSI method to es-

timate its location;

• if an unlocalized uw-sensor node exists in the

trapezoid and it is out of the communication

range of the anchor node and of other nodes,

then the localization process is deferred until

the next iteration;

• the above steps are repeated to localize other

nodes in the trapezoid. LA changes the state of

all localized nodes from semi-active to active.

5. LA updates location-related information in SKB,

AKB, and NKB for future use.
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6. Steps 1–5 are repeated until AUV reaches Tend of

each linear trajectory.

7. AUV is deployed at the next vertical level and repeats

steps 1–6 to cover the entire targeted area.

8. At the end of each localization period, all the under-

water sensor nodes change their status to semi-active

in order to preserve their energy levels.

Algorithm 2 describes the localization process within the

trapezoids.

4.9. Mobility in the Localization Problem

Movement of the nodes is unavoidable due to underwa-

ter currents and other underwater conditions. Each NA

maintains NKB, containing such information such as en-

ergy level, neighbor count and location points. The move-

ment of a node is severe in shallow waters due to numerous

human activities and unpredictable behavior of the sea envi-

ronment. On the contrary, in deep water, most of the time,

the movement of the nodes is not present at all or is very

much restricted. The agent may perform self-localization

in deep water by itself, provided the node is in communi-

cation with at least one node which knows its location. If

node A is already localized with NA(x,y) points and if NA ob-

serves that the node has changed its position, then LA at the

node performs re-localization, with the process explained

below:

1. LA obtains the location of the previous uw-sensor

node from the NKB and stores it as NPA(x,y) , and

NPAdepth (i.e. NP is the previous location of the node).

2. LA computes the distance to the uw-sensor node, i.e.

Ndist = Nspeed ·Nδ t , where Nδ t is the time difference

between the last localized time and the agent’s ob-

servation time, Nspeed is the speed of the uw-sensor

node, Ndist is the distance which is scalable. The

current position of the node is calculated as:

• assign NCAdepth = Get(ND), NC is the current

location of the uw-sensor node,

• compute d = NPAdepth −NCAdepth ,

• test if (d ≤ 0) and then NCAy = NPAy + d, i.e.

the node is moved downwards down,

• test if (d ≥ 0) and then NCAy = NPAy − d, i.e.

the node moved upwards.

3. Now, the location of mobile node A is (NCA? , NCAy ),

where the x coordinate is unknown. The distance

formula may be applied to find out the x coordinate

if the mobile node is capable of communicating with

at least one localized uw-sensor node, i.e. node B

with location (NCBx , NCBy ).

4. Find distance D between nodes A and B using RSSI.

5. RSSI = antenna gain + transmit power – path loss.

6. For non-mobile nodes A and B, antenna gain and

transmit power are both constant. Path loss is the

function of distance d. Hence, RSSI = f (d), d =
f ′(RSSI).

7. For simplicity, consider node A points as (x1, y1)

instead of (NCA? , NCAy ) and node B points as (x2, y2)

instead of (NCBx , NCBy ) Calculate the unknown x1
value by:

d =
√

(x2− x1)2 +(y2− y1)2 . (20)

By taking a square on both the sides, we get:

d2 = (x2− x1)
2 +(y2− y1)

2 , (21)

and:

d2− (y2− y1)
2 = (x2− x1)

2 , (22)

where d, y1, y2 are known values. After solving RHS,

a constant value v becomes:

v = (x2− x1)
2 . (23)

After removing the square on both sides Eq. (23)

becomes: √
v = (x2− x1) , (24)

then:

x1 = x2−
√

v . (25)

Now, the x coordinate of node A is computed and

the y coordinate is computed in Step 2.

8. The agent performed internal localization, and the

new coordinates of mobile node A are (NCAx , NCAy ).

The proposed work highlights the use of computational

geometry for estimating the location of unlocalized nodes.

It is supported by agent technology, which supports vari-

ous APIs for during the implementation phase. Modules for

trapezoid creation, SDS establishment and trajectory path

formation are designed using mathematical models and may

be implemented with suitable modifications. Anchor/refer-

ence nodes are considered at each stage of the proposed

work, and are therefore included in trapezoid creation, tra-

jectory path formation, SDS creation and location estima-

tion modules. Regular nodes predominantly included in

location estimation and mobility modules.

5. Simulation

The proposed uw-sensor node localization method is sim-

ulated and assessed based on various parameters. At the

initial stage of the simulation, all nodes are considered to be

characterized by equal power, equal sensing range and equal

transmission capability. The sink node switches all nodes

into semi-active state to preserve energy. The node location

estimation process is performed iteratively. At each step,
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most of the nodes attempt to localize themselves and con-

sume energy. The simulation is terminated when the energy

level of 70% of all nodes falls below a specific threshold

value. Simulation models, procedures and performance pa-

rameters are discussed in this section.

5.1. Simulation Model

A monitored area with the size of 600×600×600 m is used

for UASN simulation purposes. Initially, uw-sensor nodes

are deployed randomly, beginning with 20 and with their

number increasing to 100 within the 3D space. Initially,

the sink node deploys AUV at AUVd and it then moves

along a continuing trajectory. AUV broadcasts location

information at regular intervals, 5L is set to 30 m. At

each vertical level, AUV travels linearly over a distance

of 600 m, with fixed frequency Tf = 24 kHz, sound level

SL = 100 dB and spreading factor k = 1.5. A few anchor

nodes are deployed randomly. A beacon message advances

linearly at a velocity of one m/s and makes announcements

one second intervals. The sink node is installed onshore.

In the propagation model, sensing range NSR, communica-

tion range NCR of an acoustic UASN node for single hop

communication and attenuation factor α( f ) are given in

Eq. (19), as per Ainslie and McColm [26].

Table 5

Simulation input data

Parameter Value

Width w 600 m

Length l 600 m

Depth d 600 m

Uw-sensor nodes n 100

Uw-sensor node communication range NCR 30 m

Temperature range 2–20◦C
AUV communication range AUVCR 60 m

Anchor nodes 30

Transmission frequency Tf 24 kHz

Attenuation α 0.01-1.0

SL 100 dB

δL 30 m

Speed of ship v 5 m/s

k 1.5

The performance parameters are:

Localization ratio. It is the ratio of localized uw-sensor

nodes to the total number uw-sensor nodes in the network.

Energy consumption. It is calculated as total power con-

sumption of all nodes in one iteration. To obtain intensity

It with communication power Pt at an interval of 1 m from

the origin towards the recipient as per [24], the following

equation is used:

Pt = 2π D/t ·1 [m] , (26)

in watts, where D is the depth measured in meters and It
is taken from Eq. (17).

In each trapezoid, power consumption of m localized uw-

sensor nodes involved in the trilateration of packet size Psize,

is:

Pc =
mPsize

m1024
=

Psize

1024
(27)

in watts/bit. Assume Ttactive is the total active time of a uw-

sensor node’s transceiver in seconds, per one iteration,

NER is the residual energy available at every uw-sensor

node in w/h. The ratio of the total residual energy to the

power required for one packet is the total active time of the

transceiver and is given by:

Tactive =
NER

Pc
. (28)

Since the uw-sensor node operates in different states, its

transceiver’s active period equals A seconds, and the node’s

battery life is given by:

Tli f etime =
Tactive

Ttactive
·

A
24 ·60

[days] . (29)

Localization accuracy. It’s the difference between the

original and the estimated location. If NE(x,y,z) is the calcu-

lated location of node and NA(x,y,z) is the original location,

localization accuracy is given as:

LE = |NE(x,y,z0−NA(x,y,z)| . (30)

The average location error is:

LEavg =
1
n

n

∑
i=1

LEi . (31)

The location error is a vital factor if it is larger than a spec-

ified threshold value.

Network lifetime. It is the number of times the location

estimation process is performed until the energy level of

70% of the deployed uw-sensor nodes falls below a speci-

fied threshold value. To calculate it, we need to first obtain

the number of uw-sensor nodes m whose power level is

greater than the threshold value, i.e. the number of nodes m
if (Tli f etime(i) ≤ Eth) for every node i in the system. To

ensure the network is connected, let PN be the percentage

share of uw-sensor nodes whose energy level is higher than

the threshold value. Here, Tli f etime is the total lifetime of

a uw-sensor node:

Nstable =
PN

100
·n , (32)

if m ≥ (n−Nstable), the network fails. The location es-

timation process is repeated after a specific condition is

satisfied.

5.2. Simulation Procedure

The proposed MASD scheme relies on specific simulation

parameters and the simulation process is repeated until 70%
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of the uw-sensor nodes retain energy levels that are higher

than a specific threshold value. Algorithm 5 presents the

simulation procedure using pseudo-code.

Algorithm 5. Simulation procedure

1: Function Simulation

2: Setup the network system

3: Initialize agencies, nodes, state, knowledge base

4: Defining the AUVs trajectory

5: Formation of trapezoids by TFA over defined ocean

volume.

6: While energy of 70% of nodes higher than specified

threshold do

7: AUV moves along a fixed linear path

8: AUV announces beacon messages containing

real-time location

9: Anchor nodes re-localize themselves

10: LA begins location estimation process at each

trapezoid

11: LA stores the necessary data in the knowledge-

bases

12: End while

13: Convert uw-sensor node status into a semi-active

state after localization

14: End function

6. Analysis of Results

In the proposed scheme, the algorithm is focused on cre-

ating trapezoids with the help of an internal search data

structure. Figures 11 and 12 show the number of trape-

zoids created with a fixed number of 40 and 80 uw-sensor

nodes, respectively. A higher number of trapezoids is ob-

served in shallow waters, due to the denser deployment of

uw-sensor nodes. In a scenario with a lower number of ref-

erence nodes, the formation of trapezoids is restricted due

to greater gaps between the positions of reference nodes.

If the number of reference nodes is increased, the num-

ber of trapezoids of various sizes present in the network

increases as well. In the case shown in Fig. 12, it is ob-

served that a higher number of trapezoids is created because

Fig. 11. Number of trapezoids created for 40 nodes at various

depths.

Fig. 12. Number of trapezoids created for 80 nodes at various

depths.

of the deployment of more uw-sensor nodes. If more trape-

zoids are created, the lifetime of the network is affected,

but it becomes easier to localize uw-sensor nodes. The sink

node also participates in the creation of SDS, as shown

in Fig. 8.

6.1. Localization Accuracy

Figure 13 shows that the location error is higher in the case

of the LDB scheme than in the proposed scheme. In the

recommended scheme, agents broadcast beacon messages

Fig. 13. Localization accuracy.

at regular intervals of variable beacon distance. In the pro-

posed scheme, the size of the trapezoid is measurable and

is well defined by anchor nodes, making it easier to lo-

calize the unlocalized nodes with a minimum error rate.

The SDS identifies the node’s nearest trapezoid to which

it belongs. This reduces the error in the actual location

and the calculated location. If the beacon distance keeps

increasing, the error in the computed position increases as

well, as observed in the proposed scheme. Acoustic waves

propagate spherically, making them vulnerable to attenua-

tion. Hence, the position of sensor nodes is estimated with

a minor error rate. Location estimation depends also on

the nodes’ movement in the undersea environment, caused

by water currents. In this calculation, the mobility factor

is not taken into consideration.
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Fig. 14. Localization error.

Figure 14 shows the impact of the change in the number

of uw-sensor nodes on the localization error. The proposed

scheme renders better results in terms of minimizing the

localization error, even if the number of nodes increases.

It results in a higher level of availability of nodes in each

trapezoid, which facilitates trilateration. It is observed that

the sufficient availability of nodes in each trapezoid reduces

the localization error. Such an approach consumes more

power due to excessive communication between the nodes.

It is observed that the location error does not varies much in

the event of an increase in the number of uw-sensor nodes

beyond a specific limit value.

6.2. Network Lifetime

Figure 15 shows network lifetime as a function of active

nodes in the network. Network lifetime for the proposed

MASD scheme is better than in the LDB method. In a sce-

nario with a higher number of reference nodes, network

lifetime is shorter due to the fact that the nodes are in-

volved, on numerous occasions, in the location estimation

process. Once the nodes have been localized, then their sta-

tus needs to be changed to semi-active in order to improve

network endurance. In the case of fewer reference nodes,

network lifetime is comparatively better than in the case of

other schemes. Nodes positioned in shallow water are more

mobile due to the presence of water currents and require

frequent localization, which reduces network lifetime.

Fig. 15. Network lifetime.

6.3. Localization Ratio

As depicted in Fig. 16, the localization ratio depends, to

a higher degree, on the deployment of reference nodes

within the undersea network. The location estimation ratio

improves linearly with an increase in the number of refer-

ence nodes. The proposed MASD scheme proves that more

non-localized uw-sensor nodes are then localized in large

numbers and, hence, the localization ratio is better than in

the LDB scheme. In the proposed method, many trapezoids

are formed and each reference node has a common vertex

with several trapezoids. Therefore, each reference node is

participating in the location estimation process with its de-

pendent trapezoids. In larger structure trapezoids, it is not

easy to localize unlocalized nodes because of the transmis-

sion range of reference nodes, which causes a reduction in

the localization ratio. However, trapezoidal map and the

search data structure allow the proposed scheme to achieve

a better localization ratio.

Fig. 16. Localization ratio.

6.4. Energy Consumption

Energy consumption of the presented scheme is lower, in

the case of a small number of reference nodes, than in

other schemes (Fig. 17). The proposed MASD scheme

depletes more power (compared to the LDB scheme) in

a scenario with more reference nodes because of the un-

necessary participation of nodes in the location estimation

process. Sensor nodes near the ocean’s surface are mobile

and require frequent localization, which causes an increase

Fig. 17. Localization energy.
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in power consumption. At higher depth levels, mobility of

uw-sensor nodes is restricted and, hence, frequent localiza-

tion of uw-sensor nodes is not required. The graph below

shows energy consumption with several nodes.

Fig. 18. Energy consumed by nodes in each trapezoid for 40

nodes.

Figure 18 presents the amount of energy consumed by uw-

sensor nodes in each trapezoid, at various depth levels, for

a fixed number of 40 uw-sensor nodes. At the depth of

300 m, the reference nodes form several trapezoids of vari-

able sizes. This means that more nodes are present in each

of the trapezoids and that many nodes are involved in the

localization process. The recursive involvement of nodes in

the localization process leads to higher power consumption.

If the depth is increased further, the number of trapezoids

formed decreases and fewer uw-nodes are present in such

trapezoids. Redundant involvement of the nodes in the lo-

calization process is minimized and energy consumption of

the nodes decreases, as shown in the graph.

Figure 19 shows the energy dissipated by uw-sensor nodes

in each trapezoid, with changing water depth and a fixed

number of 80 nodes. In shallow water, reference nodes

form some trapezoids of variable sizes. The scenario

evolves into one characterized by higher density of nodes

in each of the trapezoids, with a higher number of nodes

involved in the localization process, compared to Fig. 18.

The recursive engagement of nodes in the localization pro-

cess drives power dissipation, which is higher than that

Fig. 19. Energy consumed by nodes in each trapezoid (for 80

nodes).

shown in Fig. 18. If the depth is increased further, fewer

trapezoids are formed and fewer uw-nodes are present in

such trapezoids. The nodes’ excessive involvement in the

localization process is moderately reduced and minimizes

energy consumption, as observed in the graph.

7. Conclusion

In this paper, a node location estimation method is pre-

sented relying on computational geometrical trapezoids.

The proposed scheme uses the trapezoids to create clus-

ters of various sizes. The entire network is divided into

trapezoids and a search data structure (SDS) is established.

Further location estimation techniques are applied to lo-

calize nodes. Simulations performed prove that the pro-

posed scheme may be used in UASN networks, offering

good performance and accuracy levels.
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Abstract—In this paper a dynamic spectrum access (DSA)

concept is explored for mitigating the paucity of spectral band-

width in cognitive radio (CR) for opportunistic, dynamic ac-

cess of the spectrum without any interference. Dynamic spec-

trum access schemes are proposed for a distributed cognitive

radio network consisting of one secondary user (SU) and many

primary users (PUs). The SU has to make decisions for ac-

cessing PU channels within discrete time slots. The design

of sensing and access strategies that govern channel choice in

each slot for near-optimal throughput performance of the SU

may be formulated as a partially observable Markov decision

process (POMDP). Furthermore, it is considered that the SU

incurs a cost whenever it switches to a different channel. The

switching cost is expressed in terms of delay, packet loss and

packet overhead. In this work, the SU access policy based on

a myopic approach is proposed and evaluated.

Keywords—cognitive radio, distributed detection, energy detec-

tor, myopic policy, spectrum sensing.

1. Introduction

According to a survey by the US Federal Communications

Commission (FCC), utilization of the radio spectrum in

the 30–3000 MHz frequency bands equaled, in the US,

just 5.2% in 2004–2005 [1]. The spectrum utilization rate

is also characterized by variations based on geographical

locations. This underutilization of the spectrum resources

creates a new communication paradigm to exploit it dy-

namically. A solution under which the licensed spectrum

is shared among unlicensed users is a promising approach

allowing to cope with the issue of spectrum scarcity. Dy-

namic spectrum access (DSA), i.e. a method allowing the

spectrum to be accessed dynamically depending on current

needs is a promising solution to this problem. DSA is sup-

ported by spectrum agile devices, such as cognitive radio

(CR), which may opportunistically identify vacant portions

of the spectrum known as white holes, and may transmit

using them while maintaining limited interference, so as

not to affect the licensed users.

In this paper, a simple, heuristic spectrum sensing policy

deployed in a distributed POMDP CRN framework com-

prising 1 SU and N PUs is presented. In addition, a less

complex access policy relying on the myopic approach with

immediate two-stage reward in a similar environment of

1 SU and N PUs, where N >1, along with energy con-

straints and channel switching costs, is proposed.

2. Related Works

A variety of spectrum sensing techniques for CR is pro-

posed in [2]. These techniques range from simple energy

detection to advanced schemes based on cyclostationary

feature detection. A survey of available schemes presented

in [3] reveals that energy detection (ED) is the easiest and

most widely used sensing approach. Its advantage lies in

the fact that it does not need any a priori information con-

cerning the primary user (PU) channel transmission char-

acteristics, is easily implementable and has low computa-

tional complexity. The disadvantage, however, is that ED

takes a long sensing time for the detection of low SNR

primary signals. Besides, the sensing threshold in ED is

an important parameter. The receiver operating character-

istic (ROC) curve and the interference limits determine the

threshold values. In [4], dynamic estimation of noise power

is proposed. It eliminates the performance-related restric-

tions of ED due to the estimation error of noise signal

power.

The authors describe the concept of the adaptive threshold

in [5]. It is based on the signal-to-interference noise ratio

(SINR). Bazerque et al. in [6] proposed that spectrum sens-

ing may be performed either in a centralized or distributed

manner. The centralized and distributed approaches may

be either cooperative or non-cooperative. The centralized

approach involves the collection of data from each SU at

the center and taking the final decision based on a spe-

cific rule. Cooperative spectrum sensing is studied in [6]

to reduce the detection time and to improve robustness. An

OFDM-based system is proposed in [7], wherein the deci-

sions from all local SUs are taken and given to the center.

The center makes the final decision on the bias and/or logi-

cal combinations. However, due to the existence of different

channel conditions, the approach is not optimal.
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A sequential detection procedure is proposed in [8], where

the samples are taken sequentially and the log-likelihood

ratio is computed for each SU. This approach makes use

of two thresholds. If the ratio falls within the upper and

lower threshold, the next sample is taken. Otherwise, a de-

cision is made. An improvement to the previous approach

is made in [9] and is known as sequential shift chi-square

test. The improvement consists in introducing a bound to

the number of sensing samples. In [10], the authors pro-

posed a consensus-based algorithm for sensing policy. It

considers a distributed environment where the SU makes

the decision based on local observations only. The previous

works take into account a cooperative distributed environ-

ment in which the SUs cooperate with each other make the

final decision. Also, the observations of all SUs are taken to

a fusion center in order to make the final decision, meaning

that the approach is centralized.

Very few works are concerned with distributed non-

cooperative environments. In this project, we have con-

sidered a distributed scenario with 1 SU and N PUs.

The PUs and the SU are working independently, with-

out any knowledge of each other’s state. Under the en-

ergy constraint, we have developed a heuristic access pol-

icy for SU. Also, another algorithm has been developed

which takes into account the switching cost that the SU

incurs when it switches to a channel other than the cur-

rent channel. The objective is to minimize the switching

cost.

3. Heuristic Approach to Energy

Efficient Detection

Consider a CRN comprising a set N PUs, i.e.

P = {1,2, . . . ,N} and 1 SU. The channel is intended for

use by the PU, but while it is not transmitting, it is sensed

and used by SUs. The propagation condition has been

taken as an unfading channel. Time is k-slotted and is non-

negative k = {1,2,3, . . .}. The statistics of primary network

traffic are such that the occupancy of the primary channel

in time slot k follows N independent discrete time Markov

processes comprising two states. The state of channel i
in time slot k may be either busy (0) or idle (1), which

is denoted by a theta vector θi,k ∈ (0,1). The state vec-

tor of N PUs at the beginning of time slot k is denoted

as Θk = {θ1,k,θ2,k, . . . ,θN,k}. The transition probability

of the theta vector is Pi,k = [p00 p01; p10 p11]. The sensing

model is:

P(Yi,k = 0|θi,k = 0) = α , (1)

P(Yi,k = 0|θi,k = 1) = β , (2)

P(Yi,k = 1|θi,k = 0) = 1−α , (3)

P(Yi,k = 1|θi,k = 1) = 1−β . (4)

The considered framework is a partially observable Markov

decision process (POMDP) environment, where the SU

does not have a complete knowledge of the states of

PUs. In this case, the SU senses the spectrum available

at a given time slot and decides to access a free chan-

nel. The observations may therefore result in some colli-

sions, thereby decreasing the overall throughput. To keep

the energy low and due to the limited sensing ability of

the SU, a heuristic approach to its access-related actions is

formulated.

The cost incurred when the SU switches to a channel other

than its current channel c and assumed as λ . The SU

notices the state of the system at the beginning of time slot

k as Yk = [Θk,c]. Since the SU cannot observe the state of

the channel directly, it has to infer that state from partial

sensing outcomes. For this, πi,k denotes the conditional

probability that channel i is sensed as idle, given the past

and present states of the channel:

πi,k = P(θi,k = 1|Y1,Y2, . . . ,Yk) . (5)

The probability that channel i is idle in time slot k + l de-

pends on the probability of channel i being idle in previous

time slot k and the transitional probability of state. πi,k+1 is

therefore a recursive function of its previous value. πi,k+1
is calculated for two scenarios. The first scenario is con-

cerned with the sensed channel:

πi,k+1 =

[p11πi,k + p01(1−πi,k)]β
[p11πi,k + p01(1−πi,k)]β +[p10πi,k + p00(1−πi,k)]α

,

(6)

when Yi,k = 0, and

πi,k+1 =

[p11πi,k+p01(1−πi,k)](1−β )

[p11πi,k+p01(1−πi,k)](1−β )+[p10πi,k+p00(1−πi,k)](1−α)
,

(7)

when Yi,k = 1.

For the unsensed channel, it is:

πi,k+1 = p00πi,k + p01(1−πi,k) . (8)

The proposed algorithm is given as Algorithm 1.

Algorithm 1: A direct algorithm signifying the impor-

tance of parameter πi,k

1. Input vector: Sk = [1,2, . . . ,N].
2. Output: SU accesses any of the above channels

based on sensing policy.

3. For i = 1 to N calculate |π j,k| End for

4. If |π j,k|> γ then access j
5. Else do not access j
6. End if
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3.1. Simulation Results

The simulation was performed using Matlab software.

A CRN consisting of 1 SU and N PUs is considered. Monte

Carlo simulation is carried out with 104 iterations, which

is also the number of available time slots. The initial θi
for t = 0 is taken as 0.5. The observations at each time

slot are generated based on Eqs. 1–4. For each time slot,

πi is generated for channel i, where i ∈ {1,2, . . . ,N} from

Eqs. 6–8. Next, πi is compared with the threshold value γ
that varies from 0.2–0.7. The throughput of SU against the

threshold values is defined as:

T hroughput =

Total no. o f accesses
Total time slot

· (1−Probability o f collision) .

Based on the simulation, the number of slots found to be

idle is: 4012.3 and the number of busy slots is: 5987.7.

The results given by the heuristic algorithm are shown in

Figs. 1–3. As may be observed from Figs. 1–2, the through-

put and the probability of collision decrease. This is clearly

understandable, because as the threshold value increases,

the number of primary channels open for access to SU will

decrease, thus reducing throughput. Figure 3 shows that the

probability of collision varies as the number of accesses by

the SU increases until it reaches full saturation. As the

number of accesses by SU increases, the number of SU’s

Fig. 1. Throughput vs. γ .

Fig. 2. Probability of collision vs. γ .

Fig. 3. Probability of collision vs. number of accesses.

collisions with the licensed user grows, explaining the vari-

ation shown in Fig. 2. So, a trade-off is achieved between

the probability of a collision and throughput at a particular

threshold value. The value of the threshold should be such

that the quality of service is not compromised for PUs.

Since this is a heuristic approach, it just offers an insight

into the basic understanding of the parameter πi,k for access

into the activity of SU in an environment with distributed

PUs, while maintaining the required QoS.

4. Energy Efficient Detection Using

Myopic Policy

For a greater convergence with the optimal solution, we

propose a myopic policy for sensing and for access ac-

tions undertaken by SU. Let ak = [1,2,3, . . . ,10] denote

the access action of SU in a given time slot k, where 0

means no access action. Here, we introduce the concept of

a reward. Every action and state of SU carries with itself

a certain reward. The SU considered here incurs a switch-

ing cost whenever it has to switch to other channels. The

switching cost mentioned here and incurred by SU is ex-

pressed in terms of delay, packet loss, and packet overhead.

This is because when the SU changes from one frequency

to another, both the SU transmitter and receiver should be

coordinated properly. If they are not coordinated, the SU

transmitter may start sending packets even when the SU

receiver is not ready. This incurs a delay, also it may lead

to packet loss at the receiver. The packet loss initiates a re-

transmission which is considered as packet overhead. The

significance of the reward lies in the fact that it helps the

SU analyze how useful its access actions are in the long

run. The usefulness is stated here in terms of minimizing

the number of frequent channel changes.

The SU cannot make the observations directly, since the

problem is considered for a POMDP environment. It has

to sense the observations and make decisions. In the heuris-

tic solution proposed in Section 3, no attempt is made to

reduce the number of occasions on which SU switches to

another PU channel in order to reduce the switching cost.

Therefore, a sensing and access policy is needed that allows
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SU to switch the channel whenever the necessity arises.

Obtaining the optimal policy for a general POMDP is of-

ten intractable. In fact, based on [11], it is clear that the

complexity for obtaining the optimal solution for spectrum

sensing and accessing opportunistically is of the order of

NT , where N is the number of channels in the spectrum

of interest and T is the total time horizon. In this regard,

a myopic policy with an immediate two-stage reward is

proposed as a simple solution that achieves near-optimal

performance.

4.1. Myopic Policy Solution

For a given state-action pair ([θk,ak],ck), we assume the

immediate reward earned by SU accessing channel i in time

slot k as:

r([θk,c],ak) =







0, if ak = 0
1, if ak = c,θc,k = 1
l−λ , if ak 6= c,θa,k = 1

. (9)

The maximum reward is 1 when the SU makes the de-

cision to access the same channel in the next time slot

and that channel happens to be idle also. Let us define

Sk ∈ {1,2, . . . ,N} as the state of SU in time slot k. Since

the transition probabilities of vector S do not remain con-

stant and depend on the current state and action, they are

derived as:

P(Sk+1|Sk,ak) =














p11 with probability πi,k if ak = c
p01 with probability 1−πi,k if ak = c
p11 ·πi,k+p01 · (1−πi,k) with probability 1 if ak 6= c
0 if ak = 0

. (10)

The two-stage reward is formulated as the sum of the re-

ward in the current state and the reward in the immediate

future time slot. Thus, the reward depends on the current

reward and on the transitional probabilities of the state. The

reward is:

R(Sk,ak,ak+1) =

r(Sk,ak)+ ∑
Sk+1

r(Sk+1,ak+1).P(Sk+1|Sk,ak) . (11)

The SU senses the observation and, hence, the two-stage

reward becomes the expected two-stage reward and is:

E[R(Sk,ak,ak+1)] =

E[r(Sk,ak)]+ ∑
Sk+1

E[r(Sk+1,ak+1)].P(Sk+1|Sk,ak) . (12)

The SU sensing policy then proceeds to sensing those chan-

nels for which the parameter πi,k is greater than a certain

threshold γ . The access policy starts choosing only those

channels in the discrete time slot k for which the expected

two-stage reward is the highest:

ak = argmax(E[R(Sk,ak,ak+1)]) . (13)

4.2. Simulation of the Myopic Approach

The simulation is carried out using Matlab with CRN and

the same environment as given in Subsection 3.1, con-

sisting of 1 SU and N PUs. Based on the sensed chan-

nels, the SU calculates the maximum two-stage reward in

each time slot and accesses only those primary user chan-

nels that are characterized by the maximum two-stage re-

ward. As far as channel quality is concerned, parame-

ter πi,k is taken, since it describes the probability of the

primary channel being idle in time slot k. The switch-

ing cost λ is taken as 0.3. For a particular access policy,

a particular threshold value of 0.48 is taken for which the

total reward accumulated is the highest.
The two-stage reward myopic policy is an alternative for

the intractable optimal solution while maintaining a certain

quality standard. Figure 4 shows that overall throughput is

acceptable. As shown in Fig. 1 and Fig. 4, the throughput

is improved from 0.4 to 0.65. Figure 4 shows throughput

against the probability of collision. Throughput increases

as the probability of collision increases. This is counterin-

tuitive, since the collision rate should decrease the through-

put of the network. But since the threshold values increase,

the number of accesses by SU decreases, as may be seen

from Fig. 6. Therefore, the probability of a collision of SU

decreases as well. The total reward earned by the SU and

the number of accesses show similar variations with respect

Fig. 4. Throughput as a function of probability of collision.

Fig. 5. Total reward as a function of threshold.
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Fig. 6. Number of access of PU by SU as a function of threshold.

Fig. 7. Access action for πi,k = 0.48.

to the threshold values as those seen in Figs. 5–6. This

implies that the total reward that a SU earns is directly

proportional to the number of times it is allowed to use

a PU channel. Figure 7 shows the access action of SU for

the threshold value of 0.48. This value is chosen to ensure

that the chance of finding a busy channel is not lower, while

also keeping in consideration the total reward accumulated.

The maximum throughput value of 0.65, as shown in Fig. 4,

is meaningful for the result in [12].
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Abstract—This article discusses common problems with reli-

ability and availability of ICT services, mainly in mobile net-

works. Internet access-related services have been examined

and traditional service quality assessment methods have been

compared with the proposed solutions, with the primary focus

placed on availability and reliability of mobile services. The

required parameter values describing reliability and quality

levels have been defined and proposed.

Keywords—reliability, ICT mobile services, user satisfaction.

1. Introduction

The problem of ensuring the highest quality of telecommu-

nication services enjoyed by users has been on the agenda

for quite some time now. It was finally tackled, in connec-

tion with telephony services, in 1994, in the ITU-T E.800

recommendation that contained definitions of terms related

to the quality of service. E.800 emphasizes the fact that

the opinion of service users forms an important aspect of

the overall assessment of any given service. This assump-

tion serves as a basis for determining the degree of user

satisfaction. Recommendation E.800 provides:

• primary concepts,

• basic information related to the quality of services

and to network performance,

• a set of key performance indicators (KPIs).

Broadband Internet access relying on fixed connections was

not offered until the 1990s. The first patent for an asymmet-

ric digital subscriber line (ADSL) was filled in 1988. Ini-

tially, twisted-pair telephone cables with digital subscriber

line (DSL) systems were used. Then, ADSL was intro-

duced, and cable television networks entered the main-

stream by relying on the data-over-cable service interface

specification (DOCSIS) technology, offering speeds simi-

lar to those achieved with ADSL. The definition of QoS

was then extended to cover broadband Internet access as

well [1]. It should be noted that in cable networks the

number of users and the maximum data transfer rate were

known a priori. Therefore, ensuring the quality of service

was relatively simple. However, due to concerns regarding

competitive pricing, the services were offered as a “best

effort delivery”, i.e. without promising the same speeds at

all times.

Usually, a given service is offered with a transfer rate that

exceeds the users’ typical needs, and some loss of speed is

acceptable.

In wireless radio networks, QoS parameters depend also,

to a considerable degree, on the following [2]:

• user location,

• season (of the year),

• day of the week,

• time of day.

The related model of Internet access is presented in

Fig. 1 [3], [4]. It presents the chain of a typical use of

Internet service from the user’s terminal through the access

network (wire or wireless) and the backbone network to the

content provider’s server (Internet service). The research

and practice show that each of the presented components

of the model introduces some throttling limitations in the

transmission of data packets.

Fig. 1. Internet service provision model.

2. Research on the Quality of Services

We should take into account that Internet access-related

needs of PC computer and smartphone users vary signifi-
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cantly. Smartphone owners are highly mobile, but accept

slightly lower data transmission speeds. Smartphone users

are currently the largest and continuously growing group of

mobile network users. For many of them, the smartphone

has become a basic communication tool used during busi-

ness and tourist travel. Such users need to use navigation

data, tourist guides, apps containing timetables and routes,

as well as those allowing to purchase city and regional

transportation tickets. Social applications, video calls, etc.

are used as well.

Unlike in the case of cable-based services, mobile service

providers (operators) cannot control the number of users in

a given area. Usually, the operator manages several net-

works relying on different telecommunication generations

and technologies. Such an approach provides room for op-

timization, each user may be connected to a network that

provides transmission speed that is optimized for a given lo-

cation at current network load. The maximum transfer rate

is defined for each frequency band, bandwidth or combi-

nation of both band and bandwidth, network configuration

and type of equipment used, and is shared with a group

of users.

The quality of service provided could be examined inter alia

based on the parameters specified in QoS [5] or based on

other measurements, such as quality of services dedicated

to tourists [6].

In the European Union (EU), a document [7] issued by the

Body of European Regulators for Electronic Communica-

tions (BEREC) serves as a guide related to the quality of

services. It was drawn up in the process of implementing

the European Electronic Communications Code (EECC)

Directive [8]. The quality of service is defined, in the

said document, in the form of the ITU-T Recommendation

Y.2617 [9]. The document includes complex QoS param-

eters concerning Internet access services, including delay,

jitter, and packet loss ratio.

Data throughput is a parameter that depends on condi-

tions being beyond the control of the operator, and, there-

fore, cannot be guaranteed, but exerts a significant impact

on QoS.

QoS measurements may be performed using dedicated

testers installed at selected locations, or with the use

of mobile equipment in vehicles traveling along selected

routes [10]. Most often, these will include the most im-

portant public roads. Radio signal coverage is assessed

based on computer simulations augmented with measure-

ments performed at selected locations. Measurements cov-

ering the entire area on which a given service is rendered

are too expensive.

3. Definition of Reliability of ICT

Services

As far as the operation of equipment, devices and networks

is concerned, and in terms of ICT services, the reliability

of these components becomes increasingly important. Most

often it is perceived in two ways, from the point of view

of the user and service provider, in this case referred to as

the operator.

Reliability is a property of the system and of the ICT net-

work that is related to the ability to perform tasks efficiently,

i.e. to the availability of a defined range of services that

are rendered in accordance with the intended use and un-

der specific operating conditions. One may assume that

reliability is the ability of the system and of the network

to provide ICT services. Reliability is also defined by the

ability of operator’s organization to provide a specific ser-

vice characterized by parameters expected by customers,

under specific operating conditions affecting the telecom-

munications network.

From the user’s point of view, QoS and reliability are de-

fined in terms of their perception, i.e. satisfaction with

ICT services provided to match their needs. From this

point of view, assessment indicators play an important role

in the process of evaluating the service, being a measure

describing the degree to which the requirements have been

fulfilled.

The research1 carried out shows that availability of IT ser-

vices is related to reliability of ICT services. Accessibil-

ity is a specific requirement and also a specific indicator

describing the degree to which service reliability-related

expectations have been fulfilled. Availability of a service

means the ability to rely on that service, to a specific de-

gree and in accordance with the user’s needs, with the said

degree (scope) of the service indicated in the contract for

its provision and agreed upon between the operator and the

service recipient (user or customer). In other words, avail-

ability means the ability to obtain services at the user’s

request, in accordance with a defined scope and under spe-

cific conditions.

Availability of a service is closely related to the timeli-

ness of communication, understood as the ability of devices

and IT networks to ensure the transmission of information

within a predefined period of time [11]. This underscores

the role and the importance of the service provider in en-

suring timeliness, as well as availability and reliability of

communication.

Review of the literature indicates that, initially, reliability

was used mainly for describing specific features of technical

devices and systems [12]. Currently, the concepts of reli-

ability and durability are also applied in system modeling

and in software quality models [5], [6], [13]. In addition, it

should be noted that an attempt was made in [14] to apply

these terms for the assessment of non-technical parameters

related to the services provided.

4. Testing Reliability and Quality

As far as reliability of ICT services is concerned, work

is underway to assess the impact of reliability and qual-

1Research performed as part of scientific (statutory) activities of the

National Institute of Telecommunications and the Warsaw University of

Technology (Poland) in 2016–2018.
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ity of service on customer satisfaction [13]. This approach

adheres to the principle of testing services in accordance

with the end-to-end concept. The problem of researching

end-to-end services in mobile networks has been compre-

hensively addressed by RootMetrics [15]. For the purpose

of this paper, a methodology used for assessing achieve-

ment of the expectations of an end user relying on a de-

vice that is typical of a specific Internet service is deter-

mined. It takes into account the time of day and the lo-

cation of the user to evaluate service availability and its

perceivable quality. In [15], it is estimated that the assess-

ment methodology in question is better correlated with the

feelings of users of ICT services than research conducted

based on the approach used in the case of traditional fixed

networks.

Initially, a set of QoS indicators describing the quality of

ICT services for fixed networks was developed. These in-

dicators assess mainly the degree of fulfillment of the busi-

ness contract or of the operator’s promises, with the results

presented as a score that is based on a series of tests or

measurements during which the maximum capacity of the

network in question was sought [16], [17]. These mea-

surements were used mainly to assess performance of the

network in terms of access thereto.

In the case of wireless radio networks, the studies con-

ducted show that third, fourth and fifth generation mo-

bile technologies are not capable of offering stable pa-

rameters pertaining to ICT services due to their depen-

dence on:

• base station technology and cell capacity,

• type of user device and its technical advancements,

• network load, e.g. the number of active users using

one base station,

• location, i.e. the user’s distance to the nearest base

station,

• date and time of day.

5. Proposed Solution

Mobile users are not usually interested in the maximum

transmission speed offered by the network, but in achiev-

ing data throughput that is sufficient for their needs, their

location and the services they use, with a satisfactory level

of quality and reliability guaranteed as well. The research

shows that the maximum transmission speed is achieved

only during speed tests. Under real conditions, perfor-

mance is often inferior. Service providers should therefore

consider parameters guaranteeing that services may be pro-

vided to end users with satisfactory reliability and quality

levels. The necessary network resources need to be esti-

mated, as it has already been done, in practice, in [4], but

only for a scenario in which the end user utilizes a personal

computer. Currently, the recommended set of QoS indica-

tors [7], [9] no longer includes transmission speed. Hence,

the interest of the regulatory agencies in this indicator has

decreased significantly.

At this point, the question arises whether the user’s needs

will be the same everywhere and at any time. Research

shows that the same type of service will generate different

experience on a high-performance computer and on a tablet

or smartphone (with a smaller screen and less advanced

processors). This is due to two reasons: the user’s terminal

(smartphone) may generate larger restrictions concerning

the service rendered than a device operating within a fixed

network. The service provider may adapt the content to

the type of the user’s terminal. To improve accessibility to

information, websites are usually available in their mobile

version as well, or are accessible through a dedicated appli-

cation (proxy). It is often the case that they are adapted to

smaller screens, which results in the fact that presentation

of the mobile version of a web page requires lower data

transfers.

The minimum values of network access-related parameters

that need to be met to render selected ICT services using

a PC computer and a smartphone are presented in Tables 1

and 2, respectively.

Table 1

Minimum requirements concerning network access parameters that need to be fulfilled

to provide services using a PC computer, based on [4]

Application group Transmission speed (download/upload) above Delay of up to

Browsing websites 1 Mb/s DL 200 ms

Watching videos in SD quality 2 Mb/s DL 200 ms

Viewing videos in HD quality 6 Mb/s DL 200 ms

HD video calls 1.5 Mb/s DL/UL 150 ms

Telephone services using VoIP technology 64 Kb/s DL/UL 150 ms

Multiroom services (3 × HD video) 18 Mb/s DL 200 ms

Real-time network games 2 Mb/s DL and 1 Mb/s UL 50 ms

Other network games (board games etc.) 1 Mb/s DL/UL 200 ms
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Table 2

Minimum requirements concerning network access parameters that need to be fulfilled

to provide services using a smartphone

Application group Transmission speed over Delay of up to

Browsing mobile (or simplified) versions
0.2 Mb/s DL 200 ms

of web pages or using application

Internet TV or video in 480p quality 0.5 Mb/s DL 200 ms

Internet TV or video in SD quality (720p) 1.5 Mb/s DL 200 ms

Internet TV or HD video (1080p) 6 Mb/s DL 200 ms

Table 1 was based on the experience of the largest telcos,

collected while working, jointly, on the so-called memo-

randum on cooperation for improving the quality of ser-

vices [4]. In addition to the indicators, changes to mea-

surement methods were also suggested, compared to those

proposed in [3].

Table 2 lists the minimum parameters for smartphones.

Practical use cases show that these values are sufficient for

watching IPTV (Internet TV) or movies at lower transmis-

sion speeds, thanks to smaller screen sizes and, therefore,

lower resolution of videos that need to be downloaded. Ex-

amples of transmission speed requirements for high defini-

tion (HD), standard definition (SD) and 480p quality thresh-

olds are shown in Table 2.

Based on the research performed, the authors propose that

a downstream speed of at least 0.2 Mbit/s should be con-

sidered a minimum QoS requirement. Achieving a down-

stream speed of at least 1.5 Mbit/s should be regarded as

a service with an average quality level, speeds of at least

6 Mbit/s should be considered as offering high levels of

quality. Due to different packet types used in data trans-

mission, the speed values given above should be considered

as averages over 2 s periods.

The minimum quality speed (i.e. 0.2 Mbit/s) does not al-

low for comfortable use, but one that allows the smart-

phone user to receive the light-weight e-mails and to view

simple, mobile versions of websites with a maximum de-

lay of 200 ms. It is known from practice that such

a transmission speed will not be sufficient for watching

IPTV (Internet TV) or movies. To ensure the required re-

liability and quality levels and depending on the resolution

of images, video transmission speeds should range from

0.5 to 6 Mbit/s. However, stability of the mobile service

parameters is low and depends strongly, inter alia, on the

traffic handled, i.e. on the number of active users presented

in a given area.

The average throughput of 0.2 Mbit/s, available at a given

location may be defined as a threshold value offering re-

liability of service and the minimum level of quality. On

the other hand, reaching the speed of 1.5 Mbit/s may be

defined as a value enabling to achieve reliability of service

and the average level of quality. Going further, instead of

classic terrain coverage maps, service providers (operators)

may publish service availability maps with areas where the

service will be available with a 90% reliability level for

transmission speeds of 0.2 and 1.5 Mbit/s.

In practice, such information would be more useful to the

user than radio coverage maps, because it would include

data on the level of availability and reliability of a given

service at a specific location. Doubts concerning the use-

fulness of coverage maps for telecommunication network

users were also expressed in [18].

Evaluation of reliability of services based solely on physical

measurements is unrealistic due to the high costs involved.

Therefore, the authors propose an evaluation method com-

bining the following:

• measurements relying on testers installed at locations

where the minimum level of service is expected,

• based on signal coverage in other areas.

Measurements should be carried out during typical periods

of high activity, e.g. between 8 am to 8 pm. They should

be performed with the test server connected outside the cel-

lular operator’s core network, e.g. at the Internet exchange

point. The tester should rely on the most popular operat-

ing system (Android) and should be operated with typical

user settings, i.e. it should be able to work with all avail-

able frequencies and access technologies by selecting them

freely (free mode), in accordance with the operator’s rec-

ommendations. Additionally, it is recommended that access

to popular applications should be verified as well as social

networks, train navigation, local public transport timeta-

bles, etc. It has been noticed that applications created for

smartphones are better at coping with disruptions to mo-

bile network transmissions than applications viewed with

the use of web browser.

6. Conclusion

The traditional, indicator-based assessment of QoS allows

to perform a basic evaluation of the data plan offered by the

service provider (operator) to the user (customer). In such

a method, the test equipment measures specific parameters
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determining accessibility of services rendered with the use

of the operator’s network. Such an assessment offers reli-

able results for stationary users using dedicated data links

(usually the cable). Research performed out in accordance

with this method does not take into account, inter alia, lim-

itations caused by the terminal or other user devices, and

restrictions imposed by the service provider.

The presented method is not the best solution for evalu-

ating mobile Internet access in a situation in which the

operator does not guarantee the advertised access parame-

ters, as these depend on the location, on the user’s terminal,

on the type of the network made available by the operator

and on a range of other conditions. In this case, tests based

on assessing the availability and reliability of services are

more effective.

Transmission speed threshold values proposed in this paper

should be amended in accordance with the needs of users

when new transmission technologies are introduced. It is

forecast that with the implementation and deployment of 5G

networks offering significant transmission capabilities, the

level of reliability of IT services will improve considerably.
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Abstract— In cognitive radio technology, spectrum sensing

is essential for detecting spectrum holes which may be al-

lotted to secondary users. In this paper, an optimal voting

rule is used for cooperative spectrum sensing while minimiz-

ing the total error rate (TER). The proposed spectrum sensing

method is more energy-efficient and may be implemented in

practice. It is relied upon in an improved energy detector

whose utilization depends on the presence or absence of the

primary user. Expressions for false alarm and missed detec-

tion probabilities are derived in the paper as well. Overall

performance is analyzed both for AWGN and Rayleigh fad-

ing channels, in the presence of additive white Gaussian noise

(AWGN). The optimum voting rule is applied to the cooper-

ative spectrum sensing process in order to identify the opti-

mum number of sensing nodes and the detection threshold.

Finally, an energy-efficient spectrum sensing algorithm is pro-

posed, requiring a lower number of cognitive users for a given

error bound.

Keywords—cognitive radio, energy detection, optimization, spec-

trum sensing.

1. Introduction

Efficient utilization of the spectrum is a primary require-

ment in current and future wireless communication systems.

Exponential increase in the number of mobile services and

smartphones requires a continued expansion of the spec-

trum resources [1], [2]. Hence, wireless multicasting tech-

niques are used to transmit the same data to a group of users

connected to the same base station, as such an approach is

spectrally more efficient compared to wireless unicasting

techniques [3]. Spectral efficiency may also be increased

by using the non-utilized licensed spectrum assigned to pri-

mary users (PU). These spectra are non-continuous and

are allocated dynamically to secondary users (SU) [4], [5].

Cognitive radio (CR) has been considered as a promising

technique with this respect. CR is a software-defined tech-

nology, where the unused spectrum or the spectrum holes

of the radio band owned by PU are detected and then as-

signed to SU for the transmission of their data [6], [7].

Spectrum sharing (SS) is another popular method. In this

approach, SU is allowed to coexist with PU within the same

band, without violating interference temperature (IT) re-

strictions [8], [9]. This technique is commonly known as

the underlay spectrum sharing mode [10]. An optimized

power allocation approach enhances SS capacity, both for

PUs and cognitive radio network (CRN) [11]. This power

allocation strategy is constrained by primary link outage

probability (OP), which significantly improves the through-

put of SU by considering the PU’s QoS-related constraint,

and hardly considering the IT constraint [12].

Spectrum hole sensing is one of the key problems of CR,

as a single CR cannot sense the PU’s spectrum holes re-

liably due to low SNR, multi-path fading, shadowing, and

sensing time-related constraints. Hence, spectrum sensing

needs to be performed by multiple CR users [13]–[15].

The cooperative spectrum sensing (CSS) mechanism is

one of the most advanced spectrum sensing methods used

in CR, where multiple SUs are allowed to use spectrum

holes of the PU by relying on the co-operative mecha-

nism [16]–[18]. In CSS, SUs sense the presence of the

PU’s spectrum holes and send the relevant information to

the fusion center (FC), where the final decision is made.

The primary objective of the CR is to utilize the unused

spectrum of the PU without interfering with the PU, so

that spectrum utilization may be improved [19]. In CR, en-

ergy detection is one of the most effective spectrum sensing

methods, as it may compare the energy-related statistics

of the received signal with a predefined threshold and is

capable of deciding whether the spectrum is available or

not [20]. Performance of the energy detection mechanism

may be measured by relying on detection probability and

false alarm probability [21], [22]. The analysis of this en-

ergy detector comes in handy for emerging applications,

including ultra-wideband and cognitive radio technologies.

Spectrum access may be increased in CR by reducing false

alarm probability, and interference suffered by PU will de-
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crease as detection probability improves. However, the im-

portant task is to establish a relationship between the two

probabilities i.e. the probability of detecting Pd and the

probability of false alarm P f , by selecting an appropriate

detection threshold. To ensure the best performance detec-

tion results, CSS is used. Multiple cognitive users (CU)

are used and their observations are combined at the fusion

center, using a voting rule.

The key contributions of this paper are as follows.

1. Analytical frameworks are formed for the optimality

of CSS, utilizing the detecting channel in CR and

the primary transmitter when energy detection and

distributed decision fusion are applied to a CRN.

2. Optimal detection threshold is derived to minimize

the total error rate (TER).

3. The optimum voting rule i.e. the optimal value of n
for the n-out-of-N is studied, both in AWGN and in

the Rayleigh fading channel.

4. The optimal number of CRs are is required in CSS

with large CRN to achieve the target error bound.

Following this introduction, the remaining part of the pa-

per is organized as follows: Section 2 introduces the model

of the system. Section 3 presents optimization of cooper-

ative spectrum sensing, along with numerical results and

discussions. Finally, conclusions are drawn in Section 4.

2. System Model

We consider a centralized CSS architecture in a CR network

with an erroneous sensing/reporting channel, presented in

Fig. 1, consisting of a PU, N number of CR (SUs), and an

FC. All SUs coordinate and collaborate with each other and

finally forward their local binary decisions (i.e. 0 or 1) to

the FC through the erroneous reporting channel. Based on

the received observations, the FC decides about spectrum

access. Each CU performs spectrum sensing and, based on

the presence or lack of presence of a PU, a binary deci-

Fig. 1. Centralized CSS architecture in a CRN with erroneous

reporting channel.

sion is made between the subsequent two hypotheses (H0 –

absence of PU, H1 – presence of PU):

r j(t) =

{

n j(t), H0

h j(t)s(t)+n j(t), H1
. (1)

In Eq. (1), j is the antenna index, j ∈ {1,2, . . . ,N}
at each CR, s(t) denotes the signal transmitted by the

PU with energy Es, n j(t) ∼ C N
(

0,σ 2
n
)

is the circu-

larly symmetric complex additive white Gaussian noise,

where C N (.) denotes the complex normal distribution and

h j(t) ∼ C N
(

0,σ 2
h

)

represents the complex valued chan-

nel coefficient. Taking into account the assumption that,

during the spectrum sensing process, sensing channel h j(t)
is time-invariant and the activities of the PU remain un-

changed, energy r j is taken as a decision statistic that has

the following distribution:

r j =

{

χ2
2u, H0

χ2
2u (2γ j) , H1

, (2)

where χ2
2u denotes a central chi-square distribution with

2u degrees of freedom, which equals to twice the time-

bandwidth product 2TW , while χ2
2u (2γ j) denotes a non-

central chi-square distribution with the same number of de-

grees of freedom and a non-centrality parameter 2γ j, which

equals to twice the instantaneous SNR of the j-th CR. The

average probability of false alarm P f , j, probability of de-

tection Pd, j, and probability of missed detection Pm, j over

AWGN channels in the energy detector for j-th CR are

given, respectively, by [23]:

P f , j =
Γ
(

u,
λ j
2

)

Γ(u)
, (3)

Pd, j = Qu

(

√

2γ j ,
√

λ j

)

(4)

and

Pm, j = 1−Pd, j . (5)

In Eqs. (3)–(4) parameters u, γi, and λi signify the time-

bandwidth product, instantaneous signal-to-noise (SNR) ra-

tio and energy detection threshold at the j-th CR, respec-

tively. Γ(a,b), and Qu(p,q) are the incomplete gamma

function and the generalized Marcum Q-function, respec-

tively [24], [25],

Γ(a,b) =

∫ ∞

b
ta−1e−tdt ,

and

Qu(p,q) =
1

pu−1

∫ ∞

q
tue−

t2+p2
2 Iu−1(pt)dt , with Iu−1(.)

is the modified Bessel’s function of (u−1)-th order. In

wireless communication systems, P f will depend on the

channel only. Path distribution and SNR will not affect it.
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Hence, in Rayleigh fading distribution, P f remains the same

as AWGN in Eq. (3) and Pd is given by:

Pd = e−
λ
2

u−1

∑
n=0

1
n!

(

λ
2

)n

+

(

1+ γ
γ

)u−1

×

[

e−
λ

2(1+γ) − e−
−λ
2

u−1

∑
n=0

1
n!

(

λγ
2(1+ γ)

)n
]

. (6)

Using the relation Γ(a,x) = (a−1)!e−x ∑a−1
n=0

xn

n! , i.e. a

gamma function that is incomplete in terms of generalized

Laguerre polynomials, the Eq. (6), may be written as:

Pd =





Γ
(

u−1, λ
2

)

(u−2)!



+

(

1+ γ
γ

)u−1

e−
λ

2(1+γ)×



1−
Γ
(

u−1, λγ
2(1+γ)

)

(u−2)!



 . (7)

In CSS, the FC employs various hard decision-combining

operations (OR, AND, majority rule) based on the re-

ceived binary decision D j ∈ {0,1} (0 – absence of PU,

1 – presence of PU) and gives the final status (inactive/ac-

tive) through the erroneous reporting channel. According

to the n-out-of-N rule, all 1-bit decisions are fused together

at the common receiver.

4=
N

∑
j=1

D j

{

≥ n, H1

< n, H0
, (8)

where the integer n is the threshold of the n-out-of-N voting

rule that indicates the OR rule when n = 1 and corresponds

to the AND rule when n = N. We assume that the distance

between any two CRs is small compared to the distance

from any CR to the primary transmitter, which implies that

all CRs exhibit identical path losses. Therefore, we can

conclude that in an AWGN environment, γ1 = γ2 = . . .γN =
γ = γ and in the case of Rayleigh fading, the instantaneous

SNRs are identically distributed with their mean value of

γ . In fact, we suppose that all CRs use the same threshold

λ , implying that λ1 = λ2 = . . .λk = λ . This implies that

Pd,i, P f ,i, and Pm,i being independent of i in both fading

and non-fading channels. Therefore, Pd,i = Pd , P f ,i = P f ,

and Pm,i = Pm. For both kinds of environments, we have

Pm = 1−Pd . The false alarm and miss detection probability

of CSS are expressed as:

Q f = P(H1|H0) =
N

∑
l=n

(

N
l

)

Pl
f (1−P f )

N−l , (9)

Qm = P(H0|H1) = 1−
N

∑
l=n

(

N
l

)

Pl
d(1−Pd)

N−l . (10)

3. Optimization of Cooperative

Spectrum Sensing

In this section, we study the optimality of CSS when energy

detection and decision fusions are applied.

3.1. Optimal Voting Rule

An exact solution to obtain the optimal number of CR is

required to minimize the TER i.e. Q f + Qm based on the

following theorem.

Theorem 1: Given fixed number of N, the optimal voting

rule for cooperative spectrum sensing that minimizes Q f +

Qm is nopt = min
(

N,
⌈

N
1+α

⌉)

where, α =
ln

P f
1−Pm

ln Pm
1−P f

and d.e

denotes the ceiling function.

Proof: Let F(n) be a function given by:

F(n) =
N

∑
l=n

(

N
l

)

[

Pl
f
(

1−P f
)N−l

− (1−Pm)l
PN−l

m

]

. (11)

Combining Eqs. (9) and (10), we get Q f +Qm = 1+F(n).
Then, we have

∂F(n)

∂n
≈ F(n+1)−F(n)

=

(

N
n

)

[

(1−Pm)n
PN−n

m −Pn
f
(

1−P f
)N−n

]

. (12)

The optimum value of n is obtained when
∂F(n)

∂n = 0, i.e.

when

(1−Pm)n
PN−n

m = Pn
f
(

1−P f
)N−n

. (13)

Let α =
ln

P f
1−Pm

ln Pm
1−P f

.

Then, after simplifying and re-arranging, we obtain n ≈
⌈ N

1+α
⌉

which is a function of P f and Pm. From the propor-

tion, we can conclude that:

1. The optimum value of n is N
2 . This can be achieved

when
P f
Pm

= 1, i.e. α = 1.

2. The OR rule is optimal when the parameter α ≥
N− 1. This can be achieved when

P f
Pm
¿ 1, i.e. for

very large values of λ .

3. The AND rule is optimal when α = 0. This can be

achieved when
P f
Pm
À 1, i.e. for very small values

of λ .

Here, we consider the 10 voting rules between n = 1 and

n = 10 for N = 10 and calculate the TER at SNR =10 dB

by considering the AWGN and Rayleigh fading channels.

Figure 2 shows the plot of the TER versus the detection

threshold, considering different voting rules between n = 1
and n = 10 in a CR network with 10 users, for both chan-

nels, respectively. It may be observed from Fig. 2a–b that to

achieve the minimum error optimum value of the threshold,

n = 5 for AWGN and n = 2 for the Rayleigh fading chan-

nel. However, the OR rule i.e. n = 1, and AND rule, i.e.

n = 10, tends to be optimal for very large and very small

thresholds, respectively.

Table 1 presents the optimum values of n, threshold (λ )

and TER (Q f +Qm), respectively, for various network pa-

rameters. From Table 1, it can be found that threshold
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Fig. 2. Total error rate vs. threshold for AWGN channel (a) and total error rate vs. threshold for Rayleigh fading channel (b). (For color

pictures see the digital version of the paper).

Table 1

Comparison of TER for different threshold values for SNR = 10 dB

Channel n 1 2 3 4 5 6 7 8 9 10

AWGN
Threshold 43.0 37.5 34.0 31.0 28.5 26.5 24.5 22.5 20.0 17.0

TER 0.0311 0.0082 0.0040 0.0027 0.0025 0.0028 0.0040 0.0072 0.0170 0.0652

Rayleigh fading
Threshold 44.0 35.5 31.5 28.0 25.5 23.5 21.5 19.0 17.0 14.5

TER 0.0364 0.0304 0.0349 0.0444 0.0596 0.0826 0.1175 0.1711 0.2573 0.4236

Fig. 3. Optimum voting rule vs. detection threshold for AWGN channel (a) and optimum voting rule vs. detection threshold for Rayleigh

fading channel (b).
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values decrease as the number of cognitive users increases

at SNR = 10 dB in the case of both non-fading and fad-

ing channels. We also observe that minimization of TER

occurs at λ = 28.5 and n = 5 in AWGN channel, and

in the case of the Rayleigh fading channel, at λ = 35.5
and n = 2.

Figure 3a–b shows the optimum voting rule versus de-

tection threshold in the AWGN channel and the Rayleigh

fading channel, respectively. It offers the exact solution

of n in terms of the detection threshold for SNR= 0, 5, 10,
15 dB and N = 10. It is evident that, as SNR increases, the

optimum number of cooperative SUs increases, and that as

the detection threshold increases, the optimum number of

cooperative SUs decreases with the SNR.

3.2. Optimum Energy Detection Threshold

We could observe in Fig. 2a–b that the TER curve of

Q f +Qm in for a wide range of thresholds λ for the AWGN

channel and the Rayleigh fading channel, respectively, con-

sidering different voting rules from n = 1 to 10 in a CR net-

work. This indicates that for the minimization of Q f +Qm
only one value of λ exists. The optimal threshold is given

by λ opt = minimized
λ

(

Q f +Qm
)

, which is achieved when

∂Qm
∂λ +

∂Q f
∂λ = 0.

From Eq. (9) we can obtain the following:

∂Q f

∂λ
=

N

∑
l=n

(

N
l

)

lPl−1
f

∂P f

∂λ
(

1−P f
)N−l

−
N

∑
l=n

(

N
l

)

Pl
f (N− l)

(

1−P f
)N−l−1 ∂P f

∂λ

=
∂P f

∂λ

N

∑
l=n

(

N
l

)

Pl−1
f

(

1−P f
)N−1

×

[

l− (N− l)
P f

1−P f

]

. (14)

From Eq. (3), we obtain
∂P f
∂λ :

∂P f

∂λ
=

∂
∂λ

Γ
(

u, λ
2

)

Γ(u)
=−

1
(u−1)!

λ u−1

2u e−
λ
2 . (15)

From Eq. (10), we can get:

∂Qm

∂λ
=−

N

∑
l=n

(

N
l

)

lPl−1
d

∂Pd

∂λ
(

1−P f
)N−l

+
N

∑
l=n

(

N
l

)

Pl
d (N− l)(1−Pd)

N−l−1 ∂Pd

∂λ

=−
∂Pd

∂λ

N

∑
l=n

(

N
l

)

Pl−1
d (1−Pd)

N−1

×

[

l− (N− l)
Pd

1−Pd

]

. (16)

The detection probability of the AWGN channel is [23]:

Pd = Qu

(

√

2γ ,
√

λ
)

=
1

(
√

2γ)
u−1

∫ ∞
√

λ
xue−

x2+2γ
2 Iu−1

√

2γx dx . (17)

From Eq. (17), we obtain:

∂Pd

∂λ
=−

λ u−1
2

2(2γ)
u−1

2
e−

λ+2γ
2 Iu−1

(

√

2γλ
)

. (18)

The detection probability of the Rayleigh fading channel

is given in Eq. (7). Note that, Γ(a,x) =
∫ ∞

x ta−1e−tdt and
∂Γ(a,x)

∂x =−xa−1e−x.

Then:

∂Γ
(

u−1, λ
2

)

∂λ
=−

1
2

(

λ
2

)u−2

e−
λ
2 . (19)

∂Γ
(

u−1, λγ
2(1+γ)

)

∂λ
=−

1
2

γ
1+ γ

(

λγ
2(1+ γ)

)u−2

e−
λγ

2(1+γ) .

(20)

Now consider

A1 = Γ
(

u−1,
λ
2

)

and

B1 = Γ
(

u−1,
λγ

2(1+ γ)

)

.

By differentiating Eq. (7) w.r.t λ , we get:

∂Pd

∂λ
=

∂A1
∂λ

(u−2)!
+

(

1+ γ
γ

)u−1 e−
λ

2(1+γ)

2(1+ γ)

[

1−
B1

(u−2)!

]

−
∂B1
∂λ

(u−2)!

(

1+ γ
γ

)u−1

e−
λ

2(1+γ) . (21)

Simplifying first term and the third term, using Eqs. (19)

and (20) in Eq. (21), we can write:

∂Pd

∂λ
=

(

1+ γ
γ

)u−1 e−
λ

2(1+γ)

2(1+ γ)





Γ
(

u−1, λγ
2(1+γ)

)

(u−2)!
−1



 .

(22)

Further, using Eq. (7), we obtain:

∂Pd

∂λ
=

1
2(1+ γ)





Γ
(

u−1, λ
2

)

(u−2)!
−Pd



 . (23)

The solution to ∂Qm
∂λ +

∂Q f
∂λ = 0 (for λ ) can be calculated

using Eqs. (14) and (16).
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Fig. 4. Total error rate of CSS versus number of collaborating CRs in a network with 50 CRs in: (a) AWGN with SNR = 0–20 dB for

λ = 28.5, (b) Rayleigh fading with SNR = 0–20 dB for λ = 28.5, (c) AWGN with SNR = 10 dB for λ = 10–40, (d) Rayleigh fading

with SNR = 10 dB for λ = 10–40.

3.3. Optimal Number of Cognitive Radios

CSS become impractical when the number of CRs is higher

in a CRN. So, for a particular specified time period, only

one CR is capable of sending its local decision to the com-

mon receiver and of splitting the decision without difficulty

at the end of the receiver. This problem may be tended to

by enabling the CRs to transmit their choices simultane-

ously. But this causes difficulties related to the design of

the receiver at the time of sorting out the decisions from

various types of CRs.

Another possible option is to make choices concerning or-

thogonal frequency ranges, but that involves a significant

portion of the usable bandwidth.

To resolve these problems, we suggest an effective sensing

algorithm that relies on the transmission of judgment for

one CR using one time slot, but retains a minimum error

bound by allowing a few CRs in CSS, instead of all of them.

First of all, we assume that to satisfy Qm +Q f ≤ ε , the min-

imum number of CRs required in CSS is ñ∗ (1≤ ñ∗ ≤ N).
The optimal voting rule obtained from Theorem 1 for CSS

with ñ∗ CR is nopt
ñ∗ = min

(

ñ∗,
⌈

ñ∗
1+α

⌉)

where α is related

to P f and Pm, and may be evaluated by giving the value of

λ and the SNR. Let us define function F(., .) in terms of

variable as F(ñ,nopt
ñ ) = Q f +Qm− ε , where ñ denotes the

number of cooperative CRs in CSS. Probabilities Q f and

Qm are the functions of ñ, and and nopt
ñ are given by Eqs. (9)

and (10), respectively. Then, we have F(ñ,nopt
ñ ) ≤ 0 and

F(ñ−1,nopt
ñ−1)≥ 0.

Using these properties, we can obtain ñ∗ = dñ0e, where

ñ0 represents the first zero-crossing point of the curve

F(ñ,nopt
ñ ) in terms of ñ. Therefore, it is possible to for-

mulate a rapid spectrum sensing algorithm by only consid-

ering ñ∗ in CSS instead of N. As a result, the duration

of sensing can be reduced from N time slots to ñ∗ time

slots, while this error bound ε is guaranteed. To achieve

a TER Q f + Qm < 0.01, the smallest number of CRs re-

quired is 2 and 7 for SNR values of 15 dB and 10 dB,

respectively, with a fixed decision threshold of λ = 28.5
over the AWGN channel. However, in the Rayleigh fad-

ing channel, the minimum values of CRs are 7 for 15 dB

and 17 for 10 dB. Figure 4 shows the CSS error rate ac-

cording to Q f (N,n)+Qm (N,n) with respect to specific N
when the optimum voting rule n = nopt

N = min
(

N,
⌈

N
1+α

⌉)

is implemented. This implies that it is necessary to employ

limited cooperation in order to achieve the level of service

needed.

Figure 4c and Fig. 4d demonstrate another example. It is

observed that at SNR values of 10 dB and for the given er-

ror rate of 0.01, the number of CRs considered for threshold

values of 30, 40, and 20 is 7, 11, and 12, respectively for
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the AWGN channel, and 15, 16, and 32 for the threshold

values of 40, 30, and 20.

4. Conclusion

In this work, we investigated the performance of coopera-

tive spectrum sensing with energy detection. We derive the

expression for the optimum value of n that minimizes the

TER by applying the n-out-of-N voting rule. The numeri-

cal expression for obtained the optimal detection threshold

obtained has been discussed as well. In addition, an ef-

fective spectrum sensing algorithm has been proposed that

needs less than the total number of cognitive radios in the

cooperative spectrum sensing, thus fulfilling the specified

bound error.
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Abstract—With growing popularity of unmanned aerial ve-

hicles (UAVs), the importance of flying ad-hoc networks

(FANETs) is enhanced by such applications as 4K video

recording, communications in search and rescue missions and

goods deliveries, to name just a few. This, in turn, stimulates

research on different topologies of networks existing between

UAVs, with studies in this field being essential to improving

performance of such networks. Several problems must be

solved to effectively use UAVs in order to offer stable and reli-

able massive data transmission capabilities, taking into consid-

eration quickly changing FANET topologies, types of routing,

security issues, etc. In this paper, a comprehensive evaluation

of FANETs used by UAVs is presented in terms of commu-

nication network challenges, data types, mobility models and

standards applied in order to achieve best performance. The

evaluation presented herein covers such areas as data through-

put, retransmission attempts and delay.

Keywords—4K data transmission, FANET, mobility models,

UAV.

1. Introduction

A flying ad-hoc network (FANET) is a combination of fast-

flying devices (drones) and infrastructure-less ad hoc net-

works [1]. Due to a high degree of mobility that quickly

changes the topology of the network, different types of

highly dynamic technologies for 4K video recording and

environment sensing [2] are used, as shown in Fig. 1. In

consideration of the above, FANETs operate in challenging

environments and rely on powerful equipment to ensure

operational multi-tasking capability. Unfortunately, drones

are characterized by very limited resources in terms of

hardware and power supply, limited wireless radio range,

throughput, as well as payload capacity [3], [4].

IEEE 802.11 constitutes a component of the IEEE 802 set

of local area network (LAN) protocols and is concerned

with media access control (MAC) and physical layer (PHY)

solutions relied up to implement wireless local area net-

works (WLANs) in various frequency bands, including, but

not limited to 2.4, 5, 6 and 60 GHz bands [5]. In this paper,

the 802.11n standard is analyzed as it is the latest protocol

that supports both 2.4 GHz and 5 GHz frequencies [6].

Fig. 1. FANET UAV communications scheme.

In this paper, an evaluation of FANET is presented, fo-

cusing on the communication network-related challenges,

data types, mobility models and standards. The evalua-

tion is concerned with throughput, retransmission attempts

and delay requirements that need to be satisfied to achieve

the best 4K video transmission parameters using FANET

networks without any fixed infrastructure.

The paper is structured as follows. Section 2 presents the

related work. Section 3 offers a brief description of the

routing protocols, mobility models and IEEE 802.11n com-

munication standards. Section 4 shows the results of the

performance analysis. Finally, in Section 5, conclusions

and the future work are presented.

2. Related Work

Many authors attempted to solve the most crucial problems

affecting FANETs and tried to evaluate different types of

technologies to ensure reliable data transmission and good

performance.

In [7], a novel scheme was proposed in connection with the

adaptive energy efficient hello-interval scheme (EE-Hello).

It was based on best distance approximation that was har-

nessed to send hello messages and identified the number

of UAVs required to achieve the task at hand. The pro-

posed scheme saved up to 25% of energy needed. In [8],
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a new course-aware opportunistic routing (CORF) protocol

was proposed for FANETs to calculate the best neighbor

position in order to transfer data efficiently. In compar-

ison with other routing protocols, the proposed solutions

offered a significant performance gain, with better message

delivery rates and shorter delays.

In [9], an attempt was made to enhance in IEEE 802.11n

5 GHz video streaming in terms of throughput, retransmis-

sion attempts and delay. The results show an improvement

that is achieved in video streaming by using WNIC param-

eters of the UAV. In [10], different mobility models were

compared and evaluated, such as random waypoint mobil-

ity (RWPM), pursue mobility model (PRS), semi-random

circular movement (SCRM), and Manhattan grid mobil-

ity model (MGM). The results show that MGM exerts the

greatest impact on the delay and packet dropping ratios.

Paper [11] focuses on data distribution service (DDS) mid-

dleware and presents a logic analysis and an evaluation

of competing DDS implementations, and thus could serve

well as input for deciding which of these solutions is best

suited for a given situation, with a practical performance

evaluation performed based on several different scenarios

to effectively compare the most frequent DDS implemen-

tations. The results show that higher delays are obtained

when higher memory requirements are present.

3. FANET Parameters

There are different types of routing protocols that have been

used and evaluated for FANET, but because of the 3D na-

ture of UAVs, it is very difficult to test all these routing

protocols simultaneously, under different mobility models

and IEEE standards. In [12], the authors classified FANET

routing protocols into different categories, such as proac-

tive, reactive, and hybrid protocols (Fig. 2) [12]. Based

on this taxonomy, in this paper, two main routing protocols

were chosen as best suited for FANET: ad-hoc on-demand

vector (AODV) and optimized link state routing protocol

(OLSR).

Fig. 2. FANET routing protocol.

Being a reactive type protocol, ad-hoc on-demand distance

vector (AODV) uses sequence numbers and the broadcast

discovery mechanism to calculate the best recent fresh route

to the final node. The discovery phase starts when a node

needs to transmit data packets to the destination node while

recording all recent fresh routes in the node routing table

until the transmission ends. Thereafter, the main routes will

be deleted and the next phase of the path discovery process

will commence when another transmission starts. This pro-

tocol causes more delay but has lower overhead during the

transmission compared to other routing protocols [13].

The proactive optimized link state routing (OLSR) proto-

col uses multipoint relays (MPR), i.e. groups of selected

devices, to exchange their recent information about fresh

routes between the nodes, with such an approach offering

shorter delays in the route discovery phase. The hello mes-

sages are broadcast between neighbor nodes, and the fresh

routes are stored at frequent intervals, continuously, with-

out any requests from other nodes. This protocol allows to

shorten the delays. Its drawback consists in a higher over-

head caused by large amounts of data transmitted to make

the routes available all the time [13].

3.1. FANET Mobility Models

Due to the high degree of object mobility in FANETs,

data may be dropped, delayed and not received at all [14].

Therefore, it is very important to evaluate the performance

of a FANET network based on real-life scenarios. Many

researchers use the random waypoint model (RWPM) to

analyze and simulate FANET performance. Unfortunately,

this model forces all UAVs to fly in random directions,

which affects communication links between the nodes and

degrades data transmission performance.

In this paper, three types of real mobility models are used

and analyzed: RWPM, pathway mobility model (PMM)

and semi-random circular movement (SRCM), as shown in

Table 1 [14].

Table 1

Realistic mobility model scenarios

Mobility
Scenarios

Realistic scenario

model description

RWPM Search and

A random search

rescue

of target zones.

Random area

scanning.

PPM
Object

Surveillance of

tracking

city roads.

Surveillance over

a crash location

until rescue

services arrive

SRCM

Surveying,

Surveillance ofpatrolling

an objectand object

tracking
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The RWPM model uses different timing for UAV hover

and movement scenarios. It calculates the direction and

the speed of UAVs based on random values. When the

transmission starts, the UAV waits, hovering, for a specific

period of time, and then it starts moving to a preselected

position at a random speed chosen from range uniformly

prescribed for the entire simulation process. This proce-

dure is repeated until the simulation is finished. Due to

random variations in speed and directions, this approach

corresponds to real-life scenarios, such as search and res-

cue missions or wireless sensor networks covering extensive

areas [15].

The SRCM model uses hexagon shaped routes instead of

random tracks with a specified speed value. The UAV is

moving within area defined with a specified hexagon. This

model may be used in real life conditions for surveying,

patrolling and target tracking [16].

The PMM model uses a straight route preference. It spec-

ifies the first and the last point between which the UAV

moves at a fixed speed. After reaching the last point a new

destination will be selected with a new speed and direction,

and this procedure will be repeated until the simulation is

finished. Such a model is suitable for target tracking, ther-

mal monitoring, as well as for video recording and trans-

mission [17].

Incorporating IEEE 802.11n-based Wi-Fi connectivity re-

lying on 2.4 GHz and 5 GHz bands may decrease interfer-

ence and delays while simultaneously increasing the speed

of data transmission, as shown in Fig. 3 [18].

Fig. 3. Dual band IEEE 802.11n feature comparison.

The 5 GHz band offers higher speeds, and is therefore capa-

ble of improving performance and throughput of FANETs.

The 5 GHz band also supports a higher number of network

connections and communication channels than its 2.4 GHz

counterpart – a property that is essential for providing 4K

video streaming [19]. The shorter range of 5 GHz may be

enhanced significantly by increasing the size of the direc-

tional antenna [20].

4. Simulations and Results

Three routing protocols were analyzed using the NS3 sim-

ulator. Three realistic mobility models and two types of

IEEE 802.11n standards have been taken into consideration

to evaluate such metrics as throughput, delay and retrans-

mission attempts.

4K video streaming was chosen to simulate high data traffic

rates.

A 60-second 4K video stream (3840 × 2160) at 30 fps and

with 24 bit color means that 427 MB of data need to be

transmitted. Other simulation parameters are summarized

in Table 2.

Table 2

Simulation environment parameters

Parameters Values

Area size 1500 × 1500 m

Number of nodes 40 UAVs

Routing protocols used AODV, OLSR

Traffic type 4K video streaming

Mobility models RWPM, PMM, SRCM

Node speed, altitude 20 m/s, 20 m

Simulation time 600 s

IEEE 802.11n standards 2.4, 5 GHz

Figure 4 shows the throughput of FANET for IEEE 802.11n

in 2.4 and 5 GHz bands. AODV offers better results in

5 GHz than in 2.4 GHz, while OLSR maintains the same

performance, because AODV needs more bandwidth to

keep its fresh routes updated and to broadcast control pack-

ets all the time. 4K video streaming requires more band-

width to support large packet transmissions.

The activity of SRCM is limited or non-existent due to the

rounded movement of UAVs, resulting in high distances

between them (and the range of 5 GHz is shorter than

in the case of 2.4 GHz). PMM turns out to be the best

mobility model for all types of transmissions and standards.

This is because PMM is capable of establishing a direct

communication path and of maintaining fresh routes for

longer periods than in the case of RWPM.

Fig. 4. Data throughput for IEEE 802.11n, mobility models, and

routing protocols.

Simulation results shown in Fig. 5 confirm that delays ex-

perienced in FANETs are higher when using 2.4 GHz, as

5 GHz relies on higher bandwidth. The results achieved

with the use of the PMM mobility model are better in all
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scenarios, as it continuously establishes a direct path to the

packets. OLSR results remain the same, as in this approach

fresh routes are broadcast regularly by control packets.

Fig. 5. Delay for both versions of IEEE 802.11n, mobility mod-

els, and routing protocols.

The simulation results presented in Fig. 6 show that the

number of retransmission attempts undertaken by FANET

is higher for 5 GHz, as the range of this band is shorter,

which may result in a greater number of route breaks that

increase the number of retransmission attempts. AODV ren-

ders also better results than OLSR in 5 GHz for the PMM

mobility model, resulting in a breakthrough discovery that

AODV outperforms OLSR. Better results obtained in 5 GHz

may be solved easily by changing the mobility model to

a more preferable scenario that makes all UAVs move closer

to each other in order to decrease delay and increase net-

work transmission throughput.

Fig. 6. Retransmission attempts for IEEE 802.11n, mobility

models, and routing protocols.

5. Conclusion

Simulation results indicate the throughput increases when

5 GHz is used along with PMM mobility models and

AODV, while OLSR remains stable in all tested scenar-

ios. AODV is also capable of rendering better performance

with shorter delays, as it utilizes the entire capacity of the

bandwidth, while 5 GHz suffers from more route breakages

during transmission, as its range is shorter than that of the

2.4 GHz band.
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Abstract—In this paper, a small (20 ××× 20 ××× 2.4 mm) loaded

microstrip patch antenna (MPA) with an asymmetric artificial

magnetic conductor (AMC) as a ground plane is designed for

millimeter wave applications. Two AMC structures are pro-

posed; one has the property of a 0◦ reflection phase around

28.4 GHz, with a symmetric geometry, which makes the re-

flection phase insensitive to variations in both polarization and

incident angle. This symmetric AMC structure ensures angu-

lar stability which is considered as a major requirement when

periodic structures are used as antenna ground planes. The

other structure is characterized by an asymmetric geometry

and shows an interesting behavior around 28.6 GHz, where

a discontinuity in the reflection phase appeared due to the fact

that surface impedance nature changed from purely capacitive

to purely inductive. This paper studies the effects of the two

proposed AMC structures on the performance of MPAs, by us-

ing an array of 8 ××× 8 unit cell elements as an artificial ground

plane. Simulation results show that an MPA with a symmet-

ric AMC ground plane offers better impedance matching and

a wider bandwidth. Compared with conventional MPAs, gain

is enhanced and directivity is improved as well. As far as an

MPA with an asymmetric AMC ground plane is concerned,

its performance in terms of gain and directivity is higher than

that of the conventional solution.

Keywords—artificial magnetic conductor, gain enhancement,

microstrip patch antenna, millimeter wave, reflection phase.

1. Introduction

Millimeter wave frequency bands are receiving much atten-

tion today in modern wireless communication systems [1],

such as 5G. This part of spectrum covers frequencies from

30 to 300 GHz, which corresponds to wavelengths from

1 to 10 mm. The use of this band for the design of

a data transmission system offers a number of advantages,

for example high throughput and ability of designing a ra-

dio link with high directivity [2]. However, communica-

tions at frequencies of approximately 60 GHz suffer from

high propagation losses due to RF energy absorption by

oxygen in the atmosphere [3].

The microstrip patch antenna has been an attractive choice

in mobile and wireless communication, because of its low

profile, compact design, low cost, easy fabrication and in-

tegration with devices. Microstrip patch antennas are also

a crucial part of MIMO array aerial systems [4], [5] widely

used in 5G communication applications. Due to such dis-

advantages as narrow bandwidth, low efficiency and surface

wave losses, improved types with big, periodic structures

operating at microwave or millimeter wave resonance fre-

quencies are commonly used. These structures are called

electromagnetic band-gap (EBG) i.e. are a class of peri-

odic dielectric, metallic, or composite materials that when

introduced to an electromagnetic wave, offer a great per-

formance improvement.

A mushroom type EBG has the propriety of a high

impedance surface (HIS) and is characterized by in-phase

reflections at the resonance frequency [4]–[6]. A uniplanar

EBG is a periodic structure with the property of in-phase

reflections, just as in the case of the mushroom type EBG,

but with no via connection to the ground plane. The ab-

sence of via makes its integration with millimeter and mi-

crowave circuits easier [7]. The in-phase reflection could

be achieved by using the perfect magnetic conductor (PMC)

which does not exist in nature. Hopefully, similar character-

istics may be achieved by an artificial magnetic conductor

(AMC) which is a solution allowing to overcome numerous

disadvantages of microstrip antennas operating within the

microwave range. It is used as the ground plane to enhance

radiation performance, such as uni-directional radiation pat-

terns and the antenna’s peak gain [8]–[12]. When the AMC

is printed in the same plane as the microstrip antenna, it

improves its scattering performance by reducing the radar

cross section [13]–[16]. This technique is often used for

developing high isolated MIMO antennas [17]. The AMC

is also used as a ground plane in textile-based antennas for

wearables [18]–[20], in order to suppress back radiation.

In [21], a planar circular cross AMC-based ultra-wideband

(UWB) antenna is used to enhance the radiation pattern and
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gain. The microstrip patch antenna based on an asymmet-

ric AMC ground plane is also studied in [22], where it is

used as a reflection plane to achieve both good bandwidth

and a low level of cross-polarization.

In this paper, a simple miniature design of AMC unit cells

resonating in the millimeter wave band is presented. The

presented unit cell and antenna designs are very simple,

making them easy to fabricate and integrate in millime-

ter wave applications. The presented design has a wide

bandwidth, which makes this aerial suitable for broad-

band millimeter wave antenna applications, and by using an

8 × 8 array of unit cells underneath of the conventional

microstrip antenna, gain and the directivity are clearly im-

proved as well.

The paper is organized as follows. First, the design and the

characteristics of the proposed symmetric and asymmetric

AMC are presented in Section 2, where we also analyze

their reflection phase and surface impedance properties. In

Section 3, the performance of the antenna over an asym-

metric AMC ground plane is studied and compared with

an MPA with a symmetric AMC ground plane, and with

a conventional MPA. Finally, conclusions are presented in

Section 4.

2. Proposed Asymmetric AMC Design

The AMC material is characterized by two important prop-

erties, namely high impedance for transverse electric (TE)

and transverse magnetic (TM) wave polarization, and for

all propagation directions. Its other peculiar property is the

fact that it reflects the impinging waves with a zero-phase

shift. It is called AMC, because its tangential magnetic

field is zero at the surface.

To study these properties further, we designed a 2D planer

asymmetric AMC unit cell. According to [4], the lumped

element model describes the AMC structure as an LC res-

onant circuit. Inductance L and capacitance C are deter-

mined by the unit cell geometry and its resonance behavior

is used to explain the properties of AMC, such as surface

impedance and reflection phase, which are defined as [23]:

Zs =
jωL

1−ω2LC
, (1)

ω0 =
1
√

LC
, (2)

Phase = Im
[

ln
Zs−η
Zs +η

]

, (3)

where Zs is the impedance surface, ω is the angular fre-

quency, and η is the impedance of free space.

The geometry of the asymmetric unit cell consists of

a square patch with two slots with the same width

w = 0.1 mm. The slotted patch is placed above a ground

FR4 epoxy substrate with dielectric constant εr = 4.4 and

Fig. 1. Top view of the unit cell: (a) asymmetric and (b) sym-

metric designs.

Fig. 2. Simulation model of the unit cell.

h = 0.8 mm. The period of the unit cell is p and the re-

maining dimensions (in mm) are shown in Fig. 1a. HFSS

software was used to simulate the characteristics of the

unit cell. Figure 2 shows the unit cell simulation, the mas-

ter/slave boundaries are defined on the side walls of the air

box, and the Floquet port is located on its top face to model

an infinite periodic structure. The Floquet port allows to

conduct research on the incident plane wave for different

incident and polarizations angles.

2.1. Reflection Magnitude

Figure 3 shows the magnitude of the reflection coefficient

when the polarization angle of the incident wave ϕ = 0

and for different values of incident angle θ . Figure 3a

shows that the asymmetric AMC structure is fully reflec-

tive at two resonance frequencies: 25.41–25.62 GHz and

36.34–37.92 GHz. A slight variation in the resonant fre-

quencies is observed for different θ angles, which means

that the asymmetric structure is insensible to variations in

the incident oblique angle. We observe also an attenuation

in the reflection magnitude at the resonance points. For the

lowest resonance frequency, attenuation reaches −12.88 dB

and −4.09 dB for the highest resonances at θ = 60◦.
As far as the symmetric AMC structure is concerned, there

is only one resonance frequency and when the incident

angle increases, the resonance frequency also increases

slightly from 28.6 GHz for normal incidence to 29.1 GHz
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for θ = 60◦ as shown in Fig. 3b. The attenuation in the

reflection magnitude is observed and reaches −3.61 dB for

θ = 60◦, which is less than for the asymmetric AMC.

The magnitude of the reflection coefficient for a TM po-

larized wave is plotted in Fig. 4 for different θ values.

There are two resonance frequencies for an asymmetric

AMC structure, and one for the symmetric version. The

resonance point slightly varies with changes in θ . The low-

est resonance points are 19.6, 18.24, and 19.13 GHz, and

the highest ones are 36.33 GHz, 36.88 GHz, and 36.64 GHz

for 0◦, 30◦, and 60◦, respectively. Note that unlike for the

symmetrical AMC structure, the resonance frequencies for

TE polarized waves are not identical with those for TM

polarized waves, due to the asymmetric geometry of the

proposed unit cell. For the sake of clarity, we have only

plotted the reflection magnitude of the proposed asymmet-

ric AMC unit cell for ϕ = 0◦, because the results for 90◦

of the TE polarized wave are equivalent to those of the TM

polarized angle for 0◦.

2.2. Reflection Phase

Here, the reflection phase of the proposed AMC structure

for the two polarization states of the impinging plane wave

is presented. Figure 5 shows the TE polarization wave and,

according to the criterion of the reflection phase being

within the range of −90◦ to +90◦, two bands shown in

the asymmetric AMC structure. The first is centered on

25.4 GHz, and the other on 37.9 GHz unlike in the sym-

metric geometry, where one band appears around 28 GHz.

As shown for both AMC structures, the phase changes are

insignificant, which means that the proposed structure is

not sensitive to oblique incident angle variations. The phase

discontinuity for the asymmetric AMC is observed between

low- and high-resonance frequencies, which is the most in-

teresting behavior and the main difference between the two

studied geometries.

In the case of a TM polarized incident wave, the reflec-

tion phase shows the same pattern but both lower and

higher resonant frequency points move toward the lower

frequency band, as shown in Fig. 6a, with the first band

being around 19.6 GHz, and the other around 36.3 GHz.

The point of discontinuity is also shifted downward and

centered on 25 GHz. One may notice that the phase reflec-

tion of the asymmetric AMC is insensitive to the incident

oblique angle. The same behavior is observed for symmet-

ric AMC structures, as illustrated in Fig. 6b.

When comparing TE and TM polarized incident waves,

one may notice that the reflection phase of the asymmetric

AMC structure does not exhibit the same behavior for TE

and TM. For the symmetric AMC structure, the center of

the operating band is the same and the bandwidth becomes

wider than that for TE.

2.3. Impedance Surface of the Unit Cell

The impedance surface versus frequency and the behav-

ior of impedance around frequencies where the disconti-

Fig. 3. Reflection magnitude for TE polarization wave, three

oblique incident angles and polarization angle ϕ = 0◦: (a) asym-

metric AMC and (b) symmetric AMC.

Fig. 4. Reflection magnitude for a TM polarization wave for

different oblique incident angles and polarization angle ϕ = 0◦:
(a) asymmetric AMC and (b) symmetric AMC.
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Fig. 5. Reflection phase for a TE polarization wave for different

oblique incident angles: (a) asymmetric AMC and (b) symmetric

AMC.

Fig. 6. Reflection phase for a TM polarization wave for different

oblique incident angles: (a) asymmetric AMC and (b) symmetric

AMC.

Fig. 7. Impedance of the proposed AMC unit cell for normal

incidence and for a TE polarized wave: (a) asymmetric AMC and

(b) symmetric AMC.

Fig. 8. Impedance surface of the proposed AMC unit cell for

normal incidence and for a TM polarized wave: (a) asymmetric

AMC and (b) symmetric AMC types.

nuity of the phase has occurred are shown in Figs. 7–8

both two polarizations. High impedance is observed around

25.4 GHz and 37.9 GHz for the TE polarized wave, and

around 19.5 GHz and 36.3 GHz for the TM polarized wave.

These values are identical with the frequencies obtained

for the in-phase reflection phase θ = 0◦. At the disconti-

nuity point observed in the phase, the nature of impedance

changes from capacitive to inductive, which leads to phase

discontinuity. For clarity, a zoomed view around this point

of impedance is inserted in Figs. 7 and 8. As we can see,

around 28.54, and 24.45 GHz, impedance type changes

from capacitive to inductive, for a TE polarized wave and

a TM polarized wave, respectively. For the symmetric

AMC, the results are in agreement with the reflection phase

in terms of resonance frequency points and bandwidth. All

resonance points at the 0◦ reflection phase are correspond-

ing to those for the maximum value of the real part of

impedance.
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3. Results and Discussion

The geometry of a conventional microstrip patch antenna

with and without the proposed AMC ground plane is shown

in Fig. 9. A rectangular microstrip patch antenna of dimen-

sions Wp×Lp, excited by a 50 Ω microstrip line, is located

on a 20 × 20 mm FR4 epoxy substrate, with relative per-

mittivity of εr = 4.4 and thickness of 1.6 mm. The same

conventional MPA with no dimensional changes is placed

directly above this new ground plane, as illustrated in

Fig. 9c–d.

Fig. 9. Proposed microstrip patch antenna design: (a) side view

without AMC, (b) front view without AMC, (c) side view with

AMC, and (d) position of the dielectric layers.

The return loss of the proposed asymmetric AMC structure

ground plane-based MPA is compared, in Fig. 10, with that

of the conventional MPA and with that of an MPA based on

the well-known symmetric AMC ground plane. The results

show good impedance matching, with values of −46.6 dB

and −42 dB being reached for antennas loaded by symmet-

ric and asymmetric AMC ground planes, respectively. This

Fig. 10. Return loss for the proposed MPA-based on the AMC

structure, compared with that for the conventional MPA and well-

known AMC structure.

is due to the in-phase reflection between the image currents

created by the radiator patch on the AMC ground plane.

The lowest frequency is reduced to 28 GHz and to 28.4 GHz

for the antenna loaded by symmetric and asymmetric AMC

ground plane, respectively. This is due to the capacitance

effect of the AMC structures. However, the higher fre-

quency does not change, which leads to an enhancement in

bandwidth. Thus, the antenna with the asymmetric ground

plane has an impedance bandwidth of 23.75%, while the

bandwidth for the antenna with the symmetric ground plane

is 25%, and the bandwidth for the conventional aerial is

22.22%, for S11 <−10 dB.

Gain is depicted, as a function of frequency, in Fig. 11. It

reached the maximum around 31.4 GHz. This is near to

the value where the phase of the asymmetric AMC struc-

ture shows discontinuity, and the nature of the impedance

surface changes from capacitive to inductive, for a TE polar-

ized wave. A considerable enhancement of gain is achieved,

and the peak gain around this point reaches 8.6 dBi for

the proposed asymmetric AMC ground plane-based MPA,

where the gain of the conventional MPA is 2.8 dBi, which

means an enhancement of 207.14%. The peak gain for the

antenna with the symmetric AMC ground plane is 7 dBi at

31.4 GHz, and an enhancement of 148.2% is achieved. This

value of frequency is almost the same as that of the symmet-

ric AMC unit cell which has the property of a 0◦ reflection

Fig. 11. The peak gain versus frequency for proposed MPA

based on asymmetric AMC ground plane compared with that for

the conventional MPA and well-known AMC.

Fig. 12. Peak gain vs. frequency for the proposed MPA based

on an asymmetric AMC ground plane compared with results for

the conventional MPA and well-known AMC structure.

60



Artificial Magnetic Conductor-based Millimeter Wave Microstrip Patch Antenna for Gain Enhancement

Fig. 13. Simulated radiation pattern for asymmetric type (red line), symmetric version (black line), and conventional antenna (blue

line): (a) YOZ plane, (b) XOY plane, and (c) comparison between proposed asymmetric and conventional antennas (the left side is YOZ

plane, and the right side is the XOY plane). (See digital version on https://www.itl.waw.pl/en/publications/journal-jtit)

Table 1

Performance comparison of the proposed antenna based on

an asymmetric AMC structure and similar designs from recent works

Antenna
Operating Gap Gain improved Directivity improved 3 dB

band [GHz] [mm] by [dBi] by [dBi] bandwidth [%]

Proposed in [21] 2.4–11.2 5 3.5 - 36

From [22] 24.9–32.1 0.127 4 - -

MPA with
28–36 No gap 4.15 4 19.94

symmetric AMC

MPA with proposed
28.4–36 No gap 5.8 6 20

asymmetric AMC
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phase at 28.46 GHz. The difference between the resonance

frequency of the AMC structures and the frequency corre-

sponding to the maximum gain is due to the fact that a finite

array is used as the ground plane, instead of its infinite va-

riety. In addition, the 3 dB gain in the bandwidth of the

antenna with the symmetric AMC ground plane is 19.94%

(28–34.2 GHz) and 20% (29.6–36 GHz) for the antenna

loaded by the asymmetric AMC ground plane. This cor-

responds to the operation band of AMC materials. Fur-

thermore, above 35.4 GHz, the gain of the MPA alone is

higher than that of the MPA loaded by AMC ground planes.

Therefore, the AMC structures have a destructive effect on

the antenna’s radiations, because this range is outside the

operation band of the AMC.

The curve of directivity for these antennas is presented in

Fig. 12 and is higher. for the proposed aerial, than for the

conventional patch antenna. At 31.4 GHz, peak directivity

for an antenna with the asymmetric AMC ground plane is

11.6 dBi, whereas peak directivity for the antenna with the

well-known AMC ground plane is 9.6 dBi, so that an im-

provement of 132% and 92% is achieved, compared with

that for the solo antenna, where the directivity has the max-

imum value of 5 dBi. The enhancement in directivity is

caused by the effect of in-phase reflection phase. However,

the improvement of directivity for the antenna loaded by

the proposed asymmetric AMC ground plane is due to the

discontinuity of the reflection phase behavior of the asym-

metric AMC, which is higher than that for an MPA based

on the well-known AMC ground plane.

For a further understanding of the antennas’ performance,

the radiation patterns of these antennas are presented in

Fig. 13, in both XOY and YOZ planes, at the operating fre-

quency. The omnidirectional radiation pattern is achieved

for three antennas in the XOY plane, with a high level of

gain for the asymmetric AMC-based microstrip antenna.

For the YOZ plane, the radiation pattern for the antenna

with the asymmetric AMC exhibits a low level of back

lobes and a narrow beam width compared with that for the

solo antenna system.

Table 1 shows the performance comparison of the stud-

ied antenna and other designs. In terms of peak gain and

directivity, the asymmetric AMC ground plane antenna of-

fers better performance. However, the 3 dB bandwidth is

wider in [21], because the antenna is designed for UWB

outdoor applications. The gap between the antenna and

the AMC ground plane is another important criterion – it

equaled, 5 mm in [21] and 0.127 mm in [22]. In the pro-

posed design, there is no gap between the antenna and the

AMC ground plane, which means that the proposed design

is characterized by a lower thickness.

4. Conclusion

Conventional microstrip patch antennas with two different

AMC ground planes are used to enhance gain and directiv-

ity. A symmetric AMC unit cell was designed and placed

as the ground plane for a conventional MPA to enhance gain

and directivity of the antenna. The unit cell has a simple

symmetric geometry, which leads to an angular stability and

makes the reflection phase insensitive to polarization and to

the incident angle of the incident plane wave. In addition,

the 90◦ reflection phase bandwidth of 4.8 GHz (19.2%) is

achieved. The second AMC unit cell has an asymmetric

geometry, and it is characterized by the property of discon-

tinuity in the reflection phase, which changes the nature of

the impedance surface from capacitive to inductive. The

results showed an enhancement by 207.14% in terms of

gain, and by 132% in terms of directivity. This improve-

ment is higher than that for the symmetric AMC structure

which is characterized by the property of a 0◦ reflection

phase. Both proposed antenna designs with AMC struc-

tures achieved better performance in terms of impedance

matching, wider bandwidth, and a significant enhancement

in gain and directivity, compared to the conventional MPA

without an AMC structure.
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Abstract—Telecommunications transmission technologies

with OFDM rely on orthogonal harmonic signal (OHS)

systems. The criteria applicable to synthesizing OHS systems

of the generalized class, including both classical signals and

signals whose duration exceeds the orthogonality interval,

have been considered. The problems of minimizing the

effective width of the spectrum of the generalized class

OHS have been solved. Estimates of the efficiency of the

generalized class OHS have been given.

Keywords—Fourier transformation, OFDM, orthogonal har-

monic signals, orthogonality interval, signal envelope.

1. Introduction

In recent years, thanks to the success of digital sig-

nal processing, orthogonal frequency division multiplex-

ing (OFDM) transmission technologies have become in-

creasingly popular in telecommunications and have been

relied upon to transmit broadband orthogonal harmonic sig-

nal (OHS) systems [1]–[3]. Today, digital subscriber line

(xDSL) transmission technologies are, in accordance with

recommendations of the International Telecommunication

Union (ITU-T) G.992 and G.993, the most common so-

lutions used to offer broadband access via well-developed

subscriber networks [4], [5]. In 2014, ITU adopted Recom-

mendation G.9701 defining the characteristics of the G.fast

transmission technology. It relies on the OHS and pro-

vides signals through a multi-pair telephone cable, with

the speed of up to 1 Gbit/s and in the frequency band of

up to 106 MHz [6].

Various OHS systems are used in modern radio access

systems, including Wi-Fi (IEEE 802.11), WiMAX (IEEE

802.16), and LTE. They are also relied upon in high-quality

digital radio and television broadcasting systems [7]–[10].

The transmission of signals through optical cables is a new

area of telecommunications, where OFDM technologies

have begun to be used intensively. OHS allows to in-

crease the efficiency of optical transmission technolo-

gies relying on dense wavelength division multiplexing

(DWDM) [11]–[14].

2. Problem Statement

The widespread use of transmission systems (TSs) with

OHS in communication networks results from the fact that

these technologies ensure high efficiency of transmitting

information via communication channels with abnormal

and unstable frequencies, as well as with noise character-

istics over time.

OHS systems are described by real trigonometric functions

which are orthogonal by interval τ0:

{cos(lω0t),sin(lω0t)}, l = 0,1,2, . . . ,N−1,

ω0 = 2π f0 =
2π
τ0

, −
τ0

2
≤ t <

τ0

2
, (1)

where N is the total number of orthogonal functions in the

0−ωB frequency band, ωB = N ·ω0 is the upper frequency

of the transmission channel bandwidth, ω0 is the frequency

of the first OHS system harmonic, τ0 is the orthogonality

interval.

Examples of orthogonal harmonic signals from Eq. (1) for

l = 4,5,6,22 are given in Fig. 1.

Fig. 1. Orthogonal harmonic signal graphs.

Functions from Eq. (1) are related by the Euler relation:

eilω0t = cos(lω0t)+ isin(lω0t) , (2)

64



Orthogonal Harmonic Signals of the Generalized Class

with exponential time functions:

{eilω0t}
N−1
l = 0

, −
τ0

2
≤ t <

τ0

2
. (3)

Signal spectra of Eq. (1) have a sufficiently high concen-

tration of energy in the frequency domain (see Fig. 2) and

there are effective algorithms for digital processing of OHS

systems using Fourier transformation algorithms and pro-

viding an acceptable computational complexity of signal

modulation-demodulation algorithms in TS with a signifi-

cant number of signals.

The transformation (spectrum) of Fourier functions given

by Eq. (3) is described by the following formula:

S(ω− lω0) =
∫

τ0
2

−
τ0
2

eilω0te−iωtdt

=
sin(ω− lω0)

τ0
2

(ω− lω0)
,−∞ < ω < ∞ . (4)

Examples of envelope spectrum graphs defined by Eq. (4)

for l = 4,5,6,22 are shown in Fig. 2.

Fig. 2. Example of OHS envelope spectra.

The signal spectra are theoretically infinite and de-

creases in frequency at a rate proportional to 1/ω . When

OHS signals pass through a communication channel with

a limited bandwidth, their spectra are truncated. As a re-

sult, the orthogonality of the received signals is dam-

aged, and, therefore inter-symbol and inter-channel in-

terference noises are generated. Based on Eq. (1), it is

possible to design systems of orthogonal signals with

a higher concentration of energy in the frequency do-

main than with classical OHS. These signals pass through

a communication channel with a distorting transmission

function. They are less distorted, offer lower interfer-

ence levels and are more immune to frequency char-

acteristics variations in the communication channel than

traditional OHS.

Let us formulate the following OHS synthesis task with en-

ergy concentration in the frequency domain that is higher

than in the classical OHS, in order to determine the condi-

tions when the system of functions is:

{

√

u(t) eilω0t
}N−1

l=0
,−

T
2
≤ t <

T
2

,

ω0 = 2π f0,τ0 =
1
f0

, (5)

with orthogonal by interval T , such as:

∫ T
2

− T
2

√

u(t) eilω0t
√

u(t) e−ikω0tdt

=

{

1, l = k,
0, l 6= k,

, T ≥ τ0 , (6)

where
√

u(t) is the function describing the envelope of

signals and T is the duration of functions.

Signals from Eq. (5) that satisfied Eq. (6) will be referred

to OHS of the generalized class.

Based on the Parseval-Plancherel equality and the filtering

property of the δ -function, the condition in Eq. (6) can be

transformed as:

∫ T
2

− T
2

√

u(t) eilω0t
√

u(t) e−ikω0tdt

=
1

2π

∫ ∞

−∞
U(iω)2πδ [ω− (k− l)ω0]dω

= U [(k− l)ω0] =

{

1, l = k,
0, l 6= k,

, (7)

where U(ω) is the Fourier transformation (spectrum) of the

function (envelope) u(t), 2πδ [ω − (k− l)ω0] is the spec-

trum of exponential signal.

For the discrete frequency function defined by Eq. (7), the

Fourier transformation is:

U(kω0) =
∫ ∞

−∞
u(t)e−ikω0tdt =

{

1, k = 1
0, k 6= 0

. (8)

Let us convert the last expression using parameters T
and τ0:

U(kω0) =
∞

∑
n=−∞

∫ T
2 +nτ0

− T
2 +nτ0

u(t−nτ0)e
−ikω0tdt, (9)

and replace the variables τ = t−nτ0:

U(kω0) =
∞

∑
n=−∞

∫ T
2

− T
2

u(τ)e−ikω0(τ+nτ0)dτ

=
∞

∑
n=−∞

e−ikω0nτ0

∫ T
2

− T
2

u(τ)e−ikω0τdτ . (10)

Under the sum sign is the product of the spectrum of the

function u(τ) per exponent. It corresponds to the spectrum

of the function delayed by nτ0:

U(kω0) =
∞

∑
n=−∞

∫ T
2

− T
2

u(τ−nτ0)e
−ikω0τdτ

=

∫ T
2

− T
2

∞

∑
n=−∞

u(τ−nτ0)e
−ikω0τdτ =

{

1, k = 0
0, k 6= 0

. (11)
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A function spectrum containing a constant component only

corresponds to a function which is constant over time.

Therefore:

∞

∑
n=−∞

u(τ−nτ0) = const . (12)

Thus, the following statement has been proved. In order for

the signal system from Eq. (5) to be orthogonal, it is nec-

essary for the sum of the shifts of function u(t) (the square

of the envelope) by nτ0, n = ±0,±1,±2, . . . be a constant

value (see Fig. 3, where dotted lines are the functions u(t)
shifted by τ0).

Fig. 3. Graph illustrating criterion.

Note that the condition, defined by Eq. (6), of signal or-

thogonality from Eq. (5) also describes the rule for corre-

lation reception of OHS signals in the OFDM transmission

technology. In this case, it follows from Eq. (6) that the

resulting frequency characteristics when receiving signals

are determined not by the envelope function
√

u(t), but

by the function u(t) itself. On this basis, further atten-

tion will be paid to the synthesis and characteristics of the

functions u(t).

3. Method for Synthesizing OHS

Envelope of the Generalized Class

Here, the method for synthesizing signals u(t), according

to the criterion shown in Eq. (12), is presented. Sig-

nal u(t) is considered to be the convolution of signal

p(t) = 1,−τ0/2≤ t < τ0/2 of a rectangular shape and sym-

metrical (second order symmetry) in the middle of signal

ϕ(t),−τ/2≤ t < τ/2, where τ = T −τ0. The resulting sig-

nal has edges that are symmetric to the boundaries of the

interval (−τ0/2,τ0/2), and it meets condition (12).

Signal spectrum u(t) is equal to the product of signal spec-

tra p(t)−P(ω) and ϕ(t)−φ(ω):

U(iω) = P(iω)×φ(iω) . (13)

The following optimization problem defines if u(t) signals

synthesized using the proposed method have the minimum

effective spectrum width. Obviously, with the same T and

τ0 parameters, the spectral characteristics of u(t) signals

will be determined by the spectrum of the ϕ(t) signal.

Thus, the problem is to find ϕ(t),−τ/2 ≤ t < τ/2 with

the minimum permissible effective spectrum width.

The formulated rule is a classical optimization problem and

has a number of solutions depending on additional opti-

mization conditions [15].

One of the solutions consists in using the pulse described

by [15]:

ϕ(t) =

√

2
τ

cos
π
τ

t, −
τ
2
≤ t <

τ
2

. (14)

A graph of ϕ(t) signal with the minimum effective spec-

trum is shown in Fig. 4.

Fig. 4. Pulse of duration τ with minimum effective spectrum

width.

Figure 5 illustrates the given synthesis method of function

u(t) in the form of convolution of signal p(t) = 1,−τ0/2≤
t < τ0/2, with signal ϕ(t),−τ/2 ≤ t < τ/2, described by

the function from Eq. (14).

Fig. 5. Convolution of function ϕ(t) with function p(t) = 1.

Taking into account the corresponding normalization, the

optimal function u(t) is described by:

u(t) =










1, at |t| ≤ (1−α) τ0
2

cos2 π
4α [2 f0|t|+α−1], at (1−α) τ0

2 ≤ |t|<(1+α) τ0
2

0, in all other cases

,

(15)

where α = (T − τ0)/τ0 is a signal expansion coefficient.
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Fig. 6. Optimal u(t) functions.

Fig. 7. Spectra module graph U(ω).

Fig. 8. Graphs of function Aα (ω) of optimal generalized class

OHS.

Equation (15) describes a function with cosine quadratic

edges. Graph u(t) with signal expansion coefficient values

of α = 0,0.0625,0.125,0.25,0.5 and 1 is given in Fig. 6.

Figure 7 shows the spectra module graphs U(ω) of optimal

functions u(t).
To illustrate the positive energy concentration effect of the

spectra generalized class OHS, provided by the optimal

functions u(t), let us normalize the energy at frequency

ω = 0 in decibels:

Aα(ω) = 10log
U2(0)

U2(ω)
. (16)

Graphs Aα(ω) depicting spectral energy concentration

calculated by Eq. (16) with signal expansion coefficient

values of α = 0,0.0625,0.125,0.25,0.5 and 1 are shown

in Fig. 8. Figure 9 shows examples of orthogonal sig-

nals s1(t) = u(t)sin(ω0t) and s2(t) = u(t)sin(2ω0t) of the

generalized class OHS system with functions u(t) being

optimal if values of the signal expansion coefficient are

α = 0,0.25,0.5 and 1.

4. Extension of the Class of Orthogonal

Signals

The above-described method used for synthesizing gener-

alized class OHS types may be used for synthesis of other

OHS systems as well.

It is easy to verify the hypothesis that the temporary func-

tion u1(t),−τ0 ≤ t < τ0 shown as an example in Fig. 10a,

consisting of intervals:

u1−1(t), −τ0 ≤ t < − 7
8 τ0 ,

u1−2(t), − 3
4 τ0 ≤ t < − 1

2 τ0 ,

u1−3(t), − 1
4 τ0 ≤ t < − 1

8 τ0 ,

u1−4(t), 1
8 τ0 ≤ t < 1

4 τ0 ,

u1−5(t), 1
2 τ0 ≤ t < 3

4 τ0 , and

u1−6(t), 7
8 τ0 ≤ t < τ0

satisfies condition (12) with displacement if nτ0 for

n =±0,±1,±2.

Fig. 9. Examples of the generalized class OHS s1(t) and s2(t) with optimal functions u(t) if α = 0,0.25,0.5 and 1.
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Figure 10b shows another function, u2(t),−τ0≤ t < τ0, also

satisfying condition (12). From the graphs of functions

u1(t) and u2(t), it is obvious that the given functions are

orthogonal.

Fig. 10. Example of a piecewise constant functions for the cri-

terion (12).

Hence, it has been justified that the criterion of OHS or-

thogonality in Eq. (12), at a certain level of τ0 and with

the uninterrupted envelopes u(t) considered, also meets

the plurality of piecewise-constant functions u(t). Their

application allows to synthesize the corresponding OHS

systems of the generalized class.

Figure 11 shows examples of the given signals s1(t) and

s2(t) of the OHS system with the piecewise constant enve-

lope function u1(t), see Fig. 10a.

Fig. 11. Examples of OHS s(t) with piecewise constant envelopes

with criterion (12).

For the OHS of the generalized class using piecewise-

constant functions u(t), the orthogonality criterion from

Eq. (6) should be added with the following conditions:

• signals u(t) are symmetrical along axis u(0),

• interval τ0 = ∑i ∆τi, where ∆τi is the duration of i-th
interval of function u(t),− T

2 ≤ t < T
2 ,

• the interval of function u(t) satisfies the condition

T ≥ 2τ0.

Fig. 12. Examples of OHS s(t) with piecewise constant envelopes

with cosine-quadratic fronts (α = 0.0625).

It is also easy to verify compliance the criterion (12) of

piecewise-constant envelope functions u(t) with fronts hav-

ing the second-order symmetry. Figure 12 shows exam-

ples of such functions u1(t) and u2(t) with cosine-quadratic

fronts corresponding to piecewise constant envelope func-

tions u1(t) and u2(t), with the signal expansion coefficient

of α = 0.0625.

5. Conclusions

The article defines a generalized class of orthogonal

harmonic signals (OHS) and the following results are

obtained.

1. The synthesis problem for OHSs that are orthogonal

with the interval of T,τ0 ≤ T < 2τ0 is presented.

2. Criteria for the synthesis of functions u(t) of the gen-

eralized class OHS are defined.

3. Function u(t) is proposed to be synthesized as

a convolution of the p(t) = 1,− 1
2 τ0 ≤ t < 1

2 τ0 rect-

angular signal, symmetrical along the middle of the

ϕ(t),− 1
2 τ ≤ t < 1

2 τ , signal, where τ = T − τ0. The

edges of the resulting signal are symmetrical rela-

tive to the boundaries of the [− 1
2 τ0,

1
2 τ0] interval and

satisfy condition (12).

4. The problem of optimizing the synthesis for u(t)
functions with the minimum effective spectrum width

U(ω) at given T and τ0 parameters is solved. The so-

lution to the problem is a function with cosine-square

fronts, known in theory, which is a convincing proof

of the correctness (validity) of the authors’ proposals

presented in the article.

68



Orthogonal Harmonic Signals of the Generalized Class

5. To estimate the energy concentration gain, provided

by the optimal u(t) functions, U(ω) spectra were

calculated for different values of the signal expansion

coefficient α .

6. It has been demonstrated that the OHS orthogonal-

ity criterion for a certain selection of τ0, along with

the considered u(t) continuous functions, also cor-

responds to the set of piecewise constant functions

u(t), the application of which allows to synthesize

the corresponding OHS systems of the generalized

class.
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Abstract— This paper explains the procedure of determining

the initial dimensions of a gyrotron resonator. In particular,

the paper discusses which geometrical parameters impact the

wave properties of the resonator. The solution is implemented

using Matlab software and estimations are performed with the

use of the SMath Studio spreadsheet.

Keywords—gyrotron design, cold cavity, Matlab code.

1. Introduction

Gyrotron-related theory and equations have been known

since the 1960s [1]–[4]. Numerical computation methods

and computer technologies have evolved significantly since

that time. Simulation software, such as CST Microwave

Studio, is capable of performing EM field calculations per-

taining to any structure. However, due to fact that every

computer simulation consists of input data and produces

some output data, two questions are always valid: “what

are the proper input data?” and “are the output results in

agreement with the laws of physics?”. In this paper, we

will provide a Matlab numerical solution based on the cold

cavity approach in order to obtain the initial dimensions

of a gyrotron resonator. The proposed approach may be

justified by the simplifications introduced to the equations,

which, in turn, make computer-based implementation not

excessively complicated. Further geometry optimizations

may be performed using commercial, full-wave, microwave

simulation software, but a starting point needs to be defined

that is close to the optimal solution. The results obtained

using CST Microwave Studio are much closer to actual ex-

periment outcomes than those offered by simplified math-

ematical models, but are more computationally expensive.

Therefore, the cold cavity approach and full-wave simula-

tion are two complementary methods that are relied upon

jointly.

2. Cold Cavity Formalism

In the presented approach, the cold cavity model is used

to obtain the initial geometry of the resonator’s microwave

structure.

The formula is developed from the string equation (station-

ary Schrodinger equation):







d2 f
dz2 + k2

z (ω ,z) f = 0

k2
z (ω ,z) = ( k

c )
2− k2

⊥(z), k⊥ =
νm,k
R(z) ,k = ω

√

(1+ i
Q )

.

(1)

When substituting k and k⊥ with kz followed by substituting

kz in Eq. (1), a differential formula for the cold cavity model

is obtained:

d2 f
dz2 +

[

(ω
c

)2
(

1+
i

Qdi f f

)

−

(

νm,k

R(z)

)2
]

f = 0 . (2)

This describes the RF field profile as a function of the z
dimension of the resonator. The longitudinal field profile

f is important for a few reasons. It is desired for the EM

field to create a stationary wave that fulfills the bound-

ary conditions and suffers from small diffraction losses, so

that the overall microwave efficiency is high. There is also

a second very important factor that requires knowledge of

the EM field profile – electron cyclotron resonance. This

is the mechanism for transferring energy from electrons to

the EM field. It is desired that electron orbits and speeds of

their travel in the z direction be chosen in such a way that

most electrons transfer as much energy as possible to the

microwave field, and then leave the resonator. To optimize

these two factors which have a direct impact on gyrotron

efficiency, Eq. (2) is crucial.

The boundary conditions for the stationary state are ex-

pressed as:







d f
dz

∣

∣

∣

zin
− ikz(zin) f (zin) = 0

d f
dz

∣

∣

∣

zout
+ ikz(zout) f (zout) = 0

. (3)

The first part (zin) of Eq. (3) describes the input boundary

condition for the left-hand side of Fig. 1. This boundary

condition represents the total internal reflection of the EM

wave. Moreover, electric field energy is not propagating in

the −z direction and, therefore, this boundary condition is

that of an evanescence wave. The input boundary condition

is used to define
d f
dz at the zin – starting point for integra-

tion of the model Eq. (2). The second part (zout) describes
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Fig. 1. Longitudinal profile of the resonator (along z axis).

the minimum reflection boundary conditions that are re-

quired for the EM wave to leave the resonator. The output

boundary condition may be expressed as Eq. (4). |R| may

be referred to as the reflection coefficient.

|R|=

∣

∣

∣

∣

∣

d f
dz + ikz f
d f
dz − ikz f

∣

∣

∣

∣

∣

z=zout

= minimum . (4)

The solution is found by optimizing Eq. (2). To achieve

this goal, minimalization of Eq. (4) in the two-dimensional

space of ω and Q is performed. In this model, the first

harmonic and the single mode scenario are considered.

The presented formalism was chosen for consideration be-

cause of its simplicity which, in turn, leads to a shorter

implementation time and makes it more computationally

efficient. Moreover, higher accuracy is not required at this

step of the gyrotron design process, due to the fact that

a precise final geometry is obtained using commercial full-

wave microwave simulation software.

3. The Solution

This chapter explains all the definitions and steps necessary

to find the solution. Physical constant values are included in

the source code in the “PhysicalConstants.m” file. Readers

should pay particular attention to the units used, as the con-

stants are shown in gigahertz, millimeters and nanoseconds.

The source code for the sample gyrotron cavity design is

attached to this paper and may be downloaded. The code

is written using the Matlab package.

To solve the second order differential equation, the ode45

Matlab solver is used. In this model, the second order

equation is simplified to the first order differential equation

system, and therefore the ode45 Matlab solver is used. It

makes the problem much simpler and, more importantly,

the Dormand Prince ode4 algorithm with fifth order verifi-

cation is well documented in the literature [5].

In order to start the calculations, the working frequency

needs to be assumed arbitrarily. In this paper, the gyrotron

being designed will work with the frequency of approx.

24 GHz, which is common for technological applications.

When designing a gyrotron, other restricting factors have

to be considered, e.g. limitations due to the availability of

components, such as the magnet, electron gun and fabricat-

ing technology. The most important factor that has to be

taken into account at this stage is the magnet. The length

and value of the magnetic field will limit the maximum

working frequency, resonator length and radius. In the cal-

culations, it is assumed that magnetic field B0 is constant

in the parallel part L2 of the cavity. It is desired to choose

a magnet and resonator in order to fulfill this requirement

as accurately as possible. The distance between the elec-

tron gun and the resonator is determined by the magnetic

field profile, which is expressed as the B0/Bc compression

ratio. The magnetic field at the interaction part of the res-

onator over the magnetic field at the electron gun cathode.

All factors mentioned above must be kept in mind when

determining the size of the resonator. It is an iterative pro-

cess. Once a solution is found, it is required to reconsider

all the limitations and to repeat the calculation steps, if

necessary. In this paper, the gyrotron under consideration

will work at the first harmonic. The purpose of this paper

is to show how to understand the physical meaning and to

solve cold cavity model equations in order for the chosen

working mode to be arbitrary to T E0,1. A higher order mode

would require that mode competition analysis [6] need to

be performed, but this task is not considered in this paper.

3.1. Cold Cavity Model Input Data

Calculations are performed for the initial frequency of

24 GHz. To estimate the input parameters for the cold

cavity model “InputDataEstimation.sm”, the SMath Stu-

dio spreadsheet is used. The following input data were es-

timated and assumed:

• f reqinit = 24 GHz desired design frequency;

• m,k – chosen azimuthal and radial mode numbers. It

is assumed that the harmonic number is equal to 1.

In this case M = 0, K = 1 is chosen;

• R0 – resonator radius in the non-tapered part. In

this region, electrons interact with the RF field. The

radius has to be chosen in such a way that the cut-off

frequency is slightly lower than the desired working

frequency. The initial guess would be:

R0init =
c ·νm,k

2π f reqinit
.

This value is rounded off reasonably. Here, it would

be a tenth of a millimeter, which boils down to R0 =
7,5≈ R0init mm;

• L = [L1, L2, L3] mm – resonator length vector, pro-

posed initial value for:

L2 ≈ L2init = 6 ·
c

f reqinit
,

which is approximately six wavelengths. L2 = 75 mm

in this case. L1 and L3 are supposed to be shorter

than L2. It is assumed that L1 = L3 = 30 mm;

• φ = [φ1; φ2; φ3] deg – resonator’s taper angle vec-

tor. φ2 = 0 (always) and φ1 and φ3 are typically in
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the range 0–6 degrees and are described in the liter-

ature as “slightly” tapered [7]. A sharp angle would

cause a sudden impedance change, which has to be

avoided. It is desired to extract maximum radia-

tion from the resonator, and reflections at the out-

put are not desired. It is assumed that φ1 = 2.3 and

φ3 = 3.0 deg;

• zstep – z axis step – 0.05 mm is a good initial choice

for good accuracy of the calculation.

3.2. Solving the Cold Cavity Model Equation

The following theory is implemented in the “ColdCav-

ityApproachFunction.m” Matlab script. Before it is pos-

sible to solve the differential equation, auxiliary variables

need to be calculated. The resonator’s geometry is de-

scribed by vector R(z). This parameter is the resonator’s

radius along the longitudinal direction of the gyrotron –

Fig. 1. The wall profile includes the tapered part and is cal-

culated using a tangent function and input variables L = [L1,

L2, L3] mm and φ = [φ1; φ2; φ3] deg. The characteristic

value is the K-th solution to the M-th order of the first kind

Bessel function derivative J′
m(νm,k) = 0. In other words, it

is the x axis value of the Bessel first kind M-th order func-

tion derivative at the location where it crosses the x axis

the K-th time. The characteristic value is presented in

Fig. 2 together with the electric field profile that is

calculated using the “RadialDistributionOfEMfieldBessel-

Function.m” script. The electric field of mode TE has com-

ponent Ez = 0, while Er 6= 0 and Eθ 6= 0 [8]–[10]. More-

over, Eθ (R0) = 0. This is implied by the physical fact that

the electric field in the conductor and at its surface (compo-

nents parallel to the surface) is equal to 0. This is due to the

fact that a perfect conductor has the same potential inside

its entire volume and on its surface. The electric field is

a property of space that expresses the potential difference

between two points within that space. This phenomenon

implies that boundary conditions exist at the resonator’s

wall, which are applied to the general EM field equations

and, therefore, the field profile in the r,θ plane may be cal-

culated. For the TE mode, the following time-dependent

formulations are obtained:


















Er =−B0mωR0(
1

νm,k
)2Jm(νm,k

r
R0

)cos(mθ + kzz−ωt)

Eθ = B0ωR0
1

νm,k
J′

m(νm,k
r

R0
)sin(mθ + kzz−ωt)

Ez = 0

.

(5)

where: B0 – magnetic field in the resonator, ω = 2Eπ ·
f req E wave angular frequency, kz wave number in the

z direction, t – time.

The electric field profile in the r,θ plane, for mode T E0,1,

is presented in Fig. 2. The TE modes in the cylindrical

cavity are linearly polarized, but in the gyrotron resonator,

polarization is spinning with time and space (z axis), while

in a cylindrical waveguide mode, it is not rotating in time.

Modes with m 6= 0 have two potential polarizations [10]

which may be obtained from Eq. (5) by replacing sine with

cosine, and cosine with sine, and they will appear as:



















Er = B0mωR0

(

1
νm,k

)2
Jm(νm,k

r
R0

)sin(mθ + kzz−ωt)

Eθ = B0ωR0
1

νm,k
J′

m(νm,k
r

R0
)cos(mθ + kzz−ωt)

Ez = 0

.

(6)

The solution of the cold cavity task consists of two steps. It

is first required to choose the sweep range of the optimiza-

tion variables f req (E field frequency) and Qdi f f (cavity

diffractive quality). The differential Eq. (2) has to be then

solved iteratively for a different f req and Qdi f f pair to find

the values that will result in the minimal Eq. (4) value.

This becomes a typical optimization problem. To find the

optimal solution, the frequency and quality search space

Fig. 2. Bessel function derivative and electric field in the resonator’s cross-section for mode T E 01 at z = 0 and t = 0. (For color pictures

see the digital version of the paper.)
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must be defined. The frequency search range proposed in

this paper [11] is:















f reqmin = c
2π

√

(

νm,k
R0

)2
+
(

π
L1+L2+L3

)2

f reqmax = c
2π

√

(

νm,k
R0

)2
+
(

π
L2

)2
, (7)

where: c – light velocity, νm,k – characteristic value for

mode T Em,k.

The proposed search range for the resonator’s quality fac-

tor [12] is:











Qdi f fmin = 4π
(

L2
λ

)2

Qdi f fmax = 4π
(

L1+L2+L3
λ

)2
·4

, (8)

where: λ = c
0.5·( f reqmin+ f reqmax)

.

The proposed range for frequency is found in the litera-

ture [11], but the range for the quality factor’s maximum

values are the author’s ideas and are based on the liter-

ature and observation of the RF field profile function in

the domain of the f req, Qdi f f sweep. The formulation

for the Qmin value found in the literature is correct [4], but

the Qmax value cannot be estimated from the maximum res-

onator length, because it appears to be too narrow and does

not always include the final solution within the optimization

range.

One way to determine whether the search range was prop-

erly chosen is to check if the best solution does not lie at

the edge of the search space. If it does, the optimization

variable range needs to be expanded in this direction.

3.3. Solving the Equation System

To solve Eq. (2), the second order problem is rewritten

as a first order equation system. To do this, new vari-

ables y1 = f and y2 = d f
dz are introduced. It is then pos-

sible to deduce that
dy2
dz = d2 f

dz2 , but from Eq. 2 it is known

that
d2 f
dz =−k2

z (ω ,z) f , and, therefore, the computationally

friendly first order form is:

{ dy1
dz = y2

dy2
dz =−k2

z (ω ,z)y1

, (9)

where y1 and y2 are two variables in the equation system.

The first order differential equation system may be solved

using the Runge-Kutta routine [7] implemented in the

ode45 algorithm. From the Matlab manual, it is known

that to run a solver, the following representation of the

problem must be presented as: [z, f ] = ode45
(

odefun(z, f ),
zspan, f0

)

, where:

• odefun – defines the function that returns the first

derivative
d f
dz . For the equation system, the func-

tion receives f as a vector and returns a vector

that contains one derivative for each equation in the

system;

• zspan – the vector that defines the z values for the

algorithm;

• f0 – the initial value for function f . It is a vector

containing the starting values.

In the ode45 solver manual, there is a sample solution to

the problem that is very similar to this case. The odefun for

the Matlab solver is implemented in the “OdeEqColdCav-

ityField” function as part of the “EqColdCavityField.m”

script. Technical realization of the second-to-first order

differential equation reduction requires function values y1
and y2 to be passed into the odefun at each iteration. It

might be confusing, but y1 = f and y2 = d f
dz . The return

values are the first derivatives of y1 and y2 calculated inside

the ode function using the following formulation:







d f
dz = d2y

dz2

d2 f
dz2 =−k2

z (ω ,z) dy
dz

. (10)

It might be confusing, but in the case under consideration,

the return values of the odefun are in fact
y1
dz = d f

dz and

y2
dz = d2 f

dz2 .

To solve the differential equation system, the initial con-

ditions must be supplied. In this model, the following

equations define the initial conditions [13] for the ode45

solver:






finit = eikz

d finit
dz = eikz · finit

. (11)

3.4. Solving the Optimization Task

It is necessary to consider if the optimized function is

monotonous. If it has one minimum, then the Matlab “pat-

ternsearch” function can be used. The pattern search algo-

rithm group is capable of finding the local minimum, but

it does not guarantee that a global solution will be found,

as the algorithm requires a starting point [14]. Success in

finding the global minimum depends on the assumed start-

ing point, unless the function has one minimum. In the

considered case, there is only one minimum (Fig. 3), so it

is possible to simply start searching from the middle of the

assumed range of ω and Q, as there is only one minimal

solution within the entire search range.

For each pair of the ω and Q, the RF field profile along

the z axis is found using Eq. (2). The boundary conditions

on the left- and right-hand side of the resonator are then

checked – Eq. (4). The best solution will have a minimal

value of |R| for ωoptimal and Qoptimal . This is done using

the “EqColdCavityField.m” script. In this way, the optimal

solution for the chosen T E mode and fixed dimension is

found.

To find the best geometry for the resonator, a parameter

sweep is proposed. The 7th parameters have an influence
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Fig. 3. |R| = f (ω,Q) boundary condition minimized function.

on the RF field, which are L = [L1, L2, L3], φ = [φ1;

φ2; φ3] and R0. Two main factors influence the solution –

R0 and L2. R0 is fixed and estimated from the cutoff fre-

quency dependency for a certain mode (see “SMath studio”

sheet). Therefore, L2 is a geometrical dimension that is the

best candidate to be optimized. For each value of L2, it

is required to repeat the procedure of ω and Q optimiza-

tion. All values of |R| for the different dimension have to

be collected and compared in order to find the optimal L2
value. This step is implemented in the “RunFindBasicSo-

lution.m” script. Because the cold cavity model does not

consider the electron current flow (and other factors), it is

important to know that the final solution might be slightly

different from the one chosen to be the best. Therefore, it

is actually advised to consider 10 or 20 of the best solu-

tions found by this method and to investigate them using

a full-wave software package, or a more accurate but more

time-consuming model.

Intermediate variables are not described here due to the

fact that formulations may be found in the code. Moreover,

they are self-explanatory.

Fig. 4. Electric field intensity longitudinal profile f (z).

4. Results

As a result of the calculations, the following output vari-

ables are obtained:

• f (z) – RF field profile along the z axis – Fig. 4,

• foptimal =
ωoptimal

2π – optimal value of frequency,

• Qoptimal – optimal value for the diffractive quality

factor.

for certain resonator: L = [L1, L2, L3] mm, φ = [φ1; φ2;

φ3] deg and R0 mm.

The optimal value is the lowest |R| value, which is equiv-

alent to the minimal reflection at the output tapper.

5. Conclusion

In this work, the first step of the gyrotron resonator design

process is presented. Due to the fact that the device has

so many variables and factors that need to be considered,

it is not obvious how to start the calculations. This work

presents which variables have to be assumed and what ini-

tial values or value ranges may be relied upon to commence

the design process. It is worth noting that, if a frequency

below cutoff is chosen, the mode will not propagate, which

will cause the code to crash, as kz will be imaginary. It is

also worth keeping in mind that choosing a low value of m
and k will cause the Brillouin angle to be low, and therefore

microwave power will have to be extracted in the direction

parallel to the z axis. If perpendicular power output is de-

sired, it is advised to use a high order mode so that the

launcher component in the form of an oversize waveguide

will have a reasonable length. It is possible to use GPU

(graphic card processor) computing for this problem. The

reason for this is that it may be turned into a parallel algo-

rithm, due to fact that every solution is independent form

the other. The main problem, causing implementation to

be time consuming is, the requirement to implement the

ode45 solver in the GPU. This could be the next step in the

development of this code. However, the presented model is

solved efficiently using CPU, and this was the main reason

for choosing this approach.

Supplementary Materials

Supplementary materials: source code and animations may

be downloaded from: http://sci.vberry.net.
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