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Abstract  The main concept behind employing cognitive radio
is to enable secondary users (SUs) or unlicensed users to utilize
the available spectrum. Spectrum sensing methods detect the
existence of primary users (PUs) and have become the main topic
of research in the CRN industry and in academia. This paper
proposes a new framework based on the Adam gradient descent
(Adam GD) algorithm to develop a spectrum sensing mechanism
used in CRNs and detecting the availability of free channels.
The signal’s components are extracted from the received signal
and the spectrum is searched for availability which is detected
through a fusion center using the proposed algorithm. The
proposed Adam GD algorithm attains the maximum detection
probability rate and the minimum false alarm probability of
0.71 and 0.39, respectively, for a Rayleigh channel.

Keywords  cognitive radio, eigen statistics, optimal weight, signal
energy, spectrum sensing

1. Introduction

The conventional static spectrum allocation mechanism allows
certain primary users (PU) to access the spectrum, whereas
secondary users (SU) are restricted [1], [2]. To increase spec-
trum efficiency, the cognitive radio technology is introduced
to allow SU to utilize the licensed spectrum band during the
period of PU inactivity [3]–[5]. CR is a solution that may
potentially solve the issue of spectrum scarcity by access-
ing the spectrum in a dynamic manner and serves as a key
5G enabler [2]. CRNs adjust the radio framework based on
their own knowledge. They also efficiently and opportunisti-
cally access the licensed spectrum thus increasing its usage
rate [5]. The CR technology is considered to be the prima-
ry solution for spectrum underusage, as it provides access to
spectrum bands that are not free from PUs, without any inter-
ference. Therefore, a reliable and accurate spectrum sensing
method is required on the SU side before communication
may be established.
A key issue in spectrum sensing is to model test statistics in
order to achieve higher probability of detection (PD) [4], [8]–
[10]. The following solutions are used for this purpose: cyclo-
stationary based method [11], energy detection model [12],
matched filter approach [13], eigenvalue-based approach [14],
and likelihood-based scheme [15]. The cyclostationary based
detection mechanism offers improved performance, but it is

sensitive to synchronization and faces computational com-
plexity issues [16]. It is capable of efficiently detecting spec-
trum holes, but it requires longer sensing times [6]. The spec-
trum sensing method based on the machine learning approach
is designed to increase the performance of the process [17]. A
spectrum sensing approach based on convolutional neural net-
works was developed in [4]. In [18], deep learning is utilized
for spectrum sensing purposes. In recent decades, various
deep learning-based detection models have been developed
for spectrum sensing. In [19], a long short-term memory
(LSTM) network model is designed for detecting PUs in
a spectrum sensing scenario. A convolutional neural network
(CNN)-based model is used to learn the energy correlation
textures of PU signals in [20].
This paper proposes a spectrum sensing framework based on
the Adam GD algorithm and relying on the extraction of sig-
nal components. At the receiver end, the signal is analyzed for
energy by using test statistics relying on the generalized like-
lihood ratio test (GLRT), Renyi entropy and eigen statistics.
The extracted signal components are then fused by weight pa-
rameters. The value of each weight parameter is determined
using the Adam GD algorithm, i.e. a combination of Adam
optimization with the gradient descent (GD) algorithm. Fi-
nally, spectrum availability is detected using the proposed
algorithm in order to allocate the free channels to unlicensed
users.
The remaining portion of the paper is organized as follows.
Section 2 reviews different conventional schemes, while Sec-
tion 3 portrays the model of a CRN. Section 4 describes the
spectrum availability sensing approach developed by the au-
thors. Section 5 discusses the results achieved, while Section
6 presents the conclusions.

2. Related Works
Kaur et al. [21] designed a decentralized multi-agent rein-
forcement learning approach relied upon in CRNs to effi-
ciently utilize the spectrum. It reduces the operating cost and
offers good flexibility. It increases performance in terms of
outage probability, network capacity and convergence speed,
but it fails to consider different application-specific require-
ments of CR in the context of cooperative networks. Eappen
et al. [6] designed a multi-objective modified grey wolf opti-
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mization (MOMGWO) algorithm for solving the optimization
issues in CRN. It obtained better detection threshold, sens-
ing time, and transmission power values by compromising
energy efficiency and interference immunity. However, only
a single PU was considered in this method. Zhang et al. de-
signed, in [16], a kernel-based sensing approach for CRNs. It
maps the input signal matrix to the higher dimensional of fea-
tures through a non-linear Gaussian function and generates
the test statistics in the feature space. It achieved better per-
formance when faced with interference and Gaussian noise,
but it proved sensitive to the level of Gaussian noise. Liu et
al. [4] developed a deep neural network (DNN) based mod-
el for exploring test statistics in CRN. It used a covariance
matrix as the CNN input for the sensing process, to increase
performance. It achieved higher detection and false alarm
probability rates, but faced greater computational complexity
issues.
Eappen et al. [7] designed a hybrid particle swarm opti-
mization with gravitational search algorithm (PSO–GSA)
for detecting spectrum holes by analyzing energy usage. It
effectively detects the holes by finding optimal values of
transmission power, sensing bandwidth, and power spectral
density. It increased energy efficiency, but its higher popula-
tion value increases computational complexity.
Pan et al. [22] designed a spectrum sensing model with deep
learning and the cycle spectrum mechanism in CRN. It ana-
lyzes cyclic autocorrelation of the OFDM signal by relying
on the cyclic spectrum captured through the time domain fast
Fourier transform (FFT) algorithm. Cyclic spectrum was nor-
malized to the gray scale dispensation in order to form the
gray scale image. Deep features were learned through CNN
and the sensing process was performed in the cyclic spec-
trum. Performance was increased in the presence of noise,
but different issues were faced with single feature inputs.
Jothiraj et al. [23] modeled an optimized sensing model using
the dragonfly algorithm. It increased the usage of spectrum by
allocating the free spectrum to unlicensed or SUs in the net-
work. It used the adaptive threshold factor to detect spectrum
holes. This model outperforms other techniques in terms of
efficiency and detection accuracy. Reddy et al. [25] designed
an improved whale optimization algorithm for spectrum sens-
ing in CRN. The weight function for CNN was computed
to analyze its accuracy performance. It increased the perfor-
mance in terms of such measures as energy consumption,
delivery ratio, and delay.
Some of the issues faced by the conventional approaches
include the following:

– The use of machine learning in the resource allocation
mechanism results in outstanding performance, better than
that of other simple convex algorithms relied upon in the
dual decomposition model, with the consideration of imper-
fect channel state information (CSI). However, considering
different application-related requirements in cooperative
CRN settings, the significant difficulties continue to be
faced [21].

– The use of machine learning in the resource allocation
mechanism results in outstanding performance, better than

that of other simple convex algorithms relied upon in the
dual decomposition model, with the consideration of imper-
fect channel state information (CSI). However, considering
different application-related requirements in cooperative
CRN settings, the significant difficulties continue to be
faced [21].

– MOMGWO is an efficient method for defining multi-
objective functions with the best Pareto front. Nevertheless,
it continues to face problems related to the computational
time required [6].

– Kernel-based detection is not effective in terms of certain
factors concerning Gaussian mixture noise, but its effi-
ciency was improved by increasing the number of receiver
antennas, samples and by modifying the signal-to-noise-
ratio (SNR) [16].

– DNN achieved higher efficiency, but it faced issues related
to signal-to-noise-ratio complexity [4].

– The extreme population size increases computational com-
plexity of optimization algorithms [7].

3. System Description

The cooperative spectrum sensing approach used for detect-
ing PUs in multiple-input multiple-output (MIMO) systems
is modeled as a binary hypothesis corresponding to the ab-
sence and presence of PUs [29]. The CRN contains a fusion
center with Xa receiver antennas and X cooperating SUs
with Xb antennas for every cooperating user. Let us consid-
er pd,m as probability of detection, and pf,m as probability
of a false alarm of a local decision rule of the m–th user.
When the m–th secondary node made the decision, the node
transmits the set of A vectors Gm(h) ∈ ℜXb×1, 1 ¬ h ¬ A
corresponding to the local decision concerning the absence
or presence of the PU, to the fusion center. MatrixGm is gen-
erated by stacking all sets of A vectors gm(h), 1 ¬ h ¬ A
corresponding to the decision, as:

Gm(h) = [gm(1), gm(2), . . . , gm(A)]
B ∈ ℜA×Xb .

Next, matrix Gm is sent towards the fusion center to get
the values of Gm = P0 or Gm = P1 corresponding to the
decision regarding the absence ℵ0 or presence ℵ1 of PUs,
respectively. Under a non-antipodal signal with A = 2 and
Xb = 2, matrix P0 = 02×2 and P1 is selected as an orthog-
onal matrix P = 02×2 and P1 is selected as an orthogonal
matrix [1 1, 1 –1]2×2 with P1PB1 = AC2. Accordingly, lo-
cal performance for the m–th secondary user, i.e. pd,m and
pf,m, is:

pd,m = pr(Gm = P1|ℵ1), (1)
1− pd,m = pr(Gm = P0|ℵ1), (2)
pf,m = pr(Gm = P1|ℵ0), (3)
1− pd,m = pr(Gm = P0|ℵ0). (4)

It is assumed that the number of antennas located at the PU, as
well as detection mechanism utilized at every cooperating SU
are chosen arbitrarily. Accordingly, signal Jm(h) ∈ ℜXa×1
received at the fusion center and corresponding to vector
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gm(h) sent by the m–th (1 ¬ m ¬ X) SU at the m–th
(1 ¬ h ¬ A) instant over the orthogonal MAC is specified
as:

Jm(h) = Bm gm(h) + qm(h), (5)

where Bm ∈ ℜXa×Xb denotes the MIMO channel matrix
and every element km(x, y) of matrix Bm shows a fading
coefficient between the y–th transmitting antenna of the m–th
SU and the x–th receiving antenna of the fusion center. The
l–th row of channel matrix Bm = [km,1, km,2, . . . , km,Xa ]B
is defined by kBm,l ∈ ℜ1×Xb and vector qm(h) ∈ ℜXa×1
denotes circularly symmetric additive white Gaussian noise
that is showed as identically separated and independent with
the value of zero mean, such that the covariance matrix
is represented as Sq = E{qm(h)qBm(h)} = λ2CXa . The
received signal vm,l(h) at the l–th receive antenna of the
fusion center (1 ¬ l ¬ Xa) is modeled as:

vm,l(h) = k
B
m,l gm(h) + qm,l(h), (6)

where vector Jm(h) in Eq. (5) is represented as Jm(h) =
[vm,1(h), vm,2(h), ... , vm,Xa(h)]

T ∈ ℜXa×1 and the term
qm,l(h) implies the l–th element of noise vector. Figure 1
illustrates the model of a cooperative MIMO CRN.
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user 1

Secondary
user 2

Secondary
user X

Primary
user 

signal Fusion 
center

Final 
decision

g (h)1

J (h)m

g (h)2

g (h)X

B1

Bm

BX

Fig. 1. Model of a cooperative MIMO cognitive radio network.

4. Proposed Adam GD Algorithm for
Spectrum Sensing

To enable detecting availability of the free spectrum and to
allocate the licensed bands to SUs, a spectrum sensing frame-
work based on the Adam GD algorithm has been designed,
relying on the fusion center mechanism. At first, few signal
components are collected and next they are fuse based on the
weights assigned to specific signal components by the Adam
GD algorithm. A block diagram of the proposed model is
presented in Fig. 2.
The first step is to define the signal received at the antenna with
the use of a mathematical expression in order to further extract
signal components needed to perform the fusion strategy
required for making the final decision. The signal received at
the l–th antenna of the fusion center for a set ofA concatenated
transmitted vectors that corresponds to the decision of the
m–th SU is expressed as:

Jm,l(h) = Gm km,l + qm,l , (7)

Received
signal

Extraction of
signal

component

Renyi entropy

Signal energy

Eigen statistics

Test statistics
based on GLRT

Fusion
center

Spectrum
availability

Proposed Adam gradient
descent algorithm

Adam
optimization

Gradient descent
algorithm

Weight

Fig. 2. Block diagram of the proposed, fusion center–based method.

where Jm,l = [vm,l(1), vm,l(2), ... , vm,l(A)]B ∈ ℜA×1.
The stacked noise vector qm,l ∈ ℜA×1 is generated as qm,l =
[um,l(1), um,l(2), ... , um,l(A)]B .

4.1. Extraction of Signal Components

After receiving signal Jm,l, other signal components, such as
Renyi entropy, signal energy, eigen statistics, and test statistics
based on GLRT need to be extracted. Let us assume a CRN
scenario with r transmitters and s receivers or sensors, such
that each transmitter is engaged in communication within the
CRN radio network. To enable communication between the
transmitter and the sensor, there must exist a free channel in the
CR environment. The proposed framework for determining
channel availability relies on the following measures.
Renyi entropy measure for extracting a signal component is
defined as:

RE =
1

1− Jm,l
ln

X∑
m=1

Xa∑
l=1

Jm,l , (8)

where denotes the Renyi entropy.
Signal energy and eigen statistics – this measure uses in-
formation obtained by receivers from transmitters [28] to
generate data matrix D as:

D = [Dcn]M×N , 1 ¬ c ¬M , 1 ¬ n ¬ N , (9)

where Dcn implies n–th data received by c–th receiver in the
CRN and N denotes the total number of signals received by
sensors. Accordingly, matrix D is made up of the transmitted
signals, thermal noise, and channel gain. A signal matrix S is
formed by the signals that are sent by the transmitter and is
specified as:

S = [Szn]r×N , (10)

where r implies the total number of transmitters, andN shows
all data samples, Szn represents the signal obtained from
the z–th transmitter. Hence, communication is established
through the radio channel and is processed with the use of an
unoccupied channel. The data sample matrix is represented
as:
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D = [R ∗Q] + L , (11)

where R is channel gain, L indicates noise matrix, and Q
represents desired data. The channel matrix is estimated as:

R = [Rcz]s×r , (12)

where Rcz denotes channel gain between the c–th receiver
and the z–th transmitter. In general, signals transmitted by
radio channels in CRN are degraded by noise, such that noise
L is assumed while creating channel matrix D and thermal
noise matrix is specified as:

K = [Kcn]M×N , (13)

whereKcn is the thermal noise of the channel used to receive
information from the c–th sensor. Next, the data sample matrix
is utilized for calculating the signal energy and eigen statistics.
The covariance matrix H is calculated from D, in which the
binary hypothesis test is considered. The ensemble covariance
matrix of the received signal is represented as:

H = expected [D D+] , (14)

where expected[.] is the expected operator value and D+
implies the conjugate or the transpose of D. At first, the
ensemble covariance matrix is not known. Therefore, it is
replaced with the maximum likelihood estimate (MLE) for
specifying the sample as:

H =
1
p
[D D+] . (15)

By considering covariance matrix H, signal energy and Renyi
entropy, eigen statistics and test statistics based on GLRT are
used for estimating spectrum availability. The eigen values of
H are estimated as:

{γ1 ­ γ2 ­ . . . γr} . (16)

The energy statistics are:

γ =
γ1

1

s

M∑
c=1
γc

, (17)

where γc shows the eigen value of the c–th sensor. The eigen
statistics are:

I =
1
r × η2

M∑
c=1

γc , (18)

where η indicates the thermal noise factor.
GLRT-based test statistics [29] for local detection of the
respective users are:

TS =
X∑
m=1

Xa∑
l=1

JBm,l αJm,l , (19)

where TS denotes the test statistics and the parameter α is
given as:

α = C − µ , (20)
where µ shows the projection matrix.

δ1 δ2 δ3 δ4

[1×4]

Index of weights

Fig. 3. Solution encoding.

4.2. Fusion Center

After extracting individual components from the received
signal, they need to be fused. The fusion mechanism relies
on combining all signal components with applicable weight
values assigned thereto:

F = δ1γ + δ2I + δ3TS + δ4RE , (21)

where F denotes probability of detection, δ1 … δ4, are the
weight factors,RE shows signal component obtained through
the Renyi entropy measure, I shows the eigen statistics value,
γ is the signal energy and TS represents test statistics based
on GLRT.

4.3. Proposed Adam GD Algorithm

The optimal weight for the fusion process is determined using
the Adam GD algorithm derived through the incorporation of
the GD algorithm from [27] with the Adam optimization tech-
nique from [26]. The GD algorithm is a popular optimization
algorithm, also referred to as the black box optimizer, since
its strengths and weaknesses are hard to explain. It is mainly
used to determine the cost function based on the θ parameter
for a training set. Each update process requires that a gradi-
ent for the entire dataset be computed. When the dataset does
not fit to memory, it becomes slow and it is also intractable.
The Adam algorithm is an effective stochastic optimization
method that needs a first order gradient and is characterized
by limited memory usage. It calculates the adaptive learning
rate for different factors by estimating the first and the second
moments of gradients. The benefits of Adam optimization are
that it updates the magnitude factor such that it is invariant to
gradient rescaling and it works well with sparse gradients.
The solutions are encoded in the form of a vector, as δ1, δ2, δ3,
and δ4 with the dimension of [1× 4] (Fig. 3). Four different
weight factors are determined using the proposed algorithm.
The proposed Adam GD algorithm is divided into the follow-
ing steps:
Initialization. It defines the parameters for the entire training
set in order to perform the updating process.
Fitness measure. Fitness is measured based on the area un-
der the receiver operating characteristic (ROC) curve, i.e.
a quantitative metric used for comparing various detectors. It
is an expression used to determine optimal solution during
iteration [?] and is expressed as:

F =

∫ 1
0

Pd(t)dpf (t) dt , (22)

where t represents the specific detector, pd is the probability
of detection, and pf signifies the probability of a false alarm.
Update solution. The update vector of the GD algorithm is
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formulated as:

Yw = β Yw−1 + χ∇θ Z(θ) , (23)

The standard expression of Adam optimization is specified
as:

Yw = Yw−1 −
ω̃.̂iw√
ĵw + ε

, (24)

Yw−1 = Yw +
ω̃.̂iw√
ĵw + ε

, (25)

By substituting Eq. (25) to Eq. (23) we get:

Yw = β

(
Yw +

ω̃.̂iw√
ĵw + ε

)
+ χ∇θ Z(θ) , (26)

Yw = βYw +
β.ω̃.̂iw√
ĵw + ε

)
+ χ∇θ Z(θ) , (27)

Yw − βYw =
β.ω̃.̂iw√
ĵw + ε

)
+ χ∇θ Z(θ) , (28)

Yw(1− β) =
β.ω̃.̂iw√
ĵw + ε

)
+ χ∇θ Z(θ) , (29)

Yw =
1
1− β

[
β.ω̃.̂iw√
ĵw + ε

)
+ χ∇θ Z(θ)

]
, (30)

Yw =
β.ω̃.̂iw + χ∇θ Z(θ)

√
ĵw + ε√

ĵw + ε (1− β)
, (31)

where ε = 108, β represents the momentum term and equals
0.9, χ specifies the size of the steps taken to reach the mini-
mum, Z(θ) signifies the objective function, w indicates the
time step and ît = it

1−ρt . Here ρt denotes the decay rate with-
in the 0 . . . 1 range.
Evaluating feasibility. The fitness of each solution is com-
puted based on the fitness measure function such that the
optimal solution shows the best value for specific weight fac-
tors.
Termination. The above steps are repeated until the optimal
solution is attained. Algorithm 1 summarizes the proposed
method.

Algorithm 1. Pseudo code of proposed model.
1: Input: Momentum term, decay rate, and step size.
2: Output: Yw.
3: Initialize the factors.
4: Compute fitness measure.
5: Derive update solution of Yw using Eq. (31).
6: Evaluate feasibility.
7: Return best solution.

5. Results and Discussion

The proposed model is evaluated using Matlab and is com-
pared with existing approaches, such as kernel-based spec-
trum sensing [16], DNN [4], cooperative reinforcement learn-
ing [22], and deep learning [23] to show the extent of the
improvements achieved.

Figure 4 analyzes the detection probability for a Rayleigh
channel. At SNR of 5 dB, detection probability achieved by
kernel-based spectrum sensing, DNN, cooperative reinforce-
ment learning, deep learning, and the Adam GD algorithm is
0.47, 0.39, 0.33, 0.53, and 0.71, respectively (Fig. 4a). A false
alarm probability analysis is shown in Fig. 4b. For SNR of
5 dB, the probability measure for kernel-based spectrum sens-
ing, DNN, cooperative reinforcement learning, deep learning,
and the Adam GD algorithm is 0.76, 0.58, 0.52, 0.44, and
0.39, respectively. Figure 4c shows an analysis of ROC. For
the probability of detection equaling 0.6, the false alarm prob-
ability rate obtained by kernel-based spectrum sensing, DNN,
cooperative reinforcement learning, deep learning, and Adam
GD algorithm is 0.47, 0.42, 0.32, 0.18, and 0.50, respectively.
Figure 5 shows the results of a detection probability anal-
ysis for a Rician channel. For SNR of 10 dB, the detection
probability of kernel-based spectrum sensing, DNN, cooper-
ative reinforcement learning, deep learning, and the Adam
GD algorithm is 0.93, 0.86, 0.95, 0.78, and 0.96, respective-
ly (Fig. 5a). Results of the false alarm probability are shown
in Fig. 5b. For SNR of 5 dB, the probability measure for
kernel-based spectrum sensing, DNN, cooperative reinforce-
ment learning, deep learning, and the Adam GD algorithm
is 0.79, 0.51, 0.58, 0.46, and 0.40, respectively. Analysis of
ROC for a detection value of 0.7 gives a false alarm proba-
bility for kernel-based spectrum sensing, DNN, cooperative
reinforcement learning, deep learning, and the Adam GD al-
gorithm of 0.27, 0.53, 0.55, 0.66, and 0.78, respectively (Fig.
5c).
Figure 6 presents the results of a detection probability analysis
for a Gaussian channel. When SNR=10 dB, the detection
value for kernel-based spectrum sensing, DNN, cooperative
reinforcement learning, deep learning, and the Adam GD
algorithm is 0.78, 0.67, 0.86, 0.89, and 0.91, respectively.
The false alarm probability shown in Fig. 6b for SNR of
10 dB for kernel-based spectrum sensing, DNN, cooperative
reinforcement learning, deep learning, and the Adam GD
algorithm is 0.92, 0.83, 0.94, 0.72, and 0.64, respectively.
Figure 6c shows the ROC. For a detection value of 0.8, the
false alarm probability for kernel-based spectrum sensing,
DNN, cooperative reinforcement learning, deep learning, and
the Adam GD algorithm is 0.64, 0.55, 0.69, 0.80, and 0.87,
respectively. Table 1 summarizes the results of all analyses
performed.

6. Conclusion

Spectrum sensing is a key technology used in CRNs. The ob-
jective of this research is to determine the availability of free
spectrum using the proposed Adam GD algorithm. Here, the
signal received at the receiver end is used to extract individual
signal components, such as energy, Renyi entropy, test statis-
tics, and eigen statistics. Accordingly, the signal’s components
are fused at the fusion center by applying weight factors deter-
mined using the Adam GD algorithm. The proposed approach
achieves the maximum probability of detection and the mini-
mum probability of a false alarm equaling 0.7099 and 0.3892,
respectively, for a Rayleigh channel.
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Fig. 4. Rayleigh channel analysis results: a) probability of detection, b) probability of false alarm, and c) ROC.

Probability of detection

cooperative reinforcement learning deep learning proposed Adam GDkernel-based spectrum sensing DNN*

0 0–5 –5–10 –10–15 –15–20 –205 510 1015 1520 20

SNR [dB] SNR [dB]

0 0.2 0.4 0.6 0.8 1

P
ro

ba
bi

li
ty

 o
f 

de
te

ct
io

n

0.1

0.3

0.5

0.7

0.9

P
ro

ba
bi

li
ty

 o
f 

fa
ls

e 
al

ar
m

0.1

0.3

0.5

0.7

0.9

P
ro

ba
bi

li
ty

 o
f 

fa
ls

e 
al

ar
m

0.1

0.3

0.5

0.7

0.9

a) b) c)

Fig. 5. Rician channel analysis results: a) probability of detection, b) probability of false alarm, and c) ROC.

Tab. 1. Analysis summary for SNR = 5 dB.

Channel
type Metrics Kernel-based

spectrum sensing DNN
Cooperative

reinforcement
learning

Deep
learning

Proposed Adam
GD algorithm

Rayleigh
Probability of detection 0.4704 0.3889 0.3303 0.5300 0.7099

Probability of false alarm 0.7578 0.5820 0.5173 0.4423 0.3892

Rician
Probability of detection 0.4563 0.3772 0.3204 0.5141 0.6886

Probability of false alarm 0.7888 0.5077 0.5759 0.4578 0.4029

Gaussian
Probability of detection 0.5967 0.5105 0.5319 0.6693 0.6909

Probability of false alarm 0.7781 0.4570 0.5723 0.4656 0.4097
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