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Abstract — Rapid technological advancements, exponential
growth, and unique characteristics are the key factors that en-
hance the usefulness of unmanned aerial vehicles (UAVs) in
diverse applications, including military, agricultural, commer-
cial, and communications-related fields. The use of UAVs for
communication is a recent development that has become a topic
of significant interest shown by researchers. A flying ad hoc net-
work (FANET) made up of numerous UAVs cannot be developed
without implementing an effective cooperative networking mod-
el that enables secure information sharing between UAVs. To
achieve reliable and robust communication using FANETS, vari-
ous design- and routing-related issues must be addressed in an
appropriate manner. The use of bio-inspired algorithms for da-
ta routing in FANETSs may be a promising direction, due to their
ability to communicate efficiently in a swarm of devices. This
work explores various bio-inspired routing algorithms proposed
for transmitting data in UAV-based networks. Furthermore,
their performance is evaluated and compared using routing met-
rics. All unresolved research concerns and prospective study
avenues are examined based on the outcomes of the investigation
conducted.

Keywords — bio-inspired routing protocols, FANET, routing pro-
tocols in FANETs, UAV

1. Introduction

The emergence of unmanned aerial vehicles (UAVs), ranging
in size and capable of flying at any altitude, has become essen-
tial for a variety of existing and emerging applications. They
are used in civilian and military settings, transport goods,
take aerial photographs, manage traffic flows, participate in
search and rescue operations, conduct surveillance missions
and are parts of communication networks [1], [2]. Vehicles
of this type may play multiple roles, e.g. those of aerial base
stations, wireless relay systems or mobile sensors, owing to
ease of their integration and flexibility [3], [4].

In a flying ad hoc network (FANET), drones can operate
autonomously or cooperate as part of a specific mission [5],
[6]. In stand-alone applications, UAVs can act as flying sensors
or relay nodes communicating with ground control stations
(GCS) or sink nodes.

However, their efficiency in performing various tasks is lim-
ited due to their mobility, interference, sparse coverage, the
need for line of sight (LOS) communication, and limited
energy supply [7].
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Using multi-UAV or multi-drone systems can alleviate some
of these limitations [8]. The need for enhanced protection
and secure data transmission, together with improved overall
network performance, is increasing the reliance on UAVs for
coordination, collaboration and cooperation [9]. Adding more
flying nodes enhances the range or size of the network used
for transmission purposes in FANETSs [10], which are more
efficient than standalone UAV systems due to their scalability.

A FANET has few nodes directly linked to the infrastructure
and each node operates in a mesh network [11]. A mesh
network refers to a distributed communication network, where
every node acts as both a transmitter and a receiver, forwarding
information to other nodes. The nodes dynamically mesh
together to create a dynamic, adaptive and self-organizing
network that supports strong communication in dynamic
mobile networks, such as FANETS, even when some nodes
fail or change their location.

Nodes can use single-hop or multi-hop routing to connect to
a GCS [12]. Multi-hop communication is a mechanism by
which information is passed from a source node to a destina-
tion node via several intermediate nodes. Each node forwards
the information to the next, facilitating communication across
greater distances or beyond obstructions, thus increasing cov-
erage and dependability within dynamic mobile networks.
Efficient inter-node communication encourages collabora-
tion and cooperation among flying nodes. In these ad hoc
networks, the efficiency and credibility of the routing system
determine how reliably communication may be conducted.

However, designing an effective communication system ar-
chitecture for FANETSs is a challenge. In FANET, every node
participates in an ad hoc network, but only a few are con-
nected to the infrastructure [13]. At the same time, the nodes
can communicate with the GCS using single or multi-hop
routing [14]. Due to their dynamic nature and deployment
in demanding environmental conditions, FANETs require
superior characterization compared to conventional ad hoc
networks [15].

Reliable communication in an ad hoc network depends solely
on the efficacy and trustworthiness of the routing protocol
employed. A routing algorithm is a set of rules or procedures
used by the nodes to determine the optimal path for transmit-
ting data packets across the network to their destination. It
accounts for factors such as node mobility, network topol-
ogy changes, link quality, and energy constraints to ensure
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efficient and reliable multi-hop communication in dynamic
environments. Each ad hoc network has specific characteris-
tics and challenges that need to be tackled when deploying
it for in a particular application. Due to such unique char-
acteristics as highly dynamic nature, resource limitations,
uneven distribution, unpredictable movement, and deploy-
ment in complicated and harsh settings, networking protocols
must be modified [16].

The design of FANETs mobility models and routing proto-
cols is complicated [17]. Over the past few years, researchers
have investigated several issues related to FANETSs and have
proposed many routing protocols and mobility models, es-
pecially for addressing frequent link interruptions triggered
by dynamic and abrupt node mobility. Initially, some routing
protocols from conventional ad hoc networks were modified
to match the needs of FANETs.

1.1. Related Work

Bio-inspired routing protocols for FANETs have been the
subject of increased research interest in the recent years
due to the typical challenges posed by the high degree of
mobility, dynamic topology, and energy limitations of UAVs.
Bio-inspired algorithms, mimicking natural systems such as
insect colonies, animal behavior, and evolutionary processes,
have been investigated to solve these challenges by offering
adaptive, scalable, and energy-efficient routing solutions.
Furthermore, a limited number of scientific papers specifically
address bio-inspired routing protocols for FANETSs. Therefore,
it is necessary to draw insight from the broader literature on
general network-related issues, communication architectures,
routing protocols, routing challenges specific to FANETs, and
traditional ad hoc networks.

The authors of [18] performed an in-depth survey of bio-
inspired routing techniques used in vehicular ad hoc net-
works (VANETSs), comparing 48 algorithms across four cat-
egories. Their categorization framework demonstrated that
bio-inspired techniques resulted in lower delays and high-
er packet delivery rates than those achieved with the use of
legacy protocols in urban vehicular environments. Through
large-scale simulations, the authors illustrated the adaptability
of these protocols to dynamic topologies and their robust-
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Fig. 1. FANET communication architecture.

24

ness under varying vehicular velocities. The paper is highly
relevant to FANETS, as the shared challenges include high
mobility, which VANET protocols naturally support through
topology dynamics at high velocities; decentralization, where
bio-inspired processes enable self-organizing routing and sat-
isfy QoS demands, e.g., those more typical of delay-sensitive
applications.

In [19], a comprehensive review of new features, design
challenges, and directions in the case of UAV-supported
networks is presented. The paper is not explicitly focused
on bio-inspired routing; however, its explanation of UAV
communication constraints and remedies provides a starting
point for researchers who plan to extrapolate VANET-inspired
or biologically inspired solutions to FANETs.

Bio-inspired algorithms have been extensively researched for
FANET routing, and valuable observations about their appli-
cation have been presented in [20]. The research compares
FANET with VANET and mobile ad hoc network (MANET)
based on node mobility, density, and topology variation, and
compares AntHocNet and BeeAdHoc with traditional proto-
cols, like ad hoc on-demand distance vector (AODV) routing
and dynamic source routing (DSR). It considers various pa-
rameters, e.g. scout ID, remaining energy for bee algorithms
and pheromone-based parameters (e.g., o, 3, p, n) for ant al-
gorithms. NS-2.35 simulations were performed to illustrate
performance under different scenarios, making the review of
utmost importance for FANET routing studies.

In [21], a comprehensive review of FANET routing protocols
is presented, dividing them into adaptive, proactive, reac-
tive, and hybrid schemes. The paper includes swarm-based
schemes, like those based on glowworm swarm optimization
(GSO), that use bio-inspired ideas to cope with high dynam-
ics and scarce energy. The authors contrast such schemes
based on mobility parameters (e.g. speed, distance), link life-
time, location, available energy, and QoS parameters, such
as packet delivery rate and delay, employing mobility mod-
els such as the random waypoint and random walk models.
Their research emphasizes the flexibility of bio-inspired solu-
tions for FANETs, although further studies are required on
the details of specific protocols in order to solve 3D routing
problems.

In their systematic review, the authors of [22] examine the
use of bio-inspired algorithms for routing in FANETSs. The
research utilizes a systematic literature review to categorize
bio-inspired routing techniques into hybrid and non-hybrid
categories, focusing on their self-organizing and decentralized
characteristics, which are particularly relevant to the high
mobility and dynamic topology of UAV swarms. Compared to
other existing algorithms, such as AntHocNet and BeeAdHoc,
as well as traditional protocols, such as AODV and GPSR,
the review also demonstrates their efficiency in improving
packet delivery ratio (PDR), latency, and throughput.

Paper [23] introduces a comprehensive taxonomy of FANET
routing protocols, such as topology-based, position-based, hi-
erarchical, swarm-based and delay-tolerant networks (DTN)
protocols. Swarm-based protocols, which utilize bio-inspired
approaches, are contrasted based on their ability to handle
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Tab. 1. List of acronyms and abbreviations used.

Bio-inspired Routing Algorithms for UAV-based Networks: A Survey

Acronym Meaning Acronym Meaning
2D Two-dimensional HOPNET Hybrid ant colony optimization routing
3D Three-dimensional HSCS Hybrid self-organized clustering scheme
ACK Acknowledgment ID Identification number
ACO Ant colony optimization IoT Internet of Things
Al Artificial intelligence KH Kirill herd
AIS Artificial immune system LOS Line of sight
AODV Ad hoc on-demand distance vector MAC Media access control
APAR Ant colony optimization—bz.ised polymorphism MANETSs Mobile ad hoe networks
aware routing
BAT-COOP Bat algorithm using cooperation technique PDR Packet delivery ratio
BIA Backward information ant PeSOA Penguin search optimization algorithm
BICSF Bio-inspired clustering protocol for FANETSs PICA Physarum-inspired clustering algorithm
BIR-SLB ?;;%21?11231;;1:;25 ::Z):éi?g;ts rirlllullstgr;eéir}a PSO Particle swarm optimization scheme
BR-AODV On-demand routing ;:(i)ltlfctohle Boids of Reynolds QoS Quality of service
CH Cluster head RC Route congestion
CH_DEC Cluster head declaration RREP Route reply
CM Cluster member RREQ Route request
CR Cognitive radio RS Route stability
DF Dragonfly scheme RSF Route selection function
DSR Dynamic source routing SI Swarm intelligence
FANET Flying ad hoc network SIC Swarm intelligence-based clustering
FEA Forward exploration ant SIL Swarm intelligence-based localization scheme
GA Genetic algorithm SIL-SIC Swarm intelligergs;ls;izé localization and
GCS Ground control stations SNRC Signal-to-noise ratio combining
GSO Glowworm swarm optimization U2G UAV-to-GCS
GW-COOP Gray wolf algorithm usigg cooperative diversity U2s UAV-to-satellite
technique
GWO Grey wolf optimizer U2U UAV-to-UAV
HBA Honey badger algorithm UAVs Unmanned air vehicles
HC Hop count VANETs Vehicular ad hoc networks

high mobility and 3D routing. The paper introduces a novel
taxonomy for reinforcement learning-based routing, con-
trasting the single-agent and multi-agent models. Although
the lecture given does not mention specific parameters or
simulators, the qualitative comparison with existing surveys
highlights the prospect of bio-inspired protocols in FANETS,
particularly for addressing dynamic topology issues.

The biologically inspired computation uses natural phenom-
ena and available computer programs intended for solving
various open research challenges. Therefore, this literature
survey aims to study multiple bio-inspired routing proto-
cols for FANETs and uncovers unresolved research issues.
This work may serve as a reference point for those interested
in solving open research challenges regarding efficient data
routing in FANETs.
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The paper is divided into six sections. Section 2 presents an
outline of the FANET communication architecture, while
Section 3 describes issues related to routing design. Section
4 discusses and compares various bio-inspired routing proto-
cols. Section 5 provides a comparative analysis of bio-inspired
routing protocols. Section 6 addresses several open research
issues and future scopes. The article is concluded in Sec-
tion 7. The acronyms and abbreviations used in this study are
listed in Tab. 1.

2. FANET Communication Architecture

A consistent communication architecture in FANETS is essen-
tial because of the critical design requirements for internode
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and intra-node communications. Each UAV or flying node par-
ticipating in these networks can act as a source or destination.
However, node-to-node communication exposes constraints
such as frequent link disconnections, network fragmentation,
and packet losses. Therefore, all FANET communications
must follow a well-designed communication model to over-
come these problems.

Furthermore, nodes can cooperate to cope with dynamic
topology and networks can be reorganized using relay nodes.
As illustrated in Fig. 1, the following three types of commu-
nication dominate in FANETSs: UAV-to-UAV (U2U), UAV-to-
GCS (U2G), and UAV-to-satellite (U2S).

In various application scenarios, UAVs communicate directly
with one another by exchanging topology control messages.
However, when the nodes are outside of each other’s trans-
mission range, multi-hop communication becomes essential
to extend network coverage to specific areas of interest. LOS
U2U communication is typically prevalent due to the minimal
obstacles between UAVs flying in open-sky space.

However, there are areas for improvement associated with
LOS U2U communication, such as the requirement for sep-
arate frequency bands for each pair and the challenges in
critical remote missions where LOS communication is not
guaranteed, mainly when UAVs fly in urban areas or moun-
tainous regions [24].

A group of UAVs can be efficiently controlled through a fixed
infrastructure on the ground, known as GCS, by exchanging
topology updates and control messages using U2G commu-
nications [25]. LOS U2G communication remains dominant
even at high elevations. However, UAVs flying at lower alti-
tudes encounter numerous obstacles, decreasing the likelihood
of LOS communication with GCS [26].

UAVs are frequently stationed in complex environmental
settings, such as mountainous landscapes, water tanks, and
forest areas, where GCS support is not feasible. Moreover,
when a FANET suffers from severe network fragmentation and
is unable to maintain connectivity with the GCS, centralized
control is required to ensure permanent connectivity [27].
Allowing U2S communications can solve the issue by serving
as a centralized controlled relay and providing LOS coverage
[28].

Satellite communication is beneficial for critical data ex-
changes between drones and for transmitting information
collected to the GCS positioned at a distant location on the
ground [29]. However, this is costly, as maintaining com-
munication with satellites requires additional hardware and
expenses [30].

3. FANET Routing Objectives

Several issues must be overcome in a stable and reliable
network before UAVs can be deployed efficiently. FANET
communication protocols, especially routing protocols, have
been explored to a comparatively lesser degree [31]. Although
researchers have proposed many routing schemes for tradi-
tional ad hoc networks to address their characteristics and
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non-continuous connectivity, these protocols are not able to
meet the communication needs of FANETs [32]. Therefore,
effective routing schemes must be developed considering their
distinctive characteristics. For efficient utilization of network
resources, FANET routing schemes should be characterized
by self-organizing and self-healing capabilities, robustness,
and high proficiency.

The following routing goals must be considered when creating
routing protocols for FANETSs:

e Improving link stability. Link stability and lifespan are
minimal due to the dynamic network topology, discontin-
uous connectivity, and highly fragmented networks [33].
Furthermore, FANET nodes are separated by comparative-
ly longer distances, requiring frequent path discovery and
link reestablishment processes [34]. Moreover, link sta-
bility depends on node density and the network’s residual
energy [35].

e Improving network coverage. In a FANET, the nodes are de-
ployed at distant geographical locations, resulting in sparse
networks [36]. Therefore, the nodes must have high trans-
mission powers to provide efficient network coverage [37].
Otherwise, intermittent connectivity and a partitioned net-
work will worsen coverage. Furthermore, making the net-
work denser, for example in a multi-UAV communication
scenario, improves network coverage [38].

e Improving quality of service (QoS) and routing perfor-
mance. Lower link stability in a FANET requires frequent
route discovery, which decreases routing performance [39].
Consequently, it is crucial to identify and select routes that
have higher stability, longer lifespan, and fewer hops [40].
Furthermore, an increase in node density and transmission
power can improve QoS [41].

4. Bio-inspired Routing Algorithms in
FANETs

The network layer of the FANET communication model
faces some critical challenges [42]. As stated earlier, FANET
networking protocols should be developed and maintained
with special attention paid to their specific characteristics and
the complex environmental conditions in which they function.

Researchers proposed various routing protocols to adapt
and satisfy conflicting design challenges, with high node
mobility resulting in dynamic topology [43], efficient energy
consumption [44], frequent link discontinuation [45], low
security, poor scalability, and intelligent usage of allocated
bandwidth and UAV resources [46].

However, fulfilling these requirements in a single protocol
is nearly impossible. Hence, differentiating FANET routing
protocols based on the deployment scenario is necessary.
Based on the concepts, the central idea, the issues that need
to be resolved and the techniques adopted, FANET routing
protocols can be classified as network topology-aware, node
position-aware, bio-inspired, stochastic, and beacon-less op-
portunistic. Given their versatility, adaptability, and potential
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Tab. 2. Bio-inspired algorithms available.

Bio-inspired Routing Algorithms for UAV-based Networks: A Survey

Name

Description

Ant colony optimization (ACO) [55]

A probabilistic method in which graph-based solutions are utilized to solve issues
related to route discovery. The pheromone-based information exchange
mechanism of biological ants is used to find the optimal solution

AntNet routing [63], [64]

A routing scheme in which a group of mobile agents, sometimes known as
artificial ants, attempts to establish connections between pairs of nodes by
simultaneously scanning the network and exchanging data to update the routing
tables

Artificial bee colony (ABC) [91]

It provides an optimal way to handle swarm-based communication by simulating
the behavior of a honey bee swarm

Bacterial foraging optimization (BFO) [92]

A method of evolutionary optimization based on Escherichia coli bacteria’s
foraging behavior

Bees” wangle dance [76], [77]

A special dance by honey bees creates a precise, coded message to communicate
the distance and direction of a new food source from the hive

Boids of Reynolds [68]

Boids are used to model the movement of an object in 3D and provide their
geometric abilities

Bat echolocation [81]

The echolocation characteristics of bats are employed to sense the internode
distance and surrounding obstacles. Also, they can differentiate between food/prey

Dragonfly scheme (DF) [79]

The DF algorithm makes use of dragonflies’ static and dynamic swarming
behaviors. Route-finding optimization is achieved through the application of both
exploration and exploitation techniques

Glowworm swarm optimization (GSO) [52]

A technique for solving an optimization problem based on the luciferin value
estimated by simulating the movement of a glowworm swarm around
a luminescent quantity

Gray wolf optimizer (GWO) [56]

Gray wolves’ leadership hierarchy is employed to implement cooperation in
sparse networks

Honey badger algorithm (HBA) [89]

A metaheuristic optimization scheme modeled after the foraging habits of honey
badgers, which are renowned for their tenacity and adaptive food search strategies

Krill herd (KH) [53], [54]

It mimics the herding behavior of individual krill and is capable of resolving
a wide range of optimization issues across several domains

Moth flame optimization (MFO) [93]

A mechanism based on moths’ innate transverse-orientation navigation method.
Moths can fly fairly effectively at night, keeping a constant angle towards the
moon

Penguin search optimization algorithm
(PeSOA) [90]

An algorithm for metaheuristic optimization influenced by social behavior and
cooperative hunting strategies of penguins, particularly their efficient foraging
patterns in harsh environments

Physarum polycephalum (PP) [86]

An optimization technique derived from a single-celled fungus that demonstrates
resource allocation efficiency and flexibility by self-organizing mycelium
networks in complex natural environments

Particle swarm optimization (PSO) [59]

An optimal solution is obtained by iteratively improving the initial solution as per
the required quality. The best local and global positions are explored by moving
the particle swarm according to a mathematical formula in the search space

Red deer optimization (RDO) [94]

A metaheuristic optimization technique inspired by the strange mating habits of
Scottish red deer in the breeding season

Swarm intelligence-based clustering (SIC) [60]

It offers an alternative method to achieve clustering in the absence of central
control

Swarm intelligence-based localization (SIL) [58]

Provides a mechanism for the localization of highly mobile in a 3D environment

for efficient data routing, this study is limited to bio-inspired
routing protocols within FANETSs.

In recent years, bio-inspired technology has gained promi-
nence as a research focus due to its capability to address
various optimization challenges and deliver high performance
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[47]. With its unique features and bottom-up methodology,
it primarily handles network challenges such as congestion
control, security, and routing [48]. The various evolutionary
algorithms inspired by nature are used to solve issues related
to communication networks. These belong to two classes of
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biologically inspired algorithms, namely swarm-based move-

ment control algorithms and those that model the collective
behavior of biological species [49].

CH cluster head

a) Cluster formation by broadcast of fitness value
Cluster head ele;é. UAV with maximum fitness Valui /F% 3
Swarm intelligence (SI) refers to designing and implement- ? g T > j/ =
ing distributed problem-solving strategies inspired by social e T “ Fs~_ 6 J/
insect colonies and other animal societies that act collec- = S . e ==
tively [50]. Researchers have proposed multiple bio-inspired 1N P F4 T T Fe,
algorithms based on swarm movement, mimicking honey \ yd ! ‘\\
bees, ant colonies, and bird flocks to provide an optimal solu- ! ,/ \
tion to various networking problems [51]. 3 @m Fy 5 UAv
Table 2 presents a range of bio-inspired algorithms that may
effectively enhance routing efficiency in highly dynamic
networks such as FANETs. The routing schemes based on
bio-inspired algorithms proposed specifically for FANETS are
mentioned in the upcoming subsection. These protocols are
compared based on routing parameters such as adaptability,

and genetic operators crossover and mutations

b) Cluster topology management — exchange of topology control messages
link stability, communication overhead, network coverage,
open research issues.

Route selection — route selection function based on the weighted residual
energy, number of neighbors, and distance between the UAVs
efficiency, load balancing, security, and privacy to uncover
4.1. Bio-Inspired Clustering Scheme for FANETs (BICSF)

BICSF is a clustering-based routing scheme for FANETS
inspired by two biological algorithms: glowworm swarm

optimization (GSO) [52] and krill herd (KH) [53], [54]. It
comprises three phases: cluster formation, management, and

Source

maintenance. The GSO algorithm, aided by each UAV’s

@ high residual energy

medium residual energy (1 low residual energy

broadcast of fitness value
residual energy and luciferin level, facilitates energy-efficient
clustering and cluster head (CH) election.

Initially, as shown in Fig. 2a, each UAV autonomously calcu-
lates its fitness value F; using:

5
Fig. 2. BICSF algorithm demonstrating: a) cluster formation and
selection.

cluster head election, and b) cluster topology management with route

Li(t) = (1 —a) Lit — 1) + BF(1(1)) |

(1
Eresidual = Z (Einitial (Z) - Ecurrent (74)) ; (2)
=1

Route selection =

w1 E’residual
F; = 'yEresidual + (1 - 'Y) Lz(t) 5

(@ N)(ws - ) @
where wi, we, and ws represent the weights associated with
residual energy, IV; represents the count of UAVs in the
neighborhood, and d is the distance between the UAVs.
After cluster formation, the CH manages intra-cluster com-
munication by collecting and processing data from CMs and
' ©) handles inter-cluster communication by forwarding data to
where for each glowworm ¢, L;(t) signifies its luciferin value, neighboring CHs or the destination, as depicted in Fig. 2b.
a represents the luciferin decay constant, 3 represents the
luciferin perfection fraction, and F (I;(t)) is the glowworm
goal function for the UAV i at current location ;.
UAVs broadcast Fj, and the UAV with the maximum F;
becomes the CH. Low-energy UAVs (e.g. UAV 8 in Fig. 2a)
are excluded to prioritize network longevity.
In the second phase, the KH algorithm ensures stability and

During the maintenance phase, UAV energy levels are pe-
efficient cluster management by modeling cluster members’

riodically monitored. CMs with energy levels above a set
threshold remain, while those below are removed as dead
work performance.

nodes, potentially necessitating re-clustering to sustain net-
communication and virtual positioning relative to the CH, in-

spired by krill swarming patterns. This guides alignment with

lized to optimize communication paths between members
changes.

the CH, ensuring cohesive and stable intra-cluster interactions.
and enhance adaptability in response to dynamic topology

The scheme described in [48] involves the following steps.
o UAVs initiate distributed clustering, each calculating fitness

F; based on luciferin and residual energy levels.
e Each UAV broadcasts a hello message with Fj.

Genetic operators, including crossover and mutation, are uti-

Route selection employs a function that evaluates the count
28

e Upon receiving the messages, F; builds, updates, and sorts

a neighbor table. The table is continuously updated and

sorted with the arrival of new hello messages.
of adjacent UAVs, remaining energy, and the space between
UAVs, ensuring efficient data transmission:

e With three or more entries, the nodes check for the highest
F;. If it is the highest, they declare self-CH. Otherwise,

they acknowledge the UAV with the highest F; as CH, via
a formation message.

o The remaining nodes join as CMs.
AND
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e The topology is periodically updated to ensure stability
and energy efficiency.
The authors of [48] evaluated efficiency of BICSF against
ant colony optimization (ACO) [55] and gray wolf optimizer
(GWO) [56] approaches, demonstrating that BICSF requires
less time for cluster formation compared to these alternatives.
BICSF is highly adaptable, adjusting to dynamic node posi-
tions via bio-inspired algorithms. However, it exhibits low
link stability due to the mobility of UAVs, which impacts
reliability. It ensures a single stable route but lacks multi-
ple routes, limiting fault tolerance. The scheme incurs high
routing overhead resulting from frequent updates and compu-
tational complexity of GSO and KH. It requires substantial
memory to route the data and is energy efficient during trans-
mission, but lacks load balancing, leading to uneven energy
depletion. BICSF does not prioritize privacy or security mech-
anisms, making the network susceptible to attacks such as
data interception or unauthorized access.
The coverage of a BICSF network is based on clusters and
can be expanded by CH using multi-hop communication. For
the sake of enhancing cluster stability and reducing routing
overhead, BICSF makes moderate assumptions about UAV
mobility and selects highly reliable and connected UAVs as
CHs. The UAVs are relocated to cover holes.
Area coverage is determined by clustering algorithms, making
it computationally complex. By simulating krill movement
to adapt to topological changes, the KH algorithm ensures
stable coverage, and GSO iteratively optimizes the cluster
assignments. Coverage is estimated by neighbor density using
RSSI-based distance measurements. This approach incurs
complexity of O(nlogn) per cluster.

The advantages of BICSF are as follows:

e GSO helps in energy-efficient cluster management and
makes the proposed protocol adaptable to topology
changes.

e The KH-inspired clustering method ensures stable intra-
cluster communication, even with limited node movement,
thereby extending the lifespan of clusters.

e This scheme requires less cluster formation time and pro-
vides a longer cluster lifespan.

The limitations of BICSF can be summarized as:

e High routing overhead owing to frequent cluster head
reelections.

o Limited scalability in dense UAV networks.

o Cluster instability under high mobility.

e Moderate computational complexity due to dynamic clus-
tering using GSO and KH.

o No support for time-sensitive data delivery.

4.2. Swarm Intelligence-based Localization and Clustering
(SIL-SIC)

SIL-SIC [57] is a hybrid of two bio-inspired techniques,
namely the swarm intelligence-based localization (SIL) [58]
and particle swarm optimization (PSO) [59] schemes. The
SIL method analyzes the distance between existing connector
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nodes to estimate the destination’s position that is randomly
dispersed in a 3D search space. This scheme uses a bound-
ing box approach to exploit the particle search space inside
arestricted boundary.

Furthermore, the authors of [60] presented a clustering
method based on PSO-based energy-proficient swarm in-
telligence (SIC). As shown in Fig. 3a, UAVs dynamically
adjust their positions based on their local estimates and glob-
al information shared through the localization data within the
swarm. UAVs evaluate their fitness value F,, based on multi-
ple factors, including inter- and intra-cluster distances, the
network’s residual energy, and geographical locations. As de-
picted in Fig. 3b, UAVs with the highest F), are selected as
CHs.

The PSO method may introduce localization errors due to
the random initial positions of particles, determined by their
personal best ppes: and information from neighboring parti-
cles, potentially leading to the exploration of unnecessary or
irrelevant areas in the search space. Additionally, the gpes:
solution may converge prematurely, limiting exploration and
resulting in suboptimal localization outcomes. The bound-
ing box method enhances the efficiency in limiting the search
space within a restricted boundary. The restricted search is
marked by identifying multiple anchor UAVs within the com-
munication range of an unknown UAV.

The objective of the SIC method is to maintain a uniform
cluster size, as shown in Fig. 3c. UAVs iteratively update their
distances and cluster centers to optimize node assignment
using the following formula:

d= \/<($2—$1)2+(y2—y1)2+(22—21)2) , O

where d is the distance between two UAVs and coordinates,
1,91, 21 and x2, Yo, 2o define the location of the first and
second UAVs, respectively.

Clustering is done based on proximity to CH and inter-cluster
distances. Additionally, maintaining the cluster size above
a threshold value ensures a balanced cluster size. CMs are
assigned to the nearest cluster. For instance, as shown in Fig.
3c, UAV 6 migrated to cluster 2 from cluster 1 to balance
cluster sizes. After clustering, inter-CH data transmission is
done using multi-hop routing [61], as depicted in Fig. 3d.

The scheme [57] involves the following steps:

e UAVs in the swarm start at random locations P; with
velocities V.

e Each UAV calculates its fitness value F), using P; and V.
Optimal F), = Personal best ppe;.

® Dpes: is used to evaluate the best global position gy for
the entire swarm. Each UAV adjusts its trajectory according
to its Poest and Gbest-

e Center points are initialized randomly. These serve as
the initial reference points for each cluster. Each UAV
calculates its distance from different cluster centers using
the Euclidean distance formula. The node is associated
with a cluster with the nearest central point.
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Fig. 3. Illustration of the SIL-SIC scheme for FANETSs: a) dynamic
position adjustment of UAVs in a 3D search space using SIL, b) CH
selection based on F3,, c) cluster balancing with node migration, and
d) multihop routing for data transmission.

e Inter-cluster distances are measured between all clusters
and a distance matrix is constructed. This matrix stores the
distances between each pair of clusters.

e Clusters are merged based on proximity until stable clusters
are formed, ensuring efficient communication and swarm
coordination.

e The optimal UAV is chosen as CH based on the UAV
closest to the center of its cluster and the node with a higher
residual energy.
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® Dpest and gpes: are updated periodically.

e Data are transferred using multi-hop routing, where each
CH communicates with the next CH to route data to GCS.
Based on simulation findings described in [57], due to its ac-
curate localization, the SIC method outperforms conventional
approaches in terms of routing overhead, packet delivery ratio
(PDR), and average delay. SIL-SIC exhibits high adaptability
and responds flexibly to network topology and UAV position
modifications through its PSO-based clustering and routing
approach, which enhances link stability and network coverage
by optimizing UAV positions and communication paths. How-
ever, SIL-SIC focuses solely on single-path routing, limiting
redundancy and fault tolerance.
Despite efforts to optimize overhead, SIL-SIC experiences
considerable routing overhead due to the demands of the al-
gorithms and frequent updates required to maintain dynamic
clustering. The computational overhead of executing these
algorithms and the storage requirements for particle posi-
tions and routing information contribute to space complexity.
Frequent updates in positions and clusters can lead to signifi-
cant energy consumption. Although SIL-SIC incorporates
load-balancing features to evenly distribute the network load,
it does not prioritize privacy or security mechanisms, leav-
ing the network vulnerable to potential attacks, such as data
intercepting or unauthorized access.

The 3D SIL algorithm, designed for emergency communica-
tion in highly mobile environments, utilizes PSO to determine
the optimal location of the UAVs within a 3D bounded space,
positioning them to cover the target area effectively. UAVs
identify coverage holes through RSSI-based triangulation
with anchor nodes. The SIC algorithm then clusters UAVs
based on geolocation, inter- and intracluster distances, and
RE. Clustering is utilized to partition the network into man-
ageable clusters, with each cluster covering a portion of the
operational area.

A pheromone-based coverage map is used to compute the
coverage area. UAVs deposit virtual pheromones in visited
areas, and low-pheromone regions cause member redistribu-
tion. Complexity O(n?) arises due to a pairwise comparison,
which restricts deployment in emergency cases involving
large sizes, where computational latency is higher.

The advantages of SIL-SIC can be summarized as:

e Use of the PSO scheme in SIL-SIC enables precise local-
ization of UAVs.

e Effective clustering improves energy efficiency and extends
network’s life.

The limitations of such an algorithm are:

e High routing overhead due to swarm coordination and
localization.

e Performance degrades with the addition of UAVs.

o Cluster instability due to high mobility.

e High computational overhead is incurred due to the PSO
algorithm used for position estimation.

e Due to frequent clustering, time-sensitive data delivery is
not supported.
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Fig. 4. BIR-SLB scheme for FANETs demonstrating: a) route discovery phase, b) route reply phase, and c) route selection phase.

4.3. Bio-inspired Routing to Support Multimedia Traffic
under Emergency Conditions in FANETs (BIR-SLB)

BIR-SLB is a bio-inspired routing scheme that employs multi-
objective optimization metrics, focusing on shortest path and
load-balancing [62]. These metrics evaluate potential routes
and select the most optimal one for routing multimedia traffic.
The proposed approach inherits certain behaviors from the
AntNet routing protocol [63], [64].

Specifically, in very dynamic networks, such as UAV-based
mesh networks, identifying the optimal path is challenging
due to constant changes in topology. To address this, BIR-SLB
optimizes the routing process by decreasing path length while
considering the traffic load across the routes. This guarantees
that the network will continue to function effectively even in
high-traffic situations.

The scheme comprises three phases:

Route exploration. In the first phase, the source drone initi-
ates probabilistic forward exploration ant (FEA) communi-
cation to explore potential paths toward the destination (as
shown in Fig. 4a). FEA packets traverse various routes, col-
lecting vital network information such as hop count (HC), link
quality, and available bandwidth. This phase allows drones to
probe the network and identify viable routes.

Route reply. In the second phase, after an FEA packet reaches
its destination, the destination generates a backward informa-
tion ant (BIA) packet that retraces the explored route back to
the source (as depicted in Fig. 4b). During this reverse traver-
sal, BIA collects and relays critical performance metrics, such
as latency, energy consumption, and network congestion at
each node. This phase ensures that the source drone receives
valuable feedback to evaluate the quality and efficiency of
each path.
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Route reinforcement and load balancing. In the final phase,
the BIA packet incrementally updates the pheromone levels
on each link as it follows the reverse route to the source (as
illustrated in Fig. 4c). The pheromone concentration reflects
the reliability, energy efficiency, and traffic load of each route.
Routes with higher pheromone levels are reinforced and are
more likely to be selected for future transmissions. This phase
dynamically balances network load by distributing traffic
across multiple paths, promoting routes that are not only
shorter but also energy efficient and less congested, and thus
optimizing overall network performance.

The scheme described in [62] proceeds as follows:

e UAVs are deployed in the emergency area. Each source
UAV broadcasts an FEA message towards the destination.

o FEA packets travel probabilistically, exploring potential
routes to the destination.

e When the destination receives the FEA message, it confirms
this by generating a BIA message.

e The BIA backtracks to the source following the reverse
path of the original FEA message.

e The source node chooses the most efficient path to route
its multimedia data based on the optimal values of link
quality, pheromone value, and HC.

e This process is repeated periodically, ensuring that the
network can adjust to changes in topology caused by UAV
movement or link alteration failures.

The authors of [62] evaluated the performance of BIR-SLB

by comparing it with link-state routing protocols [65]. They

observed that the proposed scheme is more adaptable and
requires less overhead than link-state routing, which has the
maximum flow and a single shortest path.

BIR-SLB is highly adaptable and efficiently handles changes

in network topology and node position. It benefits from high
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link stability because it focuses on path length optimization,
leading to more reliable connections. However, BIR-SLB
does not support multiple routes, which limits redundancy
and fault tolerance within the network. Due to the minimal
use of control messages, the scheme keeps a low routing
overhead, leading to a balanced path length and traffic load.

Furthermore, the availability of optimal routes leads to low
computational and communication overheads. This scheme
does not emphasize energy efficiency, privacy, and security,
making networks vulnerable to security threats.

Designed for multimedia support in dynamic environments,
BIR-SLB balances load distribution through an ant-inspired
mechanism. BIR-SLB implements pheromone-based cov-
erage estimation where “coverage ants” deposit virtual
pheromones, proportionally to RSSI measurements during
path exploration. The buffered data is forwarded to uncovered
regions via ants.

The ACO algorithm is utilized to identify coverage holes, i.e.
regions with pheromone values below adaptive thresholds.
The algorithm executes O(k - n) operations per agent (k
— number of iterations, n — number of agents) for the map
convergence with bandwidth overhead due to periodic re-
broadcasts of the pheromone table in mobile environments.

The advantages of BIR-SLB are:

e Due to the availability of many routes to distribute calls,
BIR-SLB can handle many calls and efficiently distribute
call requests among the UAV-based network.

e Due to the low cluster build time, this protocol shows better
route exploration and scalability.

The limitations of BIR-SLB can be summarized as follows:
o Less effective in dense networks.
e Route instability due to high mobility of the UAV.

e No support for real-time packet delivery, limiting its appli-
cability to emergency scenarios.

4.4. On-demand Routing Using Boids of Reynolds Protocol
(BR-AODV)

BR-AODYV is a biologically inspired upgrade of the traditional
AODV routing scheme [66] for UAV-based networks [67].
The proposed scheme merges AODV, a conventional reactive
routing protocol, with the Reynolds Boids [68] algorithm
to ensure dynamic path connectivity and route maintenance
during data transmission.

The protocol operates an on-demand basis, as routes are
discovered only when needed rather than maintaining pre-
established routes. This approach helps reduce unnecessary
overhead, making the protocol more efficient for UAV net-
works, where nodes frequently move and change their posi-
tions.

The node activity monitoring process is illustrated in Fig.
5a. A timer is connected to each UAV inside the network for
monitoring purposes. After a silence period 7', UAVs become
active or inactive. This is the period in which an UAV neither
transmits nor receives any data. The remaining rules are as
follows:
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Fig. 5. lllustration of the BR-AODV scheme for FANETS: a) active
route maintenance and b) network topology management.

o If silence period T exceeds threshold T, the UAV is
marked as inactive.

o If T < T4z, the UAV remains active.

e The timer value is reset to 0 whenever the UAV under
consideration sends or receives a message. Otherwise, the
value is incremented by 1.

The status of UAVs is checked regularly. Routes through
active UAVs are selected for data forwarding. During data
transmission for active links, the movement of UAVs is con-
trolled using the Reynolds Boids. The Boids of Reynolds
rules are based on distance, cohesion (tendency to remain
closer to neighbors), and alignment (velocity and direction
toward the neighbors) between the communicating UAVs in
the neighborhood, as described in Fig. 5b.

The key objective of the BR-AODV scheme is to maintain con-
nectivity for a route during data transfer [69]. The AODV pro-
tocol is augmented with a control module based on Reynolds
Boids to track UAVs’ movement and counter issues observed
in AODV. UAVs can determine their participation in multiple
active paths. If so, they must decide their future movements
by avoiding any route disconnection.

The scheme [67] involves the following sequence of steps:

e In a swarm, each UAV initializes its parameters such as
its unique identifier (MAC or IP address), position P;, and
velocity V.

e The UAVs broadcast a hello message, signal strength, V;,
P;.
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e The UAV identifies nearby UAVs based on signal strength
and distance. If a UAV is within radio range, it is added to
the list of neighbors.

o The source UAV transmits an RREQ packet to find a path to
the destination. If intermediate UAV's do not have a recorded
path, they forward the message.

e Once the destination is reached or an intermediate UAV
with a known route to the destination is found, it responds
with an RREP.

e Each UAV keeps track of whether it is active or inactive
based on a timer, denoted by 7. If a UAV has been trans-
mitting or receiving packets within time 7' < T},,44, it
is marked active. If the UAV has been idle for more than
Tinaq, it is marked inactive.

e Active UAVs behave like Boids and adjust their movements,
applying alignment, cohesion, and separation.

e The route is checked for being active. If all nodes in the
path are active, the route is marked as active. If any node in
the path becomes inactive, the path is considered inactive.
The process is started over to identify an alternative route.

e The UAVs periodically exchange hello messages and update
neighbor tables to maintain active routes.

e The UAVs communicate multihop, forwarding data from
one UAV to another until they reach the destination or
gateway.

BR-AODV is highly adaptable, as the Boids model efficiently
manages UAV movements and network routing decisions. The
scheme also achieves high route stability, leading to reliable
connections. Nevertheless, support for multipath routing is
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still missing, resulting in low fault tolerance. Owing to the
poor scalability of the distance-based approach, the scheme
suffers from low network coverage in the case of dispersed
networks. BR-AODV has a significant routing overhead due
to the combination of the Boids of Reynolds scheme with the
traditional AODV routing protocol.

However, the scheme is energy efficient because of route opti-
mization and low redundancy, as shown by the Boids model.
BR-AODV also incorporates load-balancing mechanisms by
dispersing traffic flow among the routes equally. Unfortu-
nately, BR-AODV does not provide any protection against
common security threats.

The scheme suffers from low network coverage, particularly
in the case of dispersed networks. Tailored for on-demand
routing in dynamically positioned UAVs, BR-AODV inte-
grates RSSI-based coverage mapping during route discovery.
This method mimics bird flocks, in which UAVs prevent
coverage gaps by realigning to remain within range, thereby
preserving group cohesion, separation, and alignment through
connectivity while transmitting data.

BR-AODV ensures the coverage of the operational area, since
the UAVs maintain their connections in order to form an inte-
grated network. A fitness function evaluates coverage using
neighbor counts and path loss models. The computational
burden includes O(m - p) (m — node count, p — generations)
for neighbor checks during route requests, resulting in laten-
cy in low-density networks when updating coverage maps.
The computational complexity arises from the need to simu-
late flocking behavior and dynamically adapt routes, ensuring
robust coverage in FANETS.

The advantages of BR-AODV include the following:
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e The Boids of Reynolds scheme provides active path connec-
tivity and efficient route maintenance, increasing through-
put and reducing packet loss.

e This scheme shows low end-to-end delay, especially for
high network traffic loads.

The known limitations of BR-AODV are as follows:

e High routing overhead due to reactive route discovery.

e Poor scalability due to latency spikes in dense networks.
e Poor link stability due to high UAV movements.

e Does not support time-sensitive communication.

4.5. Ant Colony Optimization-based Polymorphism Aware
Routing (APAR)

The highly dynamic network topology of FANETs makes
standard routing strategies unsuitable for meeting their unique
requirements and complex application scenarios. Further-
more, using the hop count as the only route metric makes it
impossible to guarantee a consistent PDR in real-time bat-
tlefield scenarios. To overcome these challenges, the authors
of [70] proposed APAR, which integrates the ant colony op-
timization (ACO) scheme with the dynamic source routing
(DSR) protocol [71]. The algorithm comprises three phases.

Route exploration phase. The authors of [70] proposed two
route exploration techniques, with both of them based on
network node density, to minimize the broadcast storm during
the route creation phase. In sparse deployments, as illustrated
in Fig. 6a, a source node without route information in its
cache forwards a route request (RREQ) to all nearby stable
nodes. Stable nodes are defined as those with high link quality
and low mobility, which ensures reliable communication.

Upon receiving the RREQ, intermediate nodes update critical
information such as HC, congestion, and stability, and then
forward the updated RREQ to their stable neighbors. This
process continues until the RREQ arrives at its destination or
an intermediary node with a known path, which then transmits
a route reply (RREP) back to the source. A probabilistic
broadcasting strategy is employed in dense deployments, as
illustrated in Fig. 6b.

Upon receiving an RREQ, each intermediate node calculates
probability p of forwarding the RREQ based on the number
of mutual and unique stable neighbors compared to the previ-
ous hop, reducing redundant broadcasts and minimizing the
broadcast storm.

Route response and selection phase. Upon receiving the
RREQ, the destination responds with an RREP source con-
taining information on the HC, route congestion (RC) and
route stability (RS) (see Fig. 6¢). After receiving the RREP,
the source node calculates the pheromone value for each path
according to these metrics and chooses the path with the
highest pheromone value for data transmission (see Fig. 6d).

Route maintenance phase. For route maintenance, the DSR
topology control packets are modified to include extra infor-
mation about the route, such as the UAVs’ speed, antenna
gain, transmitting power, address, and load level. The sig-

34

nal intensity of the received control packet is used to assess
stability of the connection between two UAVs.

Channel load is determined as the percentage of time the
medium is busy and is calculated as:
busy time

Channel load = - - -
busy time + idle time

x 100% . (6)

Buffer utilization is determined by the ratio of the current
queue length to the maximum queue length in the media access
control (MAC) layer. The level of congestion is evaluated
based on both channel load and average buffer occupancy.
The ACO algorithm manages routes — those with declining
pheromone levels or increased congestion are discarded. This
dynamic path management ensures efficient data transfer
routes across the network.
The step-by-step breakdown of the routing procedure for the
scheme from [70] is as follows:
e In a UAV swarm, for data communication, a UAV checks
its route cache for any existing routes that can be used for
transmission.

e If such routes exist, the optimal path is selected for in-
formation transmission. If no valid route exists, the route
discovery process is continued.

e The source node broadcasts RREQ packets to all stable
neighboring nodes in sparse formations.
— Intermediate nodes receiving RREQ check routing loops
and update the control packet with HC, stability, and
congestion level.

— If an intermediate node possesses a route to the destina-
tion, it initiates the RREP process.

— If not, it forwards the RREQ to its stable neighbors.

— Upon receiving RREQ), the destination node updates the
route information and returns the RREP to the source.

e Each intermediate node calculates broadcast probability p
for dense deployment based on the number of mutual and
unique stable neighbors and forwards RREQ accordingly.
Upon receiving RREQ, the destination updates the route
information and returns the RREP to the source.

e The destination generates an RREP containing HC, RC,
and RS and returns it to the source along the same route.

e Intermediate nodes receiving an RREP forward it to the
source. If an intermediate node has a path upon receiving
the RREQ, it converts it to an RREP and sends it to the
source.

o After receiving the RREP, the source node extracts HC,
RC, and RS and calculates the pheromone level for each
route.

e The route with the highest pheromone level is selected for
data transmission.

e The protocol maintains multiple routes with varying levels
of pheromones. If the primary route fails due to inactive
nodes, backup routes are utilized without restarting the
route discovery process.

The authors of [70] compared the performance of APAR with
DSR, hybrid ant colony optimization routing (HOPNET) [72],
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Fig. 7. Illustration of the BeeAdhoc scheme for FANETSs: a) forward scouting phase, b) backward scouting phase, and c) route selection phase.

and Ant-DSR [73] algorithms. APAR exhibits high PDR, low
average end-to-end delay, and low routing overhead compared
to these schemes. Due to the quick topology adjustments of
ACOs, APAR is highly adaptable. It also provides a high
degree of link stability and scalability by using pheromone
values to reinforce successful routes.

However, it suffers from high routing overhead and moderate
energy efficiency due to the computational complexity and
extra communication overhead required for pheromone up-
dates. APAR effectively distributes traffic over the network,
resulting in improved efficiency and reliability. Nevertheless,
the protocol does not take into account privacy and security.

Solving polymorphic formations with ACO, APAR utilizes
pheromone trails as a route stability method, where ants
discover high-coverage routes. With the inclusion of DF and
GSO, HSCS improves flexibility, allowing the network to
efficiently adapt to dynamic node locations and topologies.

A polymorphic ACO algorithm computes the probability of
coverage through Bayesian inference [74] on an ant explo-
ration data. Computational complexity O(m - n) for (m —
paths and n — ants) arises from the iterative optimization
required to maintain robust coverage.

The advantages of the APAR protocol can be summarized as
follows.

e The ACO algorithm provides a stable route by sensing
pheromone levels in routes.

e Itis applicable in both sparse and dense application scenar-
ios, as different routing schemes were employed accord-
ingly.

e Network performance degradation can be reduced by uti-
lizing the pheromone volatilization property in routes.
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The limitations of APAR include:

e High computational overhead of multipath exploration.
e Slow convergence in dense networks.

e Poor link stability due to high UAV movements.

e Lack of support for low-latency applications.

4.6. BeeAdhoc Routing Protocol

The BeeAdhoc routing protocol, introduced in [75], is a bio-
inspired mechanism designed to manage the movement in
FANETSs. Grounded in swarm intelligence (SI), BeeAdhoc
draws inspiration from honey bees’ collective movement and
foraging behavior to enable efficient data routing.

The protocol relies on frequent message exchanges utilizing
two distinct message types: scouts and foragers. Scouts oper-
ate on demand to identify new paths to the destination. In the
forward scouting phase, depicted in Fig. 7a, the source node
broadcasts a forward scout message F's containing the scout
identification number (ID), sender ID, residual energy (RE)
and hop count (HC).

Intermediate nodes update this information and relay it to
neighboring nodes toward the destination. When F are re-
ceived, the destination node responds with a backward scout
message B, comprising the scout ID, destination ID, HC, and
RE, which retraces the route to the source, as depicted in Fig.
7b. The final route is selected based on a dance-inspired for-
mula modeled after the bee waggle dance [76], [77], which
evaluates the number of UAVSs required to cover the path (see
Fig. 7c).

Data transmission employs foragers, mirroring the resource-
transportation behavior of bees. The routing procedure, as
detailed in [77], unfolds as follows:
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e The sender node in a swarm transmits an F (scout ID,
Sender ID, RE, HC) toward the destination.

o Intermediate nodes receive the F, update its contents, and
forward it to neighboring nodes closer to the destination.

e Upon receiving the F, the destination node generates
a backward scout message B, (scout ID, destination ID,
HC, RE), which backtracks the route to the sender.

e During data transmission, a packet from the transport layer
arrives at the packing floor.

e A packer agent is instantiated to store the data packet
temporarily. The packer searches the “dance floor” for an
available forager to transport the packet to the destination.
If a suitable forager is found, the packet is transferred and
the packer terminates. If no forager is available, the packer
waits briefly for a returning forager; if none arrives, a scout
is deployed to discover a new route.

e Foragers acquire the entire route from a scout or another
forager and transmit data relying on the multihop process.

e For TCP transmissions, the forager at the destination waits
to be piggybacked.

e For UDP, the forager may become stranded at the desti-
nation and unable to return. To mitigate this, the swarm
embeds multiple foragers, some in the header and others in
the payload, to replenish resources at the destination.

e Upon returning to the source, the forager performs
a “dance” to recruit additional foragers, reflecting the qual-
ity of the traversed path.
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This scheme is highly adaptable, and the foraging behavior
improves link stability. Furthermore, BeeAdhoc incurs a high
routing overhead due to its high computation and communi-
cation requirements. Privacy and security are not prioritized,
making the network vulnerable.

Network coverage is reduced due to the emphasis on lo-
cal clustering. Optimized for energy efficiency in moderate
mobility, BeeAdHoc uses bee scouts to discover routes to
uncovered areas. Scout bees divide the terrain, and foragers
evaluate coverage through path redundancy checks.

A flower pollination model maps coverage using scout bee tra-
jectories. This incurs O(s-d) messaging overhead (s — scouts,
d — destinations), resulting in severe accuracy degradation in
urban canyons where sector misalignment causes coverage
overestimation. Computational load increases exponentially
with terrain difficulty and dense networks.

The advantages of the BeeAdhoc protocol include:

o Itisenergy efficient due to imitation of honey bees’ foraging
behavior and low transmission of control packets.

e Honey bees’ foraging behavior results in efficient and
consistent cluster formation and a low re-clustering rate.

e Due to its simple implementation, this technique is appro-
priate for many network situations.

The limitations of BeeAdhoc are as follows:

e High computational overhead from multipath exploration.

e Poor scalability due to proliferation of control packets.
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e Poor link quality in large networks, as it suffers from
a longer end-to-end delay.

e No priority scheduling for real-time data.

4.7. Hybrid Self-organized Clustering Scheme (HSCS)

To counteract the dynamic topology and limited resources of
FANETS:, the authors of [78] proposed the HSCS routing pro-
tocol. HCHS is a hybrid of the dragonfly scheme (DF) [79]
and GSO algorithms, consisting of three essential phases:
cluster formation, cluster management, and cluster mainte-
nance. Such an approach facilitates effective communication
among drones within the network. The GSO method is used
for clustering and CH election process, while the DF scheme
monitors CMs’ mobility.

During clustering, as shown in Fig. 8a, each node evaluates
its fitness based on luciferin values and residual energy levels.
A cluster is formed by broadcasting the fitness value in the
neighborhood. The fitness values and connectivity of the GCS
are evaluated for the purpose of CH selection. If a single node
within a cluster maintains a connection to the GCS, that node
is selected as the CH, while the remaining nodes become
CMs.

On the contrary, if multiple nodes are connected to the GCS
or no nodes are connected, the CH is elected based on the
maximum fitness value, as depicted in Fig. 8b. A node must
broadcast a PING control message to the CH if it wants to
join a cluster. A CM must forward an REQ control message
to its CH if it receives the control message. Upon receiving
the REQ message, the CH must send an acknowledgment
(ACK) to the CM, and the CM will respond with a PONG
message to the new node.

Furthermore, as explained in Fig. 8c, during the cluster man-
agement phase, the protocol facilitates effective coordination
between CM and the CH, ensuring adherence to swarm behav-
ior within the cluster. This coordination is achieved through
a next-hop selection function that fosters overall network
stability. The process is governed by DF rules, prioritizing
alignment, cohesion, and separation.

These principles direct the movement of CMs, ensuring
that they remain connected to the CH while maintaining
optimal distances between themselves. This approach prevents
collisions and fosters effective communication within the
cluster. During the cluster maintenance phase, the status of
CMs is periodically evaluated to ensure network stability.
Nodes with energy levels that are lower than a threshold value
are identified and removed from the cluster. Additionally, an
alternative route is determined.

Finally, the optimal route is selected using a route selection
function (RSF) based on key parameters such as node count,
residual energy, and inter-node distances. The optimal value
of RSF ensures low energy consumption. The route selection
process depicted in Fig. 8d frees the protocol from multiple
routes. The process outlined in scheme [80] is as follows:

e Each UAV calculates its fitness F), (connectivity, residual
energy, and luciferin value).
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e UAVs exchange hello messages to discover their neigh-
bors. If no UAVs are connected to the BS, the node with
max(F,) = CH. If multiple UAVs are connected to the
BS, the node with max(F,) = CH.

e The CH initializes the formation of the cluster, and neigh-
boring nodes join as CMs.

e The CH applies DA rules (alignment, cohesion, and sepa-
ration) and updates the cluster topology table based on the
positions of its members.

e For data transfer, UAVs employ the RSF algorithm to
determine the best route to the target. RSF analyzes aspects
such as connection quality, HC, and RE.

e The data are communicated using the optimal route.

HSCS integrates bio-inspired techniques to optimize network
organization and routing. CHs monitor member dropout rates
to detect holes. By combining DF and GSO, HSCS improves
adaptability, enabling the network to adjust efficiently to
dynamic node positions and topology changes.

The protocol achieves high link stability due to its hybrid
solution, which optimizes both clustering and routing paths
in dynamic topologies to improve connections. Cognitive
IoT-optimized HSCS supports a PSO coverage optimizer
that attempts to cover the minimum number of uncovered
grids using fitness functions. Minimizing communication,
but with O(n - ) (n — nodes, i — iterations) complexity,
it drains batteries on long-duration missions, resulting in
reconstruction errors that are greater than those in high-
mobility cases.

However, HSCS supports the establishment of multiple routes
by leveraging its clustering approach. Multiple paths can be
maintained within and between clusters, enhancing redun-
dancy and fault tolerance. The network coverage ratio is high,
as the hybrid clustering approach effectively manages more
extensive and dispersed network areas.

HSCS suffers from high routing overhead due to high com-
putational and communication complexity. Owing to its high
computational complexity, energy efficiency performance is
moderate. HSCS effectively manages network traffic but does
not provide privacy and security, leaving the network open to
security threats.

The advantages of the HSCS routing technique may be sum-
marized in the following manner:

e Due to the fewer topology control messages, this scheme
provides low routing overhead and high energy efficiency.

e The proposed scheme shows efficient cluster management
due to the use of the DA algorithm for tracking CMs.

e Due to the nature of self-optimization, HSCS improves
link stability.

HSCS suffers from the following limitations:

e High routing overhead due to complex computations for
hybrid clustering and cognitive decision-making.

o Cluster formation latency with high mobility.

e Not optimized for multimedia traffic.
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Fig. 9. BAT-COOP scheme for FANETS: a) initialization phase and
b) relay selection and routing phase.
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4.8. Bat Algorithm Using Cooperation Technique
(BAT-COOP)

The authors of [81] proposed the BAT-COOP technique for
FANETSs to minimize transmission losses by decreasing end-
to-end delay. To achieve this objective, bat echolocation [81]
characteristics have been mimicked to induce cooperation fea-
tures in the network. The algorithm comprises initialization,
cooperation, as well as relay selection and routing. During
the initialization phase, the nodes share their information by
exchanging control messages consisting of the position, dis-
tance d, velocity v, pulse rate PR, frequency f, and loudness
[ in the neighborhood. Each node in the network evaluates its
local optimal position, which is beneficial for intelligent se-
lection of the next hop by the sender, as depicted in Fig. 9a.
In the cooperation phase, the sender simultaneously forwards
data to the destination and relay nodes.

Relay nodes forward the received data to the destination.
Upon receipt of the data packets, the sink node merges the
received signals and the power of the sender directly with
the relay node [82]. Finally, during the relay selection and
routing phase, a node with a higher cost value based on
distances between nodes, signal-to-noise ratio, cost factor,
and instantaneous link condition is selected for the relay. This
is shown in Fig. 9b.

Following the selection of the relay node, the information
is forwarded thereto. Data forwarding depends on signal-
to-noise ratio combining (SNRC), which is evaluated for
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routes from the sender to the relay and from the sender to the
destination. If the ratio <= 1, the data is transferred directly
to the destination; otherwise, for a ratio > 1, the data is
transferred to the relay node. During the indirect transfer, the
relay node waits for a predefined hold time, during which
redundant data packets are rejected at the destination, which
is received from the sender directly or through the relay.
When two relay nodes are available on the destination path,
the relay node will not trigger cooperation. The needless
forwarding of data packets has been successfully countered
using the bat cooperation technique. The procedure described
in scheme [81] includes the following steps:
e The system is initialized, with each node being aware of
its position, velocity, frequency, pulse emission rate, and
the best local position.

e The source node transmits its current position.

o Solutions for each node are generated by adjusting the pulse
emission rate, while velocities and positions are updated
based on the current best solutions discovered so far.

o The source generates a random number IR and compares it
with pulse emission rate r;. If R > r;, a solution is selected
from the current best solutions; otherwise, a local solution
is generated using random flight. Next, a fitness value is
evaluated for each node; if it is worse than its local best,
it is replaced with a new solution generated by random
flight. If the new solution is better than the current one, it
is accepted and the local best update is provided.

o After selecting the local best, a cost function C'y (d, f,1) is
evaluated, and the feasibility of a direct transfer is checked.
If the direct transfer path is feasible and satisfies the cost
function, the data is transferred directly from the source
to the destination. Otherwise, the system selects the best
relay node for the data transfer.

o If the destination receives multiple signals from the relay
nodes, the SNRC scheme combines these signals, selecting
the one with the highest SNR.

The BAT-COOP protocol employs a multi-hop routing strate-
gy inspired by the cooperative behavior of bats to enhance net-
work performance. BAT-COOP demonstrates high adaptabil-
ity through its cooperative framework and efficiently handles
dynamic network topology. Selecting optimal paths improves
link stability and diminishes the chances of link failures. The
protocol supports the establishment of multiple routs, thus im-
proving redundancy and fault tolerance. Its multi-hop strategy
and cooperative beam-focusing technique ensure extensive
network coverage, making it suitable for larger operational
areas.
However, BAT-COOP incurs significant routing overhead
due to the computational demands of cooperative diversity
techniques and frequent routing updates. Continuous message
exchanges contribute to high communication overhead, while
the storage and management of cooperative data structures
result in elevated space complexity.

Energy efficiency remains moderate, as the cooperative ap-

proach increases energy consumption during multi-hop trans-

missions. The protocol integrates effective load-balancing
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mechanisms to distribute traffic evenly across the network.
Despite its advantages, BAT-COOP prioritizes cooperative
communication and network localization over privacy and se-
curity, potentially leaving the network vulnerable to security
issues.

With cooperative diversity as its target in mobile FANETS,
BAT-COQRP utilizes cooperative relay probing, in which UAV's
mimic signal pulses to identify coverage holes and node
sparsity based on echo delays.

BAT-COOP employs a pulse-echo simulator model of cover-
age based on delay-sensitive sonar equations. Urban environ-
ments require O(n logn) complexity (n — number of bats),
which increases in high-density areas. Unmodeled weather
effects introduce accuracy errors in rain and fog conditions.

The advantages of the protocol are as follows.

e The approach suits dynamic networks, since the node count
is regularly updated and shared.

e The scheme overcomes the issue of unnecessary forwarding
of packets and reduces transmission losses.

e The scheme achieves better load balancing due to the use
of forwarding nodes.

e The scheme suits sparse and dense networks in real-time
application scenarios.

The limitations can be summarized as below:

e High routing overhead due to the computational complexity
of cooperative routing.

e Limited scalability due to distributed cooperation.

e Not specifically designed to handle real-time packet deliv-
ery constraints.

4.9. Gray Wolf Algorithm Using Cooperative Diversity
Technique (GW-COOP)

For efficient routing in FANETS, the authors of [83] proposed
the GW-COOP approach that is based on the gray wolf
optimizer (GWO) and uses the collaboration technique and the
leadership hierarchy of gray wolves [84] to find the optimum
path to the destination. The proposed scheme comprises two
phases, namely initialization and routing.

As depicted in Fig. 10a, in the initialization phase, every node
iteratively evaluates its fitness value based on energy level and
distance from the destination. The nodes are ranked according
to their position and fitness value. Next, the first three best
options are identified during each iteration. The first best UAV
is considered alpha, which is the sender node. Beta and delta
nodes are the second and third best UAVs, respectively. The
remaining nodes are regarded omega.

The sender can directly forward critical data to the sink during
the routing phase. In the event of less critical data or a change
in topology, the data can be sent through beta or delta relay
nodes. Upon receiving a data packet from relay nodes, the
enhanced signal-to-noise ratio combining (ESNRC) approach
is used at the destination to consider higher strength signals,
as shown in Fig. 10b.

The steps involved in scheme [83] are described below:
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Fig. 10. Illustration of the GW-COOP scheme for FANETS: a)
initialization phase and b) routing phase.

e UAVs are initialized randomly and each UAV evaluates its
fitness value F, iteratively, based on energy level.

e Based on F, the nodes are categorized as: a — first best
solution, 3 — second best solution, § — third best solution,
and w — the remaining solutions.

e The system iteratively searches for the best route based on
the cost function.

e If critical data are detected, « is used as the direct path
for communication. Otherwise, the cooperative phase is
activated.

e Residual energy level is estimated for the source and po-
tential relay nodes R and R,.

e A direct path is chosen if the source node has a higher
residual energy than R or Rs.

e Otherwise, a relay path is selected using the amplify-and-
forward (AF) relay strategy at R and Ro.

e Enhanced SNR combining is applied at the destination to
improve reliability.

The performance of the proposed scheme was compared

to BAT-COOP to evaluate its efficiency. Due to its incor-

poration of social hierarchy and cooperative diversity, the

GW-COOP scheme outperforms BAT-COOP by showing

lower transmission losses, improved adaptability, and more
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reliable communication. GW-COOP is highly adaptable, ef-
ficiently adjusting to changes in node mobility through its
cooperative diversity approach.

The protocol supports multiple routes, enhancing redundan-
cy and fault tolerance within the network. Network coverage
is also high due to its multi-hop strategy, which facilitates ex-
tensive reach across larger areas. However, GW-COOP incurs
relatively low routing overhead due to efficient cooperation
mechanisms that minimize redundant data transmissions and
optimize path selection, making the process of scaling up for
large networks easy. The cooperative approach may result in
higher energy consumption during multi-hop communica-
tions. GW-COOQP effectively manages network load. However,
it does not provide privacy and security.

Designed to target link-aware routing in high mobility, GW-
COQRP utilizes a gray wolf hierarchy for loss prediction during
routing. “Alpha wolves” direct pack movement using fitness
functions that evaluate coverage entropy from neighbor re-
ports. Link quality thresholds trigger rerouting.

A social hierarchy-based search is used to minimize path loss.
The O(p - n) complexity (p — pack size, n — generations)
causes longer decision cycles in moderate-density networks.
The advantages of GW-COOP can be summarized in the
following manner:

e The scheme employs fewer parameters and is easy to
implement.

o [t considerably minimizes transmission losses, resulting in
reduced energy consumption, packet loss ratio, and link
delay.

e The protocol offers better local exploration, as it employs
a hierarchical pattern.

o It handles FANETS: effectively due to the use of ESNRC.

o It offers reliable network communication, even in sparse
deployment scenarios.

The limitations of GW-COOP include:

e Moderate routing overhead from gateway selection.
e Gateway congestion in large networks.

e Link instability during gateway failure.

o Time-window or latency-sensitive communication is not
prioritized, limiting real-time performance.

4.10. Physarum-inspired Clustering Algorithm (PICA)

The authors of [85] proposed PICA — an innovative clus-
tering algorithm designed explicitly for FANETs. The pro-
posed scheme is based on the foraging behavior of physarum
polycephalum (PP) silme mold [86]. PICA is known for its
remarkable ability to form efficient networks and solve com-
plex optimization problems. It utilizes a distributed multi-hop
clustering approach that significantly improves forming and
maintaining clusters within FANETSs.

PICA is a two-stage process that includes cluster formation
and maintenance. All nodes start in the initial IN state during
cluster formation. The clustering process is depicted in Fig.
11a. Nodes establish their neighbor sets by exchanging hello
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Fig. 11. Purpose of operation of the PICA scheme for FANETSs
demonstrating: a) cluster formation and b) cluster maintenance.

control packets and determining their weights using a W
function that depends on the likelihood of the current node
becoming a CH. These weights are subsequently shared with
neighboring nodes in a second control message exchange
round. If a node’s neighbor set is populated and its probability
of becoming a CH exceeds that of neighboring nodes, it is
elected as the CH. The CH transmits a cluster head declaration
(CH_DEC) to the surrounding nodes.

Nodes issue a join request (JOIN_REQ) to join the cluster
after receiving a CH_DEC message, designating the node
with the best virtual communication quality as their CH. It
switches to CM after receiving a join response (JOIN_RESP).
This multi-hop clustering structure optimizes cluster coverage
by minimizing the frequency of switching between CMs and
clusters.

During the cluster maintenance phase, procedures for de-
tecting damage and merging clusters work to maintain the
cluster’s stability structure, while backup CHs are updat-
ed regularly, as illustrated in Fig. 11b. The CH periodically
broadcasts the list of CMs. When this broadcast is received,
any member with more than 60% of the CMs in its neighbor
set determines its priority for possible election as a backup
CH.
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This priority is determined by factors such as the average
virtual communication load with other nodes in the cluster
and the member’s remaining energy. The CH selects the
member with the highest priority as the backup CH, and
any updates regarding changes in the backup CH status are
immediately broadcast to the cluster. To avoid selecting edge
nodes, only nodes with strong connectivity to other cluster
nodes are considered for backup CH selection. The step-by-
step breakdown of the routing procedure for the scheme is as
follows [85]:

o UAVsinitiate the clustering process in a distributed manner.
The source node shares hello control messages with its
neighboring nodes.

e Each node assesses its weight function W, which relies
on BeCH, and its likelihood of becoming a CH (BeCH).

o Wy is shared with the neighboring nodes during the second
exchange of hello messages.

e If BeCH is the highest, the node changes its status to CH
and invites nearby nodes to join the cluster; otherwise, it
tries to connect to a nearby CH. If the node can connect to
a CH, its state changes to CM. JOIN_REQ is forwarded and
the cluster is joined if JOIN_RESP is received from CH.
If the node cannot connect to any CH, it uses a multi-hop
connection through another CM.

o A backup cluster head (BCH) is selected to take over if the
current CH fails.

o If the clusters become too small, they merge with other
clusters.

The algorithm considers several critical factors during the
cluster formation process, including link stability, residual
energy, and communication quality. PICA offers high adapt-
ability and link stability levels by dynamically adjusting to
network topology changes and mimicking PP’s foraging be-
havior. This results in extensive network coverage and effec-
tive communication within clusters. However, PICA faces
high computational and communication overhead challenges
due to the complex computations and frequent updates re-
quired for accurate clustering.

In addition, storing pheromone levels and routing informa-
tion contributes to increased memory overhead. While the
algorithm aims for energy-efficient clustering and offers ef-
fective load balancing by distributing network load evenly, it
does not inherently support multiple routing paths. Addition-
ally, it does not prioritize privacy and security, leaving the
network vulnerable to attacks.

Optimized for scalable clustering in highly mobile FANETS,
PICA implements physarum-inspired multi-hop coverage
trees. CHs utilize Levy flight patterns [87] to adjust their
flights while exploring previously unexplored areas. CMs
relay data across clusters to fill coverage gaps. The protocol
prioritizes zones with low node density by triggering the CH
redeployment when coverage holes are detected via RSSI
decay.

A Levy flight coverage analyzer estimates coverage gaps,
and CHs merge coverage maps via Levy flight, reducing
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Fig. 12. HB-AODV scheme for FANETSs: a) digging phase and b)
honey phase.

communication overhead but requiring O (m-n) computations
(m — clusters, n — waypoints).
The advantages of the PICA method include the following:

o PICA ensures the shortest paths between nodes, reducing
communication latency and improving network perfor-
mance.

e The algorithm can dynamically reconfigure itself in re-
sponse to environmental changes, ensuring robust and flex-
ible network connectivity.

e By optimizing the routing paths, PICA helps reduce energy
consumption.

The limitations of PICA are presented below:

e High routing overhead due to computational complexity
from multilevel clustering.

e Poor link stability in the case of highly dynamic networks.

e There is no dedicated mechanism for data delivery, limiting
emergency communication support.

4.11. Hybrid Optimization of the 2-opt Heuristic and
Honey Badger Algorithm (HB-AODY)

To counteract the dynamic topology of FANETS, the authors
of [88] proposed HB-AODV - a hybrid of the 2-opt heuristic
and the honey-badger algorithm (HBA) [89]. The proposed
scheme comprises two phases: initial solution construction
and route optimization using HBA. During the initialization
phase, routes are determined using the 2-opt heuristic, as
represented in Fig. 12a. To explore the route to the destination,
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the source node initiates a route discovery process using
RREQ and RREP control messages, in a way that is similarly
to that employed in the traditional AODV scheme.

A source node broadcasts RREQ messages when it needs
a path to the destination. Each RREQ packet is modified
to include a path field, accumulating the node IDs of all
intermediate nodes traversed. The destination node collects
multiple RREQ packets from the same source-destination
pair. Each unique record path forms an initial solution in the
population. Then, all these records are represented as a graph,
in which edges denote communication links. Path length
is reduced by iteratively swapping edges. During the route
optimization phase, as shown in Fig. 12b, a metaheuristic
approach is applied to refine the initial solutions obtained
from phase 1. The scheme continues exploring new paths
while exploiting the available routes.

The goal is to identify the path with the fewest hops. This
phase also includes route maintenance, which is used to
repair inconsistent paths. If a link is detected, the route repair
process is triggered to rapidly adapt to topology changes. This
continuous optimization and maintenance ensure reliable
communication and robust performance. The steps taken in
scheme [88] are described below:

e Randomly initialize the positions of honey badgers (poten-
tial solutions) within the search space.

o Assess the fitness of each honey badger position based on
HC, delay, and energy consumption.

o Store the honey badger position with the best fitness (i.e.
the most promising route) as Zprey and its F, as forey-

o Find the optimal solution. When stopping criteria such as
reaching the maximum number of iterations or achieving
the desired fitness are met, the algorithm yields the current
best-results solution; otherwise, it continues to update
variables and searches for a better solution.

e Calculate each honey badger intensity level I based on its
F, and P.

e Generate a random number 7 between O and 1. If < 0.5,
update the honey badger’s position using an exploration
equation. If » > 0.5, update the honey badger’s position
using an exploitation equation.

o Evaluate the fitness of the updated solution.

o If the new fitness fi,¢,, is better than the current best fitness
fprey, update it.

The authors of [88] assessed the performance of HB-AODV
using a network simulator. They concluded that HB-AODV is
superior to DSDV and AntHocNet in PDR and outperforms
traditional protocols such as AODV, DSDV, and AntHocNet
in terms of QoS metrics, including PDR, average end-to-end
delay, and throughput.

The metaheuristic approach makes this scheme adaptable to
dynamic topology, ensuring reliable communication. Howev-
er, the scheme suffers from high routing overhead due to high
computational and communication requirements. Route opti-
mization makes the scheme energy efficient, but security and
privacy issues are neglected.
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Combining 2-opt heuristics and HBA for dynamic networks,
HB-AODV employs genetic coverage optimization to pre-
vent coverage holes. UAVs continuously monitor neighbor
density via hello packets, and GA-optimized paths avoid low-
connectivity zones by penalizing routes with low neighbor
counts.

GA-driven Dijkstra’s algorithm evaluates coverage using a fit-
ness function combining path loss (Friis free-space model),
node degree, and link stability index. The O(p - g) complex-
ity (p — population, g — genes) incurs more computational
overhead when optimizing 3D coverage with altitude varia-
tions.

The advantages of the scheme are as follows:

e The scheme shows better performance than traditional
routing approaches.

e This scheme is highly adaptable and balances exploration
and exploitation.

The limitations of HB-AODV are:

e High routing overhead due to the increased complexity of
the hybrid mechanism.

e Limited scalability.

e Reactive routing delays persist, affecting responsiveness in
dynamic scenarios.

e Not optimized for latency-sensitive applications, limiting
real-time performance.

4.12. Adaptive Secure and Efficient Bio-inspired Routing
Protocol (Penguin-AIS)

To provide secure routing in FANETSs, the authors of [90]
proposed Penguin-AlS, a hybrid penguin search optimization
algorithm (PeSOA), and artificial immune systems (AIS).
PeSOA provides optimal routes using penguin collaborative
hunting strategies. The PeSOA routing process is initialized
by clustering UAVs that are randomly dispersed in the search
space, mimicking the spatial distribution of penguins. UAVs
gradually refine their paths, converging towards an optimized
solution, as depicted in Fig. 13a. In the next phase, the location
is estimated through a fitness function and then adjusted using
penguin foraging behavior. Additionally, UAVs can optimize
their current location by exploring new regions.

PeSOA prioritizes security and privacy and employs AIS,
a solution similar to the human immune system, capable of
detecting and countering malicious activities, as shown in Fig.
13b. The step-by-step breakdown of the routing procedure
for scheme [90] is as follows:

o The search area is initialized and velocity- and position-
related restrictions imposed on the nodes are defined.

e The UAVs are divided into equal-sized groups and a group
head (GH) is assigned to each group.

e The beacon coordinates are sent to GH to guide them to the
search area. They then further search within their assigned
sub-area, updating UAV positions as needed.

e Information is exchanged between the GH and the central
command.
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Tab. 3. Comparative analysis of bio-inspired routing systems.

Bio-inspired Routing Algorithms for UAV-based Networks: A Survey
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distribution recovery deadline
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e Each group checks if its assigned sub-area has been
searched thoroughly.

e The central command checks that the entire search area
has been covered. Otherwise, the search continues.

o The UAV nearest to the destination is updated and stored
as the best global solution gpe .

e UAVs from completed groups can be redistributed to un-
finished groups.

o Low-power UAVs are identified and sent for recharge.

The authors of [90] evaluated PeSOA’s performance through
simulations and concluded that the scheme exhibits adapt-
ability, high PDR, and reduced average end-to-end delay due
to optimized route discovery. The scheme also focuses on
load balancing and energy efficiency.

However, the overall routing overhead is moderate due to
efficient route discovery and low computation overhead. The
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scheme continuously monitors packets due to the integrated
AIS, enabling the easy detection of any abnormal activity.
Additionally, the scheme provides high route stability and
optimized single-route communication. UAVs emulate pen-
guin hunting behavior, cooperatively “diving” into coverage
gaps detected via encrypted neighbor discovery. The protocol
prioritizes the coverage of the secure zone by isolating un-
trusted nodes and dynamically positioning UAVs to fill the
holes identified through packet loss thresholds.

Providing secure routing for mobile UAVs, PeSOA uses
penguin search-inspired thermal coverage mapping, where
“huddles” collaboratively detect cold spots (coverage holes).
Computational complexity is O(p - f + k) per iteration (p —
penguins, f — fitness evaluations, k — grid cells).

The advantages of the scheme are:

e It is highly adaptable to dynamic topologies.

e It is secure and easily counterattacks due to the built-in
AIS security mechanisms.
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a) Penguin AIS routing

Initialize search area by assigning velocities, positions, and battery level

b) Penguin AIS security

Check for malicious RREQ, RREP, and Hello packets.
Isolation of malicious UAV

—— Broadcast of RREQ ——— RREP () Malicious UAV
<— Data communication O Group head O UAV

Fig. 13. PeSOA scheme for FANETS: a) routing phase and b) security
phase.

The limitations can be summarized as:

o It suffers from moderate computational overhead due to
adaptive and secure route selection.

e Poor scalability in dense networks.

e There is no explicit support for real-time traffic handling,
limiting emergency communication support.

5. Comparative Analysis

The operational efficacy of bio-inspired FANET routing
schemes is inherently related to network coverage charac-
teristics, a dependency that is critically underexplored in
the existing literature. Coverage heterogeneity (e.g. urban
canyons, sparse deployments, altitude variations) induces
profound performance divergences across protocols under
identical mission scenarios. This section conducts a system-
atic comparative analysis of 12 state-of-the-art bio-inspired
protocols, evaluating their resilience against: coverage-driven
topological constraints (NLoS propagation, node density ex-
tremes, 3D mobility) and universal FANET limitations (C1 —
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energy, C2 — mobility, C3 — scalability, C4 — QoS, C5 — link
stability), with its results presented in Tab. 3. By benchmark-
ing protocol behaviors against these dual axes, we expose
critical trade-offs, resilience gaps, and domain-specific suit-
ability to guide protocol selection and future research. Table
3 analysis reveals intrinsic coverage-constraint couplings:

e BICSF incurs higher communication overhead than SIL-
SIC in large swarms to counter mobility (C2) but achieves
only partial coverage due to instability in ultra-dense/sparse
deployments.

e BeeAdhoc reduces the delay in rerouting compared to
BR-AODV at high speeds (C2) but exhibits low coverage
efficacy due to non-adapted MANET mechanisms.

o BAT-COOP maximizes link stability (C5) by increasing
retransmissions during weather disruptions. However, it
ignores urban multipath fading.

e PeSOA’s security measures increase resource requirements
compared to lightweight protocols, but they are lower than
those in clustering-intensive methods such as BICSF.

The routing protocols explicitly target dynamic FANET envi-
ronments where UAVs exhibit significant positional changes.
Optimization goals focus on maintaining routing stability
despite 3D mobility, and all of the protocols address node dis-
placement as a core challenge. Crucially, no protocol assumes
static deployments, even GW-COOP’s link-aware routing and
PICA’s multi-hop clustering prioritize adaptability to varia-
tions in velocity. This mobility-centric design imperative is
evidenced by:

e Mobility-specific mechanisms. BeeAdhoc’s scout bees
relied upon for route rediscovery (high mobility), and BAT-
COOP’s echolocation used for relay handovers.

e Universal constraint violations. The 9/12 protocols vio-
late C2 (mobility) due to delayed response to abrupt ma-
neuvers.

e Timing constraints. Emergency data deadlines (SIL-SIC)
and route recovery windows (BR-AODV) reflect real-time
mobility adaptation needs.

Thus, all of the reviewed protocols fundamentally optimize
data routing in networks with frequent UAV repositioning, not
quasistatic deployments. Most importantly, altitude-related
coverage variance — a characteristic of FANETs — is not
addressed by 75% of the protocols (e.g. hybrid BR-AODV,
PeSOA), which exacerbates urban shadowing attacks. These
cross-protocol trade-offs, as reported, attest to the lack of
Pareto-optimal solutions for all coverage-context constraints.
Table 4 provides a comparison of the metrics harnessed in
the analysis.

6. Open Challenges and Areas for Future
Research

Bio-inspired routing protocols offer great potential to cater
to the needs of FANET routing. FANETSs have distinctive
characteristics, including highly dynamic topologies, higher
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Tab. 4. Comparison of metrics used in bio-inspired routing systems.

Bio-inspired Routing Algorithms for UAV-based Networks: A Survey

Routing metrics
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5 g e 2 2 =8| T | & b 2 @ | 5
e g &= g £ 12 | 2|83 58| % 2 5 | ¢
5 7 55 5 2 |2 |3 |s |28/ 52 8|8 |2z
E 5 2 £ z 2| =z |2 | 22| E8| & | |2 | S
g 5 3 = ° S = = E8| £3 e 2o 2 oy
& & & = |32 |8 |8 5| 2| 8| ¢
= O = m — é
BICSF Clustering GSO, KH Luciferin 3D Gauss |y 0w | No | High | High | High | Yes | No | No
value Markov
SIL-SIC | Clustering PSO Fitness Swarm | yoo | High | No | High | Mod. | High | Yes | Yes | No
function waypoint
. Swarm
BIR-SLB Clustering AntNet Path length based Yes | Low | No | Low | Low Low No Yes No
BR- Distance- Boids of Velocity 3D random . . .
AODV based Reynolds alignment walk Yes | Low | No | High | High | High Yes Yes No
Pheromone
APAR On—derpand ACO concentra- Rdndoim Yes | Low | Yes | High | High | High | Mod. | Yes No
reactive - waypoint
tion
BEE Ad Swarm Bee's Swarm Swarm
. . wangle . . Yes | Low | Yes | High | Mod. | High Yes Yes No
hoc intelligence intelligence based
dance
HSCS Clustering DF, GSO Luciferin Swarm Yes | High | No | High | High | High | Mod. | Yes No
energy level based
BAT- . Bats’ Pulse emis- Swarm . . .
COOP Multi-hop cooperation | sion/reception based Yes | High | Yes | High | Mod. | High | Mod. | Yes No
GW- . Fitness Swarm
COOP Multi-hop GWO function based Yes | Low | Yes | Low Low Low Mod. Yes No
PICA Clustering PP Cluster head Swarm | voo | Low | No | High | High | High | Yes | Yes | No
function based
Multi-
HB- o Fitness Swarm . . . .
AODV ot'ue.ctlv.e HBA function based Yes | High | No | High | High | High Yes Yes No
optimization
. Meta- .
Penguin- heuristic PeSOA, AIS Membe.rshlp Swarm Yes | High | No | Mod. | Mod. | Low Yes Yes Yes
AIS R function based
optimization

node mobility, energy constraints, sparse deployment, limited
processing capabilities, and complex application scenarios
that require specific routing protocols. Various routing proto-
cols have been proposed to fulfill these critical requirements,
each with its advantages and limitations that ultimately lead
to their failure.

Most bio-inspired protocols (10/12) (such as BICSF, BR-
AODV, and APAR) have considerable computational burdens
that stem from intricate biomimetic functions. These im-
pose severe energy-scalability compromises (violating C1/C3
constraints).

BICSF’s dynamic clustering shows significantly greater pro-
cessing requirements than SIL-SIC, and BeeAdHoc’s path
discovery shows modest communication overhead despite sig-
nificant memory needs. Most importantly, BIR-SLB achieves
a uniformly low overhead. GW-COOP excels in communica-
tion and memory efficiency but with moderate energy costs,
resulting in a significantly prolonged network lifetime in large
swarms.

Verification-based optimizations validate the high memory
overhead from localization caching in SIL-SIC, while BAT-
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COQP maintains moderate communication overhead using
focused probing.

Some of the constraint-specific gaps are listed below:

o Cluster-based protocols (BICSF, SIL-SIC) optimize energy
efficiency (C1) in terms of coverage limitation.

e Cooperative designs (BAT-COOP, GW-COQP) optimize
link stability (C5), but GW-COOP shows instability during
disruption (C5).

e Penguin-AlS alone implements adaptive encryption with
moderate computation (C1) cost without sacrificing QoS
(C4).

e Biohybrids, such as HB-AODV, demonstrate good QoS
(C4) but lack multipath support and scalability (C3).

These overhead properties place inherent limitations on real-
world deployment of resource-constrained UAV platforms.
In addition, bio-inspired schemes, e.g. artificial bee colony
(ABC) [91], bacterial forage optimization (BFO) [92], moth
flame optimization (MFO) [93], and red deer optimization
(RDO) [94] are still unexplored.
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Therefore, more research and innovation are necessary to
explore the use of these algorithms and effectively address
the complexities of FANET routing [95].

These trade-offs emphasize the importance of choice of
an environment-sensitive protocol in FANET deployments.
Some of the open research issues will be discussed in the next
subsection.

6.1. Dynamic Topology and Sparse Deployment

High mobility of nodes leads to frequent topological changes
in the network, resulting in sporadic connectivity [96]. Addi-
tionally, nodes can enter and exit sparsely deployed networks
when necessary. Several routing protocols have attempted to
counter these challenges [97], but most protocols, including
bio-inspired routing schemes, fail to ensure proper network
coverage. Routing protocols must be designed with increased
adaptability and better topology management to counter in-
termittent connectivity issues. High PDR, reduced end-to-end
delay, quick route recovery, reduced overhead of control mes-
sages, and high reliability must be supported as well.

6.2. Security Attacks and Data Encryption

Most FANET routing schemes have been designed consider-
ing intermittent connectivity, without taking into considera-
tion security threats. Flying nodes are deployed in very harsh
or complex situations where they remain unattended, making
them easy to capture or be victimized by attackers [98]. Most
bio-inspired protocols do not have the provision to provide
security and privacy. Under the military application scenario,
data transmission must be performed securely and must be
protected by suitable encryption algorithms.

Consequently, in the event of a node capture attack, the
attacker will need some time to decode the secret information.
Therefore, FANET routing protocols must be designed with
data encryption in mind, to provide relevant security levels.

6.3. Realistic Mobility Models and Simulation Environment

Although several node mobility models have been presented
in the literature, further improvements are still required to
simulate nodes in a real-world scenario, with a variable degree
of movement in 3D space and multiple mobility models [99].
Furthermore, simulation tools can be designed to predict the
node’s future locations precisely.

6.4. Energy-efficient Routing with Energy Harvesting

The flying nodes in FANETS are battery powered, with the
energy utilized for node mobility, hovering, data processing,
payloads, and transmission to intermediate nodes or sink
nodes [100]. The amount of residual energy affects each of
these operations.

Furthermore, in complex environmental application scenar-
ios, UAVs remain unattended for a long time [101]. Due to
the non-availability of any power recharging systems, effi-
cient energy management becomes the most critical routing
design issue for future research. Therefore, residual energy of
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UAVs must be considered when designing routing protocols,
especially for FANETs. Additionally, various power transfer
schemes and energy harvesting techniques using renewable
energy sources should be considered.

6.5. Networking Protocols and the Use of AI

The useful life of FANETSs depends on the use of the appropri-
ate networking protocols [102]. Depending on the application
scenario and the density of the nodes, the communication
protocols must be adaptable and dynamic for improved net-
work throughput, such as selecting wireless technology or
the cognitive radio (CR) [103] technique.

Furthermore, principles of artificial intelligence (AI), such as
reinforcement learning and deep learning, can enhance system
performance by learning from experience [104]. Through
reinforcement learning, Al methods can find the optimal
node positions and movements. Consequently, UAVs can
self-organize to choose optimal routes during flight.

6.6. Cross-layer Architecture

Adopting cross-layer architecture strategies has garnered
substantial research interest in improving data communication
and network performance, especially while addressing the
challenges posed by erroneous link state information caused
by the drones’ 3D movements occurring in highly dynamic
environments [105].

Multiple studies indicate that routing protocols have been
designed for conventional layered or hierarchical network ar-
chitectures. Although the layered network architecture has
achieved acceptable performance in a traditional wired net-
work model, it is not on par with the unique requirements
of FANETSs. Therefore, a cross-layer architecture design will
be a fascinating choice allowing to meet FANETS’ unique
requirements and efficient data routing. Additionally, such
a system allows data sharing and feedback among its different
layers.

6.7. Load Balancing

In FANET routing protocols, including bio-inspired routing
schemes, the source node forwards data packets to inter-
mediate nodes using greedy forwarding or through optimal
algorithms, such as those identifying the shortest or lowest
cost path, without considering the load of the next receiv-
er, thus reducing network performance due to generating
congestion over a particular route.

Therefore, forwarding data packets according to varying traffic
loads can increase network throughput. In view of the above,
the ability to design load-sensitive routing protocols [106]
for FANETS is another critical issue for future research.

6.8. QoS and Standards

QoS is necessary for specific FANET applications where
different types of data, such as on-demand, real-time audio
and video, as well as video streaming, can be communicated
over the network [107]. Therefore, the network must ensure
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the essential QoS to meet predetermined service constraints,
such as delay, bandwidth, and packet loss. In addition, FANET
communication must be standardized to make it universally
acceptable.

7. Conclusions

This study explored the efficiency of bio-inspired routing al-
gorithms in overcoming communication obstacles in FANETs.
Its main objective was to identify bio-inspired routing algo-
rithms that balance adaptability, scalability, and security for
reliable data transmission in UAV-based networks.

We examined several FANET routing protocols utilizing
bio-inspired algorithms, drawing inspiration from swarm
behaviors such as ACO, ABC, BFO, DF, GSO, GWO, HBA,
KH, MFO, PeSOA, PP, PSO, and RDO. Our analysis evaluated
their efficiency in addressing critical FANET routing design
issues, encompassing adaptability, energy efficiency, link
stability, and security considerations.

While many bio-inspired routing protocols exist, our findings
reveal that most exhibit trade-offs affecting critical charac-
teristics that are essential for effective FANET routing. The
PeSOA scheme is the most promising routing protocol, cov-
ering all routing metrics. In contrast, many available schemes
suffer from high routing overhead and lack focus on load
balancing and network security.

Furthermore, the application of bio-inspired schemes such
as ABC, BFO, MFO, and RDO remains unexplored. Finally,
several open research issues were identified based on the
advantages, limitations, and comparative studies; these issues
must be considered before developing robust, reliable, and
application-specific FANET routing protocols.
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