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Abstract— Negative bias temperature instability is regarded

as one of the most important reliability concerns of highly

scaled PMOS transistors. As a consequence of the continu-

ous downscaling of semiconductor devices this issue has be-

come even more important over the last couple of years due

to the high electric fields in the oxide and the routine incor-

poration of nitrogen. During negative bias temperature stress

a shift in important parameters of PMOS transistors, such

as the threshold voltage, subthreshold slope, and mobility is

observed. Modeling efforts date back to the reaction-diffusion

model proposed by Jeppson and Svensson thirty years ago

which has been continuously refined since then. Although the

reaction-diffusion model is able to explain many experimen-

tally observed characteristics, some microscopic details are

still not well understood. Recently, various alternative expla-

nations have been put forward, some of them extending, some

of them contradicting the standard reaction-diffusion model.

We review these explanations with a special focus on modeling

issues.
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1. Introduction

After its discovery forty years ago [1, 2] negative bias tem-

perature instability (NBTI) has again moved to the center

of scientific attention as a significant reliability concern

for highly scaled PMOSFETs [3–7]. This is largely due

to the increased electric fields inside the gate-oxide, the

presence of nitrogen, and the increased operating temper-

atures. During bias temperature stress which is normally

introduced via a large negative voltage at the gate with

drain and source remaining grounded, a shift in device pa-

rameters is observed, for instance in the threshold voltage,

the subthreshold slope, and the mobility [3, 6]. In particu-

lar, the shift of the threshold voltage is often described by

a simple power-law

∆Vth(t) = A(T,Eox)tn, (1)

with A being a coefficient which depends on temperature

and the electric field. While in earlier investigations [8, 9]

the exponent n in Eq. (1) was given to be in the range

0.2−0.3, newer investigations [10–12] show that n can be

as small as 0.12. In particular it was found that the ex-

perimentally determined exponent is very sensitive to the

measurement setup. Although this exponent is believed to

be the fundamental signature of NBTI [4, 5], the values re-

ported in literature still show a significant scatter. However,

the exponent has to be determined as accurately as possible

to allow long term extrapolation of device life-times, which

are commonly more than ten years, depending on the ap-

plication, based on relatively short measurements obtained

within a couple of days or weeks [13].

Many explanations of NBTI have been given over the years,

practically all relying on the depassivation of dangling

bonds at the Si/SiO2 interface during stress. These dangling

bonds, which are commonly known as Pb centers [14–16],

are present in a considerable number at every Si/SiO2 inter-

face. During device fabrication they have to be passivated

through some sort of hydrogen anneal [3], thereby elimi-

nating the electrically active trap levels. Although the re-

sulting PbH bonds are very stable, at elevated temperatures

and higher electric fields they can be broken, thus reacti-

vating the electrically active trap levels. The charge stored

in the Pb centers depends on the position of the Fermi-level

and thus on the bias conditions. In addition, fixed positive

interface charges might be created, the origin of which is

attributed to H+ or trapped holes.

Of particular importance in that context is the relaxation

of the induced damage which is observed as soon as the

stress is removed. This recovery can be quite large but the

microscopic origin is not completely understood. It was

found in 2003 that this effect is extremely important in the

understanding of NBTI, because during measurements un-

intentional recovery had distorted practically all previously

available measurement data [10, 12, 17].

Although a lot of progress has been made in the under-

standing of NBTI, a universally accepted theory is still

missing. Many publications focus on refining the classic

reaction-diffusion model originally proposed by Jeppson

and Svensson [4, 5, 8, 9, 18, 19]. Extended versions of the

reaction-diffusion model have been successfully calibrated

to a wide range of measurement data reproducing a con-

siderable number of phenomena like temperature dependent

slopes via measurement artifacts, AC/DC differences, and

saturation effects. However, especially the behavior in the

relaxation phase is only qualitatively reproduced. This is

demonstrated in Fig. 1 where the NBTI degradation during

subsequent stress/relaxation cycles is shown for two dif-

ferent reaction-diffusion models, where good accuracy is

only obtained during the first stress phase. During relax-

ation some apparent saturation is often observed which is

not well reproduced. Also, if stress is applied again, the

accuracy of the results predicted by the reaction-diffusion

model decreases (also see for instance fits to measurements

in [4, 20]).

Recently a variety of other explanations for bias tempera-

ture instability have been put forward, using for instance
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Fig. 1. NBTI degradation during subsequent stress/relaxation

cycles. Although good accuracy can be obtained during the first

stress phase, the fit is only qualitative and considerably poorer

during the second stress phase. Shown are the results of the stan-

dard reaction-diffusion model with H0 and H2 kinetics together

with measurement data from [4].

dispersive transport of the hydrogen species released from

the dangling bond [21–23], creation of hole traps [6],

a broad distribution of dissociation rates at the interface

[6, 24, 25] and interactions with hydrogen from the inver-

sion layer [26]. Some of these extended/alternative mod-

els rely on a different microscopic picture, sometimes aug-

menting – but not always compatible with – the standard

reaction-diffusion model.

For modeling NBTI it is often tried to identify a single dom-

inant mechanism which determines the asymptotic behav-

ior of NBTI. With various simplifying assumptions a closed

form expression for the Vth shift over time is sought. As of

yet, however, no universally accepted dominant mechanism

could be isolated. One can conclude that several mecha-

nisms are at work, each dominant over the other ones in

certain devices (nitrided oxides [27], high-k [28], ultra-

thin oxides [5] compared to power devices with thicker ox-

ides [29]) under certain processing or stressing conditions.

2. Experimental issues

Experimental determination of NBTI induced Vth shifts suf-

fers from some fundamental difficulties. To determine the

Vth shift the stressing voltage on the gate has to be re-

moved, and in addition to ID −VG sweeps, capacitance-

voltage and charge pumping measurements are often con-

ducted to separate the potential contribution of interface

and oxide charges. Unfortunately, with the stressing voltage

removed from the gate, the inverse reaction of the depas-

sivation process is favored, resulting in an extremely fast

(< 1 ms or even 1 µs) relaxation [6, 10–12]. This relax-

ation seems to depend on the processing, stressing, and re-

laxation conditions. While most groups report only partial

recovery [6], 100% recovery has also been reported [11] in

addition to a contradicting dependence of the recovery rate

on the applied gate bias [6, 30–32].

To avoid any interference of this recovery process with the

measured data, it has been suggested to measure the drift

without interruption of the stress condition [6, 17]. One

variant just monitors the change in the drain current in the

linear regime which is then traced back to a threshold volt-

age shift via the initial ID −VG characteristic [19]. Other

variants have been proposed where small variations to the

bias conditions can be added allowing the determination of

∆Id,lin and ∆gm. A drawback of these on-the-fly measure-

ments is that they measure the change in the drain current in

the linear regime, where the occupancy of the traps might

be different from the one observed during real operating

conditions.

Although unintentional measurement delay is detrimental

for life-time extrapolation, valuable information about the

relaxation physics can be obtained by studying the influ-

ence of the measurement delay [10, 19, 30, 33] on the

result. Since most of the relaxation occurs within the first

milliseconds, extremely fast measurement techniques have

been developed [33] which allow to study delays as short

as 1 µs.

3. Physical mechanisms

Although the reaction-diffusion model [5, 8, 18] is of-

ten successful in describing measurements, knowledge of

the underlying microscopic physics is still vague [21–23].

In the following, the most important processes likely to

occur during negative bias temperature stress are summa-

rized. They comprise the depassivation and annealing of

interface states and the behavior of the released hydrogen

inside the surrounding materials. In addition to, or even

instead of the chemical reactions underlying the reaction-

diffusion model, various other reactions may occur. These

reactions are shown schematically in Fig. 2 and explained

in more detail in the following.

3.1. Hydrogen in semiconductor devices

Most degradation mechanisms reported in the context

of NBTI are closely linked to the existence of hydro-

gen in SiO2, Si, and p-Si. Hydrogen in these materials

is amphoteric and occurs for instance as H0, H+, H−,

and H2. Due to its negative-U character H0 is unsta-

ble at room temperature [34] and depending on the po-

sition of the Fermi-level turns into H+ or H−, or dimerizes

within a fraction of a second [15]. However, atomic hy-

drogen occurs as a transient quantity during various reac-

tions. In particular, release of atomic hydrogen is assumed

in the reaction-diffusion model which then quickly dimer-

izes into H2. However, both H0 and H2 are extremely fast

diffusers and atomic hydrogen is released from spatially

93



Tibor Grasser and Siegfried Selberherr

Fig. 2. Various processes reported in the context of NBTI.
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separated dangling bonds which might reduce the dimer-

ization rate. Therefore, it is not straightforward to decide

whether dimerization occurs first, whether atomic hydrogen

leaves the oxide before being able to dimerize, or whether

atomic hydrogen turns into H+, its energetically most fa-

vorable state [34].

Another interesting issue stems from the fact that in semi-

conductor devices hydrogen is present in large amounts.

Hydrogen is either unintentionally introduced during the

various processing steps or intentionally during the re-

quired hydrogen anneals to passivate defects at the Si/SiO2

interface and dangling bonds in the p-Si-gate. For in-

stance, [35] reported a background H concentration of

1019 cm−3 in p-Si. With a “free” hydrogen concentration as

large as that, the reverse reaction in the reaction-diffusion

model would always be very large, and consequently a very

small time exponent would be expected, in contradiction to

measurement results. Thus, one needs to assume that most

hydrogen is trapped, possibly on shallow bond-center cites

or in deep traps formed by dangling bonds, for instance

at grain boundaries in p-Si. Trapped hydrogen, however,

is not part of the standard reaction-diffusion picture.

Based on first-principle studies [26] it was proposed that

the release of the proton is energetically preferable. How-

ever, dimerization of H+ is unlikely due to electrostatic

repulsion. In addition, depending on the process condi-

tions, H+ can be either extremely stable or highly reac-

tive [36]. A proper understanding of the various hydrogen

species in SiO2, Si, p-Si, is thus essential [34] to justify

the microscopic picture underlying the reaction-diffusion

or alternative models. Matters become further complicated

due to the various interactions of hydrogen species with

dopands [37] and some additional effects occurring for in-

stance in nitrided oxides [38, 39].

3.2. Dispersive transport

Although the reaction-diffusion model relies on conven-

tional diffusive transport, dispersive transport equations are

often used to describe the motion of the hydrogen species

in dielectrics and amorphous materials [40–44]. In partic-

ular, the type of transport seems to depend on the hydrogen

concentration, being diffusive for hydrogen concentrations

larger than the trap-density and dispersive otherwise. In the

dispersive case the traveling particle packet slows down [45]

due to the trapping in states with a broad distribution of re-

lease times. As a consequence, the shape of the particle

packet becomes non-Gaussian. As a measure of dispersiv-

ity one may look at the ratio of the mean and the standard

deviation of the particle packet [46]. While for the Gaus-

sian packet this ratio increases with time, it stays roughly

constant in the dispersive case, indicating an anomalous

spreading of the particle packet. A typical impulse response

of the average flux of a dispersive system in comparison to

a diffusive system is shown in Fig. 3. Characteristic for

dispersive transport is the rapid decline in the beginning

(where particles start to fill the traps), followed by a broad

shoulder which eventually develops a long tail (note the

logarithmic time scale). The response of a diffusive sys-

tem, on the other hand, vanishes after a transit time of

approximately L2/D, where L is the sample thickness and

D the diffusion coefficient.

Fig. 3. Impulse response of a diffusion system in comparison to

a dispersive system for various characteristic trap energies. Typi-

cal for dispersive transport is the rapid decline in the beginning,

the shoulder, followed by a long tail.

Dispersive transport models were first applied to describe

the movement of holes in amorphous materials [41] and H+

after irradiation damage [44]. While the first studies

were based on the continuous time random walk (CTRW)

theory developed by Scher and Montroll [40, 41, 44],

multiple trapping (MT) models were proposed soon af-

terwards [42, 43, 45]. Both models exhibit similar fea-

tures [47–49] and simplified versions were used to describe

NBTI [21–23]. The basic quantity in the CTRW approach

is the hopping time distribution which gives the hopping

probability from one state to the next. As such, this ap-

proach is well suited for Monte-Carlo techniques but ana-

lytic solutions for the CTRW equations cannot be given for

the general case. Approximate solutions have been com-

monly sought using the inverse Laplace transformation of

the system’s Green’s function through suitable trial func-

tions, either analytically or numerically [44, 46, 50, 51].

The MT model, on the other hand, uses partial differential

equations compatible to the equations conventionally used

in process and device simulation and are therefore – in our

opinion – more suitable for the inclusion into a numerical

simulator. In the MT model the species X(x,t) consists of

free (conducting) particles Xc(x,t) and particles residing on

various trap levels Et . The energy density of those trapped

particles is given by ρ(x,Et ,t) and the total concentration

is calculated as

X(x,t) = Xc(x, t)+

∫

ρ(x,Et , t)dEt . (2)
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The continuity equation for the total concentration of the

species X reads

∂X(x, t)

∂ t
= −∇ ·FXc(x, t) , (3)

where the flux is only determined by particles in the con-

duction states. At each trap level a balance equation ac-

counts for the newly trapped particles versus the released

ones. The release rate is proportional to the trapped charge

on that level, assuming appropriate space in the extended

states:

∂ρ(x, Et , t)

∂ t
=

c(Et)Xc(x, t)
(

g(Et)−ρ(x, Et , t)
)

− r(Et)ρ(x, Et , t) . (4)

Here, c(Et) and r(Et) are the energy-dependent capture and

release rates, respectively, and g(Et) is the trap density of

states, where commonly an exponential distribution is as-

sumed. In that context some caution is in order: although

hydrogen motion can be phenomenologically described by

equations similar to electron transport in semiconductors

there are some fundamental differences [52]. First, the con-

figuration of the host material can permanently change as

a consequence of hydrogen motion. Second, transport does

probably not occur near a mobility edge but rather through

hopping from individual shallow states. In addition, hydro-

gen clusters, known as platelets [37], may form making the

application of the trap occupancy concept more involved.

Nevertheless, relatively simple models based on two trap

levels (shallow and deep) have been successfully used to

describe hydrogen motion in a wide range of materials.

3.3. Interface states

The central mechanism in NBT degradation is the dissoci-

ation of PbH bonds located at the Si/SiO2 interface, most

possibly through reactions like

PbH ⇋ Pb +H0 , (5)

PbH+H0
⇋ Pb +H2 . (6)

The forward reaction in Eq. (5) is commonly assumed to

be the dominant dissociation mechanism. Although the

reverse reaction, which is responsible for the passivation

through atomic hydrogen, is highly effective, its total im-

pact is normally insignificant [53] due to the low concen-

tration of H0. However, for the special case of radiation en-

vironments, where large quantities of atomic hydrogen are

generated in the oxide, and for hot carrier effects it becomes

important [54, 55]. In particular, combined NBTI/hot car-

rier/irradiation stress would be a good probe for the validity

of a general model.

Equations (5) and (6) also explain the dual behavior of

hydrogen as being able to passivate and to depassivate

dangling bonds. The reverse reaction through H2 with-

out preliminary cracking [53] is sometimes assumed to be

the dominant reaction in the case of NBT stress [56]. Ac-

tivation energies for the first-order reaction given through

Eq. (6) were traditionally estimated to be around 1.6 eV.

Recent work has shown that although the first-order kinetics

can be confirmed, a Gaussian distribution of activation en-

ergies around 1.5 eV with a standard deviation of 0.15 eV

has to be considered [24, 57].

3.4. Oxide defects

Another interesting issue is the creation or modification

of defects by diffusing hydrogen. Although for ultra-thin

oxides the influence of oxide traps on NBTI is controver-

sial [5, 6], for thick oxides these defects seem to be im-

portant [29]. Some investigations report that roughly the

same number of positive fixed charges as depassivated Pb

centers are created [58], while others attribute NBTI in-

duced Vth shifts totally to depassivated Pb centers [5], pro-

vided proper stressing conditions are chosen (Eox < Ecrit ).

Most positive charges are located close to the interface

and have been identified as E ′ centers (thermal oxide hole

traps) [15]. E ′ centers have been reported to dominate ox-

ide hole trapping with their density being strongly process

dependent [15]. It has been shown that E ′ centers react

rapidly with H2, even at room temperature, turning them

into hydrogen complexed E ′ centers (E ′H) according to [53]

H2 + E ′
⇋ E ′H+H0. (7)

In addition, trapping of H0 has been reported [59]

H0 + E ′
⇋ E ′H . (8)

Of particular interest in the case of NBTI is the anneal-

ing of E ′ centers through H2, which was reported to bring

up roughly the same amount of Pb centers [15], possi-

bly through the following reaction, with H2 formally being

a catalyst

Pb H+H2 + E ′
⇋ Pb +H2 + E ′H. (9)

The atomic hydrogen released in the various reactions is

commonly assumed to either quickly dimerize into H2 and

diffuse towards the poly gate [4, 5], assuming classical dif-

fusion, or to move dispersively as H+ [21, 22].

Hydrogen motion in the silicon bulk is normally neglected.

This might be justified in the case of H2 based models by

the large diffusion barrier found in theoretical studies [60],

or in the case of H+ by the negative bias driving the protons

towards the gate. Provided that the breaking of PH bonds

in the Si bulk is an important source of H0 and H+ [26],

transport in Si must be included in a rigorous model.

4. Models

Using a combination of some selected mechanisms sum-

marized above a considerable number of different NBTI

models has been proposed. Of particular interest in that

case is the fact that although these models rely on differ-

ent microscopic contexts, they all seem to reproduce the

measurement data published alongside them.
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4.1. The reaction-diffusion model

The reaction-diffusion model dates back to the work of

Jeppson and Svensson [8]. They assumed an electro-

chemical reaction of the form

(interface defect) ⇋ (interface trap)+

(interface charge)+ + Xit + e− (to silicon) (10)

at the interface where the hydrogen species created at the

interface (Xit(t) = X(0, t)) is assumed to diffuse away into

the oxide. The exact chemical composition of the diffus-

ing species is still under debate, although strong arguments

for H2 have been presented [4, 5, 12, 19]. In the reaction-

diffusion model H2 results in a characteristic time exponent

of 1/6, closest to experimentally observed values. Atomic

hydrogen, on the other hand, with an exponent of 1/4 was

favored in older publications, consistent with measurement

data available at that time. H+, previously neglected, be-

cause it results in an exponent of 1/2, recently entered the

scene [21–23] because dispersive transport models seem to

allow to adjust the slope to smaller values. As of yet, how-

ever, the scatter in the experimentally observed time expo-

nents is still too large to settle for a single diffusing species

and one explanation could be the simultaneous creation,

diffusion, and interaction of several hydrogen species [61].

The kinetic equation describing the interface reaction

is [9, 56, 62]

∂ Nit

∂ t
= k f

(

N0 −Nit

)

− krNitX
1/a

it , (11)

where Nit is the surface state concentration, N0 the initial

concentration of passivated interface defects, k f and kr the

field and temperature dependent rate coefficients, while a is

the kinetic exponent (1 for H0 and H+, and 2 for H2). Note

that the same equation is obtained assuming instantaneous

dimerization of H0 into H2 [56].

Transport of the species X away from the interface is as-

sumed to be controlled by conventional drift-diffusion

∂ X

∂ t
= −∇ ·FX , (12)

FX = −DX ∇X + ZX XµX E . (13)

Here, DX , µX , and ZX are the diffusion coefficient, the mo-

bility and the charge state of species X in the medium.

Diffusivity and mobility are assumed to be independent of

the electric field and to be related via the Einstein rela-

tion [61]:

µX =
qDX

kB TL

=
DX

VT

. (14)

Note that this is not the case for a dispersive medium

where strongly different temperature dependencies can be

observed in the equilibrium regime. At the boundary we

have to consider the influx of the newly created species

a
∂ Nit

∂ t
= FX ·n . (15)

For the general case, Eqs. (11)–(15) can be solved numer-

ically. However, for some special cases analytical approx-

imations can be given [18, 56, 63] which are helpful for

the understanding of the basic kinetics. One finds different

phases, starting from the reaction dominated regime with

slope n = 1, where the reverse rate is negligible due to the

lack of available X , a transition regime with slope n = 0,

the quasi-equilibrium regime with ∂Nit/∂ t ≈ 0, which is

the dominant regime and displays the characteristic time

exponent depending on the created species, and a saturation

Fig. 4. The three most important phases in the reaction-diffusion

model. Shown are the results for H0 and H2 kinetics. The time

exponent n = 1 is the signature of the reaction limited phase while

n = 1/4 and n = 1/6 result from the diffusion limited phase.

regime. These phases are shown in Fig. 4 for H0 and H2

kinetics. Of particular interest is the result for ∂Nit/∂ t ≈ 0,

which is the one normally measured during NBTI stress.

For atomic hydrogen one obtains

Nit(t) =

√

k f N0

2kr

(

DX t
)1/4

, (16)

while molecular hydrogen results in

Nit (t) =

(

k f N0

2kr

)2/3
(

DX t
)1/6

(17)

and the hydrogen proton gives

Nit(t) =

√

k f N0

kr

(

µX Eox t)1/2. (18)

Of course, the characteristic exponents for each species

given above rely on the validity of the reaction-diffusion

model and different exponents can be envisaged using an

alternative model [21–23].
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From the calculated interface state density Nit the threshold

voltage shift has to be determined. This is performed by as-

suming that all traps are positively charged, an assumption

fulfilled during strong negative bias where the Fermi-level

is close to the valence band edge. In addition, the generated

oxide charges are often neglected and we obtain

∆Vth = −
∆Qit(EF)+ ∆Qot

Cox

≈−
q∆Nit

Cox

. (19)

Due to the increased Coulomb scattering at the interfa-

cial layer caused by charged interface states the carrier

mobility decreases [64, 65]. However, for the analysis

of NBTI, any potential mobility degradation has so far been

neglected [20].

Based on first-principles calculations, the dissociation of

PbH through H+ has been suggested as the dominant reac-

tion [26], thereby replacing reaction Eq. (5):

PbH+H+
⇋ P+

b +H2. (20)

The required H+ is provided through broken PH bonds

in the silicon bulk inversion layer. After overcoming the

migration barrier at the interface, some H+ diffuses along

the interface before depassivating Pb centers. Alternatively,

some H+ can surmount the energy barrier towards the SiO2

where they quickly drift to the gate due to the strong electric

field.

4.2. Models assuming dispersive transport

Based on simplified solutions for the MT problem NBTI

models have been developed [22, 30]. For the extremely

non-equilibrium case Arkhipov and Rudenko derived [43]

X(x,t)−X0(x)

τ(t)
= −∇ ·FX (x,t) (21)

which describes the broadening of the initial distribu-

tion X0(x). Here the flux is given through an “effec-

tive” flux of the total concentration of the species X rather

than the concentration in the conduction states. Note, that

there is no time derivative in Eq. (21) and the dynam-

ics of the system have been incorporated into τ(t) which

directly depends on the density of states. Starting from

Eq. (21), assuming an exponential density of states with

a characteristic energy E0 and density Nt , and ∂Nit/∂ t ≈ 0,

Kaczer et al. derived [22]

Nit(t) =

√

k f N0

kr

(

DX

ν0

Nc

Nt

)1/4

(ν0t)α/4, (22)

with α = kB TL/E0. Interestingly, the time exponent is given

here through n = α/4 and thus explicitly depends on tem-

perature, a phenomenon sometimes observed experimen-

tally [4, 6, 22], but also ascribed to a measurement arti-

fact [66]. Note that α is in the range 0 ≤ α ≤ 1 with α = 1

being the diffusive limit.

Using simple arguments from statistical mechanics in addi-

tion to the assumption of dispersive transport of H+ inside

the oxide, Zafar [23] derived a stretched-exponential rela-

tion for the threshold voltage shift as

∆Vth(t)

∆Vth,max

= 1− exp

(

( t

τ

)−α
)

. (23)

Here, ∆Vth,max gives the maximum threshold voltage

shift, τ is the characteristic time constant, and α the

dispersion parameter. At early times, the above equa-

tion assumes a similar form as the expression derived by

Kaczer et al. [22].

4.3. Reaction-limited models

Houssa et al. [67] base their NBTI model for nitrided oxides

on the assumption that the dissociation rate is determined

by electron and hole tunneling currents. Employing a Gaus-

sian distribution of activation energies, interface traps are

generated by releasing a proton which is later trapped inside

the oxide forming oxide charges. With these assumptions

the contributions due to electrons and holes can be sepa-

rated, indicating a dominance of hole induced damage at

operating voltages. Consequently, if for accelerated tests

higher voltage levels are used, the electron contribution

begins to dominate which makes long-term extrapolation

difficult.

This Gaussian distribution of activation energies was also

used as the main ingredient in the reaction-limited model

of Huard et al. [68] who assume an energy-dependent dis-

tribution of the dissociation activation energy

g(Ed ,σ) =
1

σ

exp
(

Edm−Ed
σ

)

(

1 + exp
(

Edm−Ed
σ

))2
. (24)

In the above equation the median dissociation energy Edm

was assumed to depend on the oxide electric field in order

to accommodate the reported field dependence. The thresh-

old voltage shift was then derived as

∆Vth

∆Vth,max

=
1

1 +
( t

τ

)−α (25)

with τ = τ0 exp(Ed(Eox)/kBTL) and α = kBTL/σ . Again, as

with the dispersive transport model, a temperature depen-

dent slope is obtained.

5. Other modeling issues

In addition to the issues raised above, some further consid-

erations are required in order to develop a comprehensive

model. They are summarized in the following.

5.1. Boundary conditions

An important issue is the behavior of the hydrogen species

when they encounter the SiO2/p-Si interface. Commonly,

simplified boundary conditions to the diffusion equation
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are assumed, either perfect reflection [9, 69], perfect ab-

sorber [9], or perfect transmitter [4] (no trapping). How-

ever, for a rigorous treatment one might have to consider

the energy barriers [60], the creation and passivation of Pb

centers [28], and re-emission of hydrogen on the p-Si side,

analogous to the Si/SiO2 interface and models used in

process-simulation [70].

5.2. Geometry dependence

Negative bias temperature instability is commonly assumed

to be a one-dimensional process [71], which is in agreement

with many reported results, while only the closely related

damage caused by hot-carrier injection is acknowledged to

require a two-dimensional treatment of the diffusion equa-

tion. Even if all processes leading to NBTI were one-

dimensional, inhomogeneous doping profiles [72], variable

oxide thicknesses such as found in high-voltage devices, in-

homogeneities observed around shallow trench isolations,

or inhomogeneous stress conditions (VDS 6= 0) [72] require

a two- or even three-dimensional description of the prob-

lem. Even for homogeneous stress (VDS = 0) a gate length

dependence is occasionally reported [3]. For highly scaled

MOSFETs or MOSFETs with a narrow channel the ge-

ometry influences the diffusion of the released hydrogen

species, an effect contained in the classic reaction-diffusion

model [73]. Other explanations are based on diffusion

of H+ along the interface as observed experimentally [74]

and confirmed theoretically [36].

5.3. Coupling to semiconductor equations

A commonly neglected issue in NBTI modeling is the cou-

pling of the “hydrogen equations” to the semiconductor

device equations for current transport. In particular, the

dynamic creation and annihilation of Pb and E ′ centers in-

fluences the electric field distribution and thus the reaction

rates and the transport properties. This issue is of particu-

lar importance when annealing during measurements [17]

is to be understood. Some issues need to be resolved when

such a coupling is attempted. First, the charge trapped in

the amphoteric Pb centers depends on the position of the

Fermi-level and thus on the bias conditions. To model this

effect, the density of Pb centers created needs to be cou-

pled to the electrically active interface trap density-of-states

Dit(E) in a surface recombination process [75]. A lot of

information on Dit is available and it is known that in addi-

tion to the band-tail states Pb centers introduce two distinct

peaks in the Si band gap [14, 55]. The shape of these peaks

has been described using Fermi functions [13] where the

two peak values evolve differently in time with each width

staying roughly constant [15, 55]. Regarding the contribu-

tion of trapped holes in the oxide, precise statements on

where exactly these charges are located are important to

properly model the shape of the band-edges in SiO2, which

directly influence the oxide field and thus charge carrier

transport and tunneling rates.

A specific coupling issue concerns the influence of holes

which are commonly assumed to be “available”. The dis-

sociation rate in Eq. (5) is often assumed to depend on the

concentration of the inversion layer holes, a quantity not di-

rectly available in NBTI models. Here, a rigorous coupled

solution should provide better estimates. Although the im-

portance of holes in this process is widely acknowledged,

the mechanisms have not yet been evaluated rigorously and

it is not clear in which way they influence the forward

rate. Furthermore, electrons and holes might be required

to properly account for charging and discharging of oxide

and near-interface defects.

6. Conclusions

Although significant progress regarding the understand-

ing of NBTI has been made in the last decade, and the

reaction-diffusion model gives good qualitative agreement

with many measurements, various microscopic details are

still unclear. Among those are the oxide charges created

during stress, the nature and transport mechanism of the

created species, and the relaxation behavior. Many more

consistent sets of experiments are required to aid the devel-

opment and evaluation of more detailed models. Thereby

the relative importance and the complex interplay between

the various processes reported could be clarified.
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