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Abstract— This paper deals with an application of convolu-

tional interleavers in unequal error protection (UEP) turbo

codes. The constructed convolutional interleavers act as block

interleavers by inserting a number of stuff bits into the inter-

leaver memories at the end of each data block. Based on the

properties of this interleaver, three different models of UEP

turbo codes are suggested. Simulation results confirm that uti-

lizing UEP can provide better protection for important parts

of each data block, while significantly decreasing the number

of stuff bits.

Keywords— convolutional interleavers, unequal error protec-

tion, turbo codes.

1. Introduction

Unequal error protection (UEP) is introduced as an effi-

cient technique for forward error correcting (FEC) codes

to suitably protect encoded data based on their importance

against channel errors. This is specifically utilized in the

transmission of the compressed information such as voice,

video and multimedia services which are very sensitive to

bit and burst errors.

Among the known channel codes, turbo codes are intro-

duced as effective FEC codes having good performance in

error reduction. The turbo code is basically constructed by

two recursive systematic convolutional (RSC) codes which

are linked by an interleaver [1]. When the UEP prop-

erty is implemented for the turbo code, a different inter-

leaving compatible with the data length and determined

for each protection level should be conducted in addition

to the puncturing process [2]. To date, several methods

have been suggested mainly for conventional block inter-

leavers, like allocating an exclusive interleaver for each level

or a single interleaver for all levels, where the interleaver

length is adjusted for different levels. For the block in-

terleaver with a fixed permutation, an interleaver for each

level has been proposed in [2], while a circular-shift in-

terleaver for all protection levels usable for the short data

lengths is suggested in [3]. In addition, a suitable inter-

leaver for all protection levels has been designed, provid-

ing a UEP turbo code without the need for a puncturing

process [4].

In contrast to the fixed permutation rule, it is possible

to implement interleavers with random permutations for

a code with the variable data length. Semi-random inter-

leavers are known as the most efficient interleavers with

random permutation. In this type of interleaver, the dis-

tance between two adjacent permuted bits should not be

less than an allocated value. The best performance of this

interleaver with the length L is achieved when the min-

imum distance is set to the ⌊

√

L
2
⌋ value [5]. A struc-

ture of the semi-random interleavers usable for permutation

of the data blocks with the variable length has been pro-

posed in [6]. The obtained interleaver is named the prun-

able semi-random interleaver. In this interleaver, a semi-

random interleaver according to the shortest data length is

designed. Then for the longer lengths, the new required

position is randomly inserted. In this interleaver, if af-

ter several runs the selected positions do not satisfy the

appointed minimum distance, the minimum distance value

will be decreased and the above procedure is followed based

on the new minimum distance. This reduction degrades

the code performance and in order to overcome this prob-

lem, a new algorithm has been introduced to apply the

semi-random interleaver for different data block lengths,

without decreasing the threshold value [7]. Recently, Dioni

and Benedetto presented a modification on the prunable in-

terleaver, which improves the code performance with less

complexity [8].

The main issue of the interleaver design for the UEP turbo

code application is related to the flexibility of adjusting

its specifications according to the varying length of data

blocks. In contrast to the block interleavers, convolutional

interleavers are designed with less complexity and more

flexibility to adjust their structures with the length varia-

tions of data blocks. Due to the non-block behavior of

the convolutional interleaver, turbo codes constructed with

these interleavers are analyzed from the continuous per-

formance point of view. The continuous analysis of the

turbo code shows that it has a similar performance to the

block-wise performance of the code, especially for the con-

stituent RSC codes with the low constraint length value. In

order to simplify analysis of the turbo code, convolutional

interleavers are designed as block interleavers through the

insertion of enough stuff bits at the end of each data block

returning the interleaver memories to the zero state. This

property makes it possible to utilize conventional iterative

decoding techniques applied for the block-wise operation

of the turbo code. Based on the application of the convo-

lutional interleaver, three different techniques are presented

to design the UEP turbo codes.
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In the first technique, only one interleaver for all protection

levels is considered. In this technique, different punctur-

ing patterns are applied providing different code rates for

the protection levels. In order to improve the turbo code

performance, a number of the interleaver lines – which rep-

resent the interleaver period value and determine the overall

number of stuff bits – should be considered proportional to

the data block length. Since the length of protection lev-

els usually differs from each other, the application of an

interleaver will not guarantee the provision of a suitable

performance for all protection levels.

In the second technique, a single interleaver is allocated

for each level of the protection. An interleaver compat-

ible with the longest length of the protection levels is

designed. Then based on the interleaver properties, inter-

leavers with the shorter periods relevant to the length of

other levels are designed without increasing any complex-

ity in the design. Due to the independent interleavers been

designed for each level, this technique has more flexibility

to be utilized for applications with high variations of data

block lengths.

In addition, since increasing the interleaver period affects

the code performance, it is possible to define the new

model of UEP by applying interleavers with different pe-

riods while the puncturing pattern is kept identical for all

levels.

In this paper, performance of the proposed techniques to

design the UEP turbo codes is verified. Based on the sim-

ulation results, the best suitable model corresponding to the

specifications of the protection levels is determined. Our

simulations confirm that the first technique is more appli-

cable for protection levels, where data lengths are similar,

while the second technique is more reliable for varying data

block lengths. The third technique can be utilized when

some data parts for a given protection level need more pro-

tection than other data parts. The organization of the pa-

per is as follows: Section 2 describes the basic structure

of convolutional interleavers and explains their application

in the construction of the three techniques to design UEP

turbo codes. In Section 3 performance of the 4-state turbo

code (1,
5

7
) employing three mentioned techniques is veri-

fied based on the maximum-likelihood iterative decoding.

Finally, Section 4 concludes the paper.

2. Convolutional interleaver structure

Convolutional interleavers consist of T parallel lines which

define their period. Each line of these interleavers have

conventionally M memory units more than the previous

line, which define the space value parameter of the in-

terleaver. Hence, depending on the distribution of input

data to each line of the interleaver, the interleaved input

data appear in different time slots at the interleaver out-

put. Figure 1 shows the convolutional interleaver structure

with the period T = 8 and space value M = 1. In order to

make isolated interleaved data, some stuff bits are inserted

at the end of each input data block returning the memo-

ries to the zero state. Then, an optimization is carried out

through the deletion of zero stuff bits at the end part of

Fig. 1. Consideration of convolutional interleaver (T = 3, M = 1)

and (T = 5, M = 1) from the interleaver (T = 8, M = 1).

the interleaved data, reducing the number of stuff bits to

the number of the interleaver memories. Figure 2 shows

the optimized interleaving procedure for the interleaver

(T = 8, M = 1) and the length L = 57.

The convolutional interleaver with a specific period and

space value has the flexibility to interleave data blocks

with different lengths. In turbo code applications, when

the encoded data blocks, with the variable lengths obtained

from an interleaver are punctured with different rates, the

UEP turbo codes can be achieved. Conducted simulations

of turbo codes with different interleaver lengths indicate

that the increment of the data block length, and period of

the convolutional interleaver should be increased to pro-

vide sufficient performance for the code with a reasonable

number of stuff bits [9]. This is more sensitive for an inter-

leaver with a short data block length and leads to a design

of an interleaver compatible with the required performance

of the code with the longest data block length for the given

protection level.

However, since data with the highest protection level re-

quire the lower code rate, the data block length is normally

considered shorter at this level than at other levels. Hence,

designing a convolutional interleaver based on the longest

length for all protection levels, increases the number of

stuff bits for the levels with shorter lengths and can re-

sult in producing the overall number of stuff bits greater

than the number of valid data allocated to that level. This

is observed when the length variations between different

levels is relatively high. Therefore, the convolutional in-

terleaver applied for this type of UEP turbo code is de-

signed based on the shortest block length for all protection

levels.

In order to apply an interleaver corresponding to the data

specification of each level, it is necessary to employ an

independently designed interleaver for each level. It is eas-

ily observed that by choosing some lines of an interleaver

with the higher period another convolutional interleaver
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Fig. 2. Interleaved data block with an interleaver (T = 8, M = 1) and length L = 57: (a) non-zero bit deletion; (b) zero bit deletion.

Fig. 3. Modification procedure for the interleaver (T = 4, M = 1): (a) interleaved data length L = 32; (b) shifted even column bits

equal to 3*T ; (c) deletion of zero bits at the end part of the interleaver.
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with a shorter period is obtained. For example, Fig. 2

shows that convolutional interleavers (T = 3, M = 1) and

(T =5, M =1) can be obtained from the convolutional in-

terleaver (T = 8, M = 1) when the relevant input bit streams

are distributed to the first 3 and first 5 lines, respectively.

These interleavers are created by controlling the distribu-

tion of input data blocks to some of the interleaver lines

to generate different interleaved data. Interleaved data ob-

tained from different periods are specifically punctured to

provide UEP turbo codes. Based on the above observation,

many interleavers with shorter periods can be constructed

from an original interleaver with a longer period. For sim-

plicity, interleavers with the space value 1 (M = 1) are con-

sidered, where the distribution of data always starts from

the line without the memory.

Despite applying different puncturing patterns, an inter-

leaver for each level with different periods and a fixed code

rate for all levels to provide different protection levels is

applied. In this case, for the highest protection level, an

interleaver with the longest period is designed such that it

produces a reasonable number of stuff bits. Then, based on

the order of other protection levels, interleavers with shorter

periods are constructed by selecting of some lines of the

original interleaver. For example, in Fig. 2, contrasting

to the previous technique, the interleaver (T = 8, M = 1)

is applied for the highest protection level, while the inter-

leavers (T = 5, M = 1) and (T = 3, M = 1) are used for

to the second and third protection levels, respectively.

For each technique, a modification can be performed to the

interleavers, improving the code reliability with the lower

number of stuff bits. This is generally accomplished by

shifting the bits of the interleaved data located at the even

columns. Figure 3 shows the modification procedure of the

interleaver (T = 4, M = 1). First, the input data blocks

are regularly interleaved and then the bits located at the

even columns are shifted by 3*T units. Similarly to the

proposed modification in [10], the number of shifted bits

is considered even. In case of an odd number of bits, the

zero stuff bits located on the top of the first bit of even

columns are involved in the modification process. Finally,

zero stuff bits located at the end part of the interleaved data

are deleted to optimize the number of stuff bits.

3. Simulation results

In simulations, convolutional interleavers with short and

long data block lengths have been applied for the three

mentioned types of UEP with the 4-state tubo code (1,
5

7
).

For the code, trellis termination and truncation is utilized

in the first and the second RSC encoders, respectively. To

reduce the number of stuff bits to be equal to
T (T−1)M

2
,

they will be removed from the end part of the systematic

and the first parity data, since stuff bits are inserted after

trellis termination and do not have any effect on the code

performance. For simplicity, the effect of these stuff bits

for the systematic and the first parity data are considered

getting the exact code rate at each level. At the decoder,

the iterative decoding is accomplished and the BER is

only calculated based on the length of the original bit

stream without stuff bits. Regarding this structure, the code

rate of each level is calculated by

Ri =
li

nPi
+nQi

+nOi

, (1)

where li, nOi
, nPi

and nQi
denote the length of the punctur-

ing matrix, length of the matrix of 1 s for the systematic

data, and number of bit 1 in puncturing matrices of the

ith level for the first and second RSC encoder with the

length of li, respectively. For the short and long data block

lengths, 3 and 4 protection levels have been considered,

respectively. Tables 1–5 give specifications of puncturing

patterns and protection levels of each UEP type.

Table 1

Puncturing patterns for different protection levels

Rate l P Q O

1/3 1 [1] [1] [1]

2/5 2 [1 1] [1 0] [1 1]

1/2 2 [1 0] [0 1] [1 1]

2/3 4 [1 0 0 0] [0 0 1 0] [1 1 1 1]

3/4 6 [1 0 0 0 0 0] [0 0 0 1 0 0] [1 1 1 1 1 1]

Table 2

Specifications of 3 protection levels with the fixed

interleaver period and different code rates

Level Length (L′) Interleaver period (T ) Rate (R)

1 32 4 1/3

2 48 4 1/2

3 112 4 2/3

Overall 192 4 ≈ 1/2

Table 3

Specifications of 3 protection levels with different

interleaver periods and code rates

Level Length (L′) Interleaver period (T ) Rate (R)

1 32 4 1/3

2 48 5 2/5

3 112 6 1/2

Overall 192 5 ≈ 1/2

Table 4

Specifications of 3 protection levels with different

interleaver periods and the fixed code rate

Level Length (L′) Interleaver period (T ) Rate (R)

1 32 6 1/3

2 48 5 1/3

3 112 4 1/3

Overall 192 4 ≈ 1/3
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Table 5

Specifications of 4 protection levels with different

interleaver periods and code rates

Level Length (L′) Interleaver period (T ) Rate (R)

1 128 7 1/3

2 512 14 1/2

3 1024 20 2/3

4 2432 30 3/4

Overall 4096 25 ≈ 2/3

In order to compare performance of the protection levels

with the equal error protection (EEP) codes, the overall

specification of the code should be determined. With the

employment of puncturing at each level, the average code

rate with l protection levels is determined by [11]

Rav =
∑

l
i=1

Li

∑
l
i=1

Li

Ri

, (2)

where Li = L′

i +Ni denotes the data block length of the ith

level after stuff bit insertion, obtained from summation of

the original input data block length L′

i and the number of

stuff bits Ni. The above protection parameters have been

simulated by the soft output Viterbi algorithm (SOVA) [12]

with 8 iterations in the presence of additive white Gaus-

sian noise (AWGN). The equivalent interleaver specifica-

tions can be determined based on the number of stuff bits

or the interleaver periods and the data block lengths for

each level. In this case, the equivalent interleaver period

for the overall rate is given by

Tav =
∑

l
i=1

LiTi

∑
l
i=1

Li

, (3)

where Ti represents the interleaver period of the ith level.

Fig. 4. Unequal error protection for 4-state turbo codes with the

fixed interleaver period (T = 4) and different rates.

Table 6

Shifted unit values for the even columns bits of the

interleaved data of different interleavers

Interleaver period T 4 5 6 7

Shifted unit value 3*T 4*T 4*T 10*T

Figure 4 shows performance of the UEP turbo code based

on the fixed interleaver period (T = 4, M = 1) and the

variable code rates of the protection levels. Also, modi-

fications are performed to the interleavers at each level.

In the modification process, those shift values which pro-

vide better reliability for the code performance are selected.

Table 6 gives specification of modifications applied for dif-

ferent interleaver periods. The graphs of Fig. 4 show that

levels 1 and 2 are better than the overall performance of

the code by 0.5 dB and 0.25 dB, respectively.

Figure 5 illustrates the code performance with different in-

terleavers and code rates applied for protection levels based

on the specifications in Table 3. In this figure, level 1 has

0.25 dB better performance than the overall level. When

Fig. 5. Unequal error protection for 4-state turbo codes with

different interleaver periods and code rates.

the modification is applied to the interleaver1 of the equiv-

alent EEP for the turbo code, for the overall level, the dis-

tance between adjacent bits of the original bit stream in-

creases due to the longer length of every column of the in-

terlever. Therefore a higher weight for the equivalent code

with the overall protection level is produced, which conse-

quently improves the code performance at the medium to

high signal to noise ratio region.

Figure 6 shows the code performance when different protec-

tion is achieved through different interleaver periods with

the code rate fixed for all levels. Level 1 has a perfor-

mance better by 0.5 dB than the overall performance, while

1This means that the EEP turbo code has the performance equivalent to

the average performance of the considered UEP code.
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the level 2 is slightly better than the overall performance.

Also, in comparison with the two other methods, level 3

performance has been efficiently improved. Figure 7 shows

the performance of the UEP turbo code with four level pro-

tection and interleaver length L = 4096. In this example,

modification is only carried out for level 1. This is ac-

complished by shifting bits located in the even interleaver

lines by 10*T . In this figure, levels 1 and 2 have 1 and

0.5 dB better performance than the average code perfor-

mance, while number of stuff bits at these levels has been

reduced by 93% and 69.6%, respectively.

Fig. 6. Unequal error protection for 4-state turbo codes with

different interleaver periods and the fixed rate R =
1

3
.

Fig. 7. Unequal error protection for 4-state turbo codes with

overall length L = 4096.

In addition, level 3 with the lower period and consequently

less stuff bits has behavior close to average for the code.

However, due to application of the higher code rate and

puncturing most of the encoded data, level 4 has the worst

performance.

The obtained results from different types of UEP turbo

codes indicate that this interleaver has the flexibility to be

utilized in UEP turbo code applications with short and long

data block lengths. The results represent that the first and

third proposed UEP types are useful for the protection lev-

els having similar data block lengths. This is specifically

observed for the first type of UEP, when only one interleaver

is implemented for all the levels with a lower number of

stuff bits and less complexity. However, type 3 improves the

performance of every level increasing with and reasonably

increases the number of stuff bits.

Comparing the results obtained from the Figs. 5 and 7 in-

dicates that the second suggested technique is more appli-

cable for the cases when the data lengths vary significantly

for different protection levels. In such cases, the technique

effectively protects the important parts of the data blocks

with the shorter periods and lower numbers of stuff bits.

4. Conclusions

In this paper a simple and efficient techniques to design

UEP turbo codes with convolutional interleavers was pre-

sented. These techniques are implemented based on the

interleaver properties and their performance has been ex-

amined for the short and long interleaver lengths. The sim-

ulation results confirm that the convolutional interleavers

have the flexibility to be utilized for different specifica-

tions of protection levels. Every technique improves the

code performance for the most important parts of data with

a shorter period and lower number of stuff bits than the

interleaver applied for the EEP turbo codes.
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