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Abstract—Recent development in optical networking employ-

ing wavelength division multiplexing (WDM) fulfills the high

bandwidth demand applications. Failure of such networks,

leads to enormous data and revenue loss. Protection is one

of the key techniques, which is used in designing survivable

WDM networks. In this paper we compare dedicated and

shared protection strategies employed in WDM mesh networks

to protect optical networks failure, particularly fiber failure.

Dijkstra’s shortest path algorithm is considered for carrying

out simulations. The paper compares the performance of pro-

tection schemes, such as, dedicated path protection (DPP),

shared path protection (SPP) and shared link protection (SLP)

schemes. Capacity utilization, switching time and blocking

probability are the parameters considered to measure the per-

formance of the protection schemes. Simulation results show

that, SPP is more efficient in terms of capacity utilization over

DPP and SLP schemes, whereas, SLP offered better switch-

ing time than both DPP and SPP schemes. The average call

drop rate is minimum for shared path protection scheme and

maximum for shared link protection scheme.

Keywords—blocking probability, protection, survivability, switch-

ing time, WDM networks.

1. Introduction

Wavelength division multiplexing (WDM) technology al-

lows transmitting number of non-overlapping wavelength

bands in optical networks hence, provides enormous ca-

pacities in the networks. It also provides a common in-

frastructure over which a range of services can be deliv-

ered. In a WDM network a lightpath is established between

the source and destination for a point-to-point connection.

Extremely high bandwidth (nearly 50 (Tbit/s)) offered by

WDM optical network, where failure of fiber link would

lead to a failure of several lightpaths traversing the link.

Such failure leads to large data and revenue loss. Surviv-

ability is defined as, the ability of the network to con-

tinue to provide service in the event of failure. The light-

path traverse on different links maintains same wavelength

throughout the entire path for an end-to-end communica-

tion in the absence of wavelength converter. This is known

as wavelength continuity constraint. Two lightpaths shar-

ing the same fiber link can not have same wavelength. In

a network with set of demands between the node pair, de-

termine a route and assign a wavelength for the demand

is said to be routing and wavelength assignment (RWA)

problem [1]–[3].

A lightpath is routed through many nodes in the network

between the source and destination. There are many ele-

ments (node, link, and active components) along the path,

upon failure leading to data loss. To ensure network sur-

vivability, protection schemes are being widely adopted.

Protection schemes are implemented by providing some

redundant capacity within the network. Upon link failure

traffic is rerouted around the failed link by using this re-

dundant capacity. On the other hand, restorations schemes

involve dynamically discover the backup route and avail-

able wavelength channels to restore the traffic. Protection

schemes usually implemented in a distributed fashion with-

out using centralized control in the network, to ensure fast

restoration. Most cases, protection schemes are studied

under single link failure event, which means, the failed

link will be repaired before another failure occurred. The

maximum restoration time is 60 ms, for synchronous op-

tical network/synchronous digital hierarchy (SONET/SDH)

networks [1]. Protection schemes may be categorized as

dedicated or shared based. In dedicated based protection

(1 : 1) scheme, a path disjoint wavelength channel is re-

served for each lightpath which is not shared by any other

backup lightpaths. On the other hand, in shared based pro-

tection (1 : n) scheme, a path disjoint wavelength channel

is also reserved for each lightpath. However, the backup

paths may be shared among different wavelength channels.

As a result, backup channels are multiplexed among them-

selves; thereby offer better capacity efficiency over dedi-

cated protection schemes. The details of protection strate-

gies are explained in Section 2 by taking a simple example

network.

Wavelength division multiplexing mesh networks with

scheduled lightpath demand [4] is reported, where the con-

nection setup and teardown times are known in advance

also the demands between a node pair are known. The

author proposed conventional integer linear programming

(ILP) formulations for dedicated and shared scheduled pro-

tection without wavelength converter in the network. The

study report minimum capacity utilization for fixed de-

mand and maximize the number of demands for a fixed

available capacity, while providing 100% protection for ac-

cepted connections. In [5], a RWA scheme is proposed for

lightpath restoration in WDM networks, where an active

multi-backup paths method is used. The author derives

successive backup lightpaths up to the last node along the

primary path until an available backup lightpath is found.

The work has been carried out without wavelength con-
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verter in the network. The algorithm is based on the it-

erative Dijkstra’s algorithm to find a backup path for the

failed primary path. Source and destination pair (s,d) as

well as the cost matrix of the network were considered as

inputs to the routing algorithm. Dedicated and shared re-

source allocation strategies [6] for survivability have been

presented which reserve the resources for the primary and

backup lightpaths. The author compare simulation results

for different networks to evaluate the performance, which

shows, shared resources strategy performs better than ded-

icated resources strategy in terms of blocking probability,

because it utilizes the resources more efficiently.

A mixed-integer linear program (MILP) formulation for

dynamic lightpath allocation for survivable WDM net-

works [7], is proposed by taking dedicated and shared

path protection schemes. Multiple levels of services have

been investigated and optimal solution is reported. Another

approach called multi-commodity flow problem is widely

accepted to tackle issues in WDM networks. A multi-

commodity flow problem is presented [8] to address the is-

sues of survivable network in terms of capacity allocation.

The author considered different versions of node-arc and

arc-path model to allocate working and spare capacity. Tak-

ing unequal arc-capacity in both the direction of the fiber

links, ILP formulations is presented for capacity allocation.

Our work resemble with [9], where, ILP based survivable

algorithms are investigated for WDM mesh networks. This

study focus on protection and restoration schemes to calcu-

late capacity utilization and switching time for survivable

schemes such as, dedicated path, shared path, and shared

link protection. Restorable network design with static traf-

fic demand is reported in [10]–[12], while, the performance

of survivable algorithms with dynamic traffic is mentioned

in [2], [3], [13], [14]. A review on WDM optical mesh

networks is presented in [15].

Pre-configured cycle (p-cycle) is a recently proposed trans-

port networks survivability scheme [16]–[19] combining

the speed of ring networks with the capacity efficiency

of mesh networks. Pre-configured cycles are ring-like

pre-configured structures used to protect WDM networks

against fiber failure. This protects on-cycle spans (spans

that are part of the p-cycle, e.g., link B-E in Fig. 1) as

well as straddling spans (spans whose end-nodes are both

on the p-cycle, but that are not part of the primary paths,

e.g., link B-F). Pre-configured cycle, a technique for span

protection are preplanned and fully pre-connected closed

loop structures of spare capacity, hence, real-time switching

actions are required only at the two end nodes of the failed

span to protect both on-cycle and straddling failures. There-

fore switching time is quite less compared to path based

and link based protection techniques. Since p-cycles are

pre-planed structures consequently this scheme consumes

more capacity/wavelengths compared to shared path pro-

tection [8]. Because p-cycles are formed only in the spare

capacity, routing of primary paths is not affected. Also,

it have been proposed to provide dual or multiple failure

networks survivability [20] with re-configurable or shared

p-cycles.

Fig. 1. Different p-cycles formed in the network.

The rest of the paper is organized as follows. Section 2

presents the simulation approach. Section 3 includes results

and discussion. Conclusions of the work are presented in

Section 4.

2. Simulation Approach

In this section, we will discuss the details of our pro-

posed simulation environment developed in C language.

We have taken three different protection strategies mainly,

dedicated path protection, shared path protection and

shared link protection schemes. Three different parame-

ters such as, capacity utilization, switching time and block-

ing probability/connection drops are calculated to compare

the performance of the protection strategies. We assume

that, wavelength converters are not present in the net-

works; hence the connection between the source and the

destination is established with a single wavelength link.

Above protection schemes are explained by taking a simple

6-node and 8-links network arbitrarily. Taking simulation

time into account, we have considered four wavelengths in

each fiber to calculate capacity and seven numbers of de-

mands/connections are considered between the node pairs

randomly. Static demands are being considered and con-

nections are exists for infinite duration of time.

2.1. Capacity Utilization

In dedicated path protection we first derive the shortest path

between all node pairs using Dijkstra’s shortest path algo-

rithm. We consider these paths as the primary/working

paths. In a similar fashion backup/spare paths are being

derived. The wavelength assignment is done by checking

the free wavelengths available on all the links in the entire

path. We try to find out the minimum value of sum of

working and spare capacity for all the links. For example,

suppose there are two connections A→E and F→C exist.

Then, the primary path would be A→B→E for connection

A→E with wavelength λ1 and the backup path is A→F→E

with wavelength λ1. For connection F→C the primary path

is F→B→C with wavelength λ1 and the backup path is

F→E→C with wavelength λ2 is reserved in this scheme.
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Hence, in this scheme a total of 8 wavelength links is uti-

lized both for primary and the backup lightpath. We derive

all the possible combinations of link disjoint backup light-

paths during the simulations.

Where as, in shared path protection scheme the backup

resource is not reserved. Backup resources such as, paths

as well as wavelengths are shared for different connections.

For example, suppose for the above two connections A→E

as A→B→E with wavelength λ1 and F→C as F→B→C

with wavelength λ2 as the primary paths may be considered.

Both the backup paths A→F→E for A→E and F→E→C

for B→D may use the wavelength λ1. Even if both the

backup path utilize wavelength λ1 for the link F→E, under

single fiber failure assumption, both the primary paths can

not fails simultaneously. So a total of 7 wavelength links

are utilized both for primary and the backup lightpaths for

guaranteed service.

Link protection can be categorized as dedicated and shared.

It is observed that, dedicated link protection consumes more

capacity. In shared link protection we derive backup path

for every links used for primary paths. From the example

Fig. 2. Example network.

network (Fig. 2) for the connection A→E, the primary path

would be A→B→E with wavelength λ1. The backup path

A→F→B→E for the failure of link A→B with wavelength

λ1 and A→B→F→E for the failure of the link B→E with

wavelength λ2 may be considered. Where as, for the con-

nection F→C, the primary path would be F→B→C with

wavelength λ2. The backup path F→E→B→C for the fail-

ure of link F→B with wavelength λ2 and F→B→E→C for

the failure of the link B→C with wavelength λ1 may be

utilized for definite protection. Hence, a total of 13 wave-

length links are utilized both for primary and the backup

lightpaths. Though, the shared link protection scheme con-

sumes more wavelength links compared to shared path and

dedicated path protection, but it’s switching time is less

than path protection schemes.

Some of the notations we have adopted in our algorithm

while performing simulations and these are given below.

• Minimize (w j +s j), where w j and s j denotes working

and spare capacity on link j.

w j +s j ≥W , where W represents the total number of

wavelengths available on link j.

• γ
s,d
p,wp = 1 if the connection between the source s and

the destination d used by the primary path p utilizes

wavelength wp; else zero.

• αs,d
p,b,wb

= 1 if the backup path b is used to protect the

primary path p with wavelength wb for the connection

between the source s and the destination d; else zero.

• δ s,d
p,b,wb

= 1 if the shared backup path b is used to

protect the primary path p with wavelength wb for

the connection between the source s and the destina-

tion d; else zero.

• m
ls,ld
wb

= 1 if the backup route passes through

link(ls, ld) utilizes wavelength wb; else zero.

• wp,wb are used for wavelength for primary path and

backup paths, respectively.

• ls, ld are the link source and link destination, respec-

tively.

Algorithm 1 describes the basic steps involves for simu-

lating different protection schemes to calculate minimum

capacity utilization.

Algorithm 1: Protection schemes

Step 1: run Dijkstra algorithm for all node pair

Step 2: get connection demand matrix

Step 3: assign p, b, wp, wb for all connection

Step 4: is w j + s j ≤W for all links NO go to Step 8

Step 5: for all W , for all links

check for λ continuity NO go to Step 8

Step 6: better than the previous record NO go to Step 8

Step 7: over write the previous record

Step 8: is more iteration available YES go to Step 3

Step 9: print results

Algorithm 2 and 3 describes the wavelength assignment af-

ter routing process is completed. The fundamental assump-

tion for the wavelength assignment is that, two lightpaths

must not have same wavelengths.

Algorithm 2: λλλ continuity for dedicated path protec-

tion scheme

for all Links do

for all W do

for all node pair do

{
for all route in routeSet and Link in route

Sum γ
s,d
p,wp = X

}
{
for all backup route in routeSet and Link in route

Sum α
s,d
p,b,wb

= Y

}
X +Y ≤ 1

end
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Algorithm 3: λλλ continuity for shared path and shared

link protection scheme

for all Links do

for all W do

{
for all node pair, demand > 0 do

for all route in routeSet and Link in route

Sum γs,d
p,wp = X

}

X + m
ls,ld
wb

≤ 1

end

2.2. Protection Switching Time

Switching time [1], [9] is the time taken from the instant

a link fails to the instant the backup path of the connection

is activated. In this section, we will describe the protec-

tion switching time for the different protection techniques.

Assuming a link failure may be detected by the network

nodes adjacent to the failed link. All network nodes par-

ticipate in a distributed protocol outlined below to perform

protection switching. Standard data has been taken from

the literatures for calculation of switching time. We run

the simulation and failed the link randomly, the average

switching time calculated given below.

Let:

• tp – the message-processing time at any node is con-

sidered as 10 µs.

• td – the propagation delay on each link is 400 µs.

• tOXC – optical cross connect (OXC) configuration

time is 10 µs.

• t f – the time to detect a link failure is 10 µs.

• n – number of hops from the failed link source to the

source node of the connection is 2.

• m – in path (link) protection, is equal to the num-

ber of hops in the backup route from the source

(link-source) node to the destination (link-destination)

node is 10.

2.2.1. Dedicated Path Protection

The end nodes (link-source, link-destination) of the failed

link detect a failure. End nodes then send a link-fail mes-

sage to the source and the destination nodes. Source node

sends a connection setup message to the destination node

along the backup path (which is predefined at the time of

connection setup).The destination node, upon receiving the

message, sends an acknowledgment (ACK) message back to

the source node. This completes the protection-switching

procedure and backup path is restored for the dedicated path

protection. Communication continue through the backup

path and the total switching time may be written as

ttotal = t f + ntd +(n + 1)tp + 2mtd + 2(m+ 1)tp . (1)

2.2.2. Shared Path Protection

In shared path protection backup paths are multiplexed with

the available wavelengths. The end nodes of the failed link

detect a failure. End nodes then send a link-fail message

to the source and the destination nodes. Source node sends

a connection setup message to the destination node along

the backup path (which is predefined at the time of connec-

tion setup). OXCs are being configured at each intermediate

node along the backup path. The destination node, upon

receiving the message, sends an ACK message back to the

source node. Which completes the protection-switching

procedure for shared path protection and path is being re-

stored for the shared path protection. The total switching

time may be written as

ttotal = t f + ntd +(n + 1)tp +(m+ 1)tOXC

+2mtd + 2(m+ 1)tp . (2)

2.2.3. Shared Link Protection

The end nodes of the failed link detect a failure. The link-

source of the failed link sends a connection setup mes-

sage to the link destination along the shortest backup route

(which is determined in advance at the time of connection

setup). OXCs are being configured at each intermediate

node along the backup path around the failed link. The

link destination, upon receiving the setup message, sends

an ACK message back to the link source. This completes

the protection-switching steps for the shared link protection

and communication continue through the backup path and

the total switching time may be written as

ttotal = t f +(m+ 1)tOXC + 2(m+ 1)tp + 2mtd . (3)

2.3. Blocking Probability

Blocking probability (BP)/connection dropped, is one pa-

rameter out of the many parameters which provides the

performance of the survivable WDM networks. Request

acceptance rate is the ratio of the number of connection

requests accepted out of the total number of connection re-

quests made. Where as, blocking probability is the ratio

of the number of connections rejected to the total number

of connection requests made. If M is the total number of

connections, then blocking probability may be written as

BP =
no. of re j. connection

M
=

M−no. of acc. connection

M
.

We adopt a simple method to calculate the blocking proba-

bility in our model. Keeping the demand fixed, we calculate

the number of possible connection by taking a fixed num-

ber of wavelengths on a given link. The number of call
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dropped can be calculated. We increase the link capacities

up to 7 number of wavelength on each fiber and present the

result for the networks shown.

3. Results and Discussion

The simulation is performed with randomly taking seven

numbers of connections, between the node pair. Protec-

tion schemes are implemented in random fiber failure.

The simulation is carried out in Windows P-IV PC with

512 Mbit RAM. We have taken 4 wavelengths in each fiber

for capacity utilization.

Table 1

Spare/protection wavelength required for the networks

for different protection schemes for a demand of 7

Network
Dedicated path Shared path Shared link

protection protection protection

NSF Net 41 36 76

India Net 42 37 57

US Net 32 29 36

From Table 1 it is observed that shared path protection con-

sumes minimum number of wavelengths, where as, shared

link protection requires maximum number of wavelengths

for assured protection.

Tables 2–4 present blocking probability/call drops for dif-

ferent networks by taking fixed number of wavelengths and

Fig. 3. NSF Net (14 nodes, 22 links).

Table 2

Number of connection blocked taking different protection

strategies for demand of 10 for NSF Net (Fig. 3)

Wave- Dedicated path Shared path Shared link
lengths protection protection protection

1 9 8 9

2 7 5 8

3 5 3 5

4 3 0 4

5 0 0 2

6 0 0 0

7 0 0 0

connections. Taking simulation time into account we could

increase number of connections (10) and higher number

of wavelengths (7) in each fiber. From the below given

tables we observe that, number of connection drop is max-

imum for shared link protection and minimum for shared

path protection techniques. As we increase the number of

wavelengths the call drop should decrease in a continuous

fashion, which doesn’t reflect from the tables. This hap-

pened as we are taking less number of connections during

our simulations.

Fig. 4. India Net (20 nodes, 33 links).

Table 3

Number of connection blocked taking different protection

strategies for demand of 10 for India Net (Fig. 4)

Wave- Dedicated path Shared path Shared link

lengths protection protection protection

1 9 8 8

2 6 3 8

3 5 0 7

4 1 0 5

5 0 0 4

6 0 0 1

7 0 0 0

The average switching time is calculated and shown in

Table 5. From the above results, as a network designer,

we may provide different protection techniques as per the

customer’s requirement. For example, to generate max-

imum revenue we may employ shared path protection

scheme by utilizing minimum number of wavelengths for

a fixed demands. Where as, from quality of service point of

view, where protection switching time is the parameter as
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a priority, we may consider shared link protection scheme,

while providing a definite protection.

Fig. 5. US Net (24 nodes, 43 links).

Table 4

Number of connection blocked taking different protection

strategies for demand of 10 for US Net (Fig. 5)

Wave- Dedicated path Shared path Shared link
lengths protection protection protection

1 9 9 9

2 8 8 8

3 7 0 3

4 0 0 2

5 0 0 2

6 0 0 0

7 0 0 0

Table 5

Average protection switching time for different protection

strategies in milliseconds for the networks

Network
Dedicated path Shared path Shared link

protection protection protection

NSF Net 4.96 5.02 3.36

India Net 9.06 9.17 3.36

US Net 3.73 3.78 1.7

4. Conclusions

Survivability is an essential and challenging issue in

high speed networks. In this paper we examined differ-

ent protection schemes such as dedicated path, shared path

and shared link protection to manage WDM optical net-

work failure. In particular, we examine capacity utiliza-

tion, blocking probability and protection switching time

for dedicated path, shared path and shared link protection

strategies for WDM mesh networks. The chosen perfor-

mance parameters such as wavelength consumption, block-

ing probability and switching are the measures of the

quality of service. This shows the network performances

under failure scenario without modifying the existing

architecture.

The results show out of these three protection schemes,

spare capacity utilization is minimum for shared path pro-

tection, where as it is maximum for shared link protec-

tion compared to dedicated path protection scheme. On

the other hand, protection switching time is minimum for

shared link protection scheme and it is maximum for shared

path protection scheme. The average blocking probability

or the call drop rate is minimum for shared path protec-

tion scheme and it is maximum for shared link protection

scheme. Though p-cycle offers better protection switch-

ing time compared to shared path protection scheme but its

wavelength consumption is worse. Moreover, further inves-

tigations are in progress to develop efficient algorithms to

minimize network capacity utilization as well as switching

time and blocking probability, for survivable WDM mesh

networks.
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