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Abstract| This paper presentsa newly designedstereoscopic
video quality metric. Overall insights towards the creation of
mechanisms utilized within the genuine metric are presented
herein. Delivery of the core information and motivation be-
hind the features implemented,as well as functionality of the
CompressedAverage Image Intensity (CAII) quality metric
are of utmost importance. The mechanismscreatedmight be
characterized as an objective, reliable and versatile quality
evaluation tool for advanced analysis of the content delivery
chain within stereoscopicvideo services.

Keywords| 3D image analysis, image impairments,stereoscopy,
videoquality.

1. Introduction

The ever-improving performanceof newly deployed multi-
mediacontentdistribution networks enablescustomizable
con�gurationof theend-to-endconnectivitythato�ers even
more control over the quality of the contentdelivered to
the end-user. However, with the revenuesgeneratedby
telecommunicationsservices assigneda high priority, the
last mile phenomenonimplies speci�c behaviors concern-
ing thecontentdelivery scheme.Limitations regardingthe
availableunicast bandwidthdedicatedfor a singleuserde-
terminestheoverall quality over thepathfrom theoriginat-
ing server towardstheclient's device. The study presented
in [1] shows the predictedvolumesof dedicatedIP traf-
�c or network capabilitiesrequired to support video-like
servicesdeployed. The fact that �gures for such an appli-
cation reveal an enormousrise in 3DTV and Ultra High
De�nition (UHD) availability (or IP tra�c share)that is
proclaimedto reach over 20% of the total, annual,global
video IP tra�c by the year 2020, may be very motivat-
ing. As a derivative of dynamicbandwidthand network
managementschemes,moreandmoremultimediaservices
aredeployed nowadays relying on adaptive bitratestream-
ing mechanisms,competingwith di�erent approaches,such
as HTTP Live Streaming(HLS) or Motion PicturesEx-
perts Group { Dynamic Adaptive Streamingover HTTP
(MPEG-DASH) [2]. Introductionof such streamingtech-
nology mechanicsimplies multiple quality measurement-

relatedconsiderations.Frompartitioning of contento�ered
into appropriate video chunksthat inuence bu�er satura-
tion behavior, to streamzappingtimes whenever network
dynamicsimply a quality-wiseswitchover (i.e. from 1080p
to 720p resolution and respective bitrate reduction), to
quality restoration of the adaptive video streamwhenever
an updatedclient's manifest �le is received { the over-
all mechanicsof the quality measurementtool has to be
properly designedto support reliable and codec-agnostic
video analysis.
In orderto prepareandimplementsuch quality metric me-
chanics,it is crucial to employ appropriate evaluationof
functionalitiesand inherentcharacteristics of the designed
solution. As it is presentedacross[3], [4], assessmentof
basic componentsof the multimedia delivery chain, in
terms of perceptualquality indicators within the stereo-
scopic3DTV services,enablesto createa cross-platform,
responsive and versatile in terms of computationalcom-
plexity, serving asa quality indicator for 3D, stereoscopic
content.In the following sections,a detailedpresentation
of the objective quality metric mechanismsdesignedis
given, along with examplesof resultsfrom the CAII test-
ing campaign.

2. Quality of 3DTV Service

Knowing the complexity of the stereoscopiccontentpro-
cessingchain within the 3DTV service, one can analyze
the problemof constructing the quality evaluationmetric.
Whenever key processeswithin such a system of service
delivery are investigated,the understandingof quality fac-
tors enablesto deliver a compoundset of parametersand
their behaviors to de�ne how to derive and reasona co-
herentapproach towardse�ective and reliable metric de-
sign. Presentedin a graphical,tabular form in Fig. 1 are
thefundamentalelementsrepresentingcrucial stagesof the
stereoscopiccontentprocessingo w.
As one may see, the overall compositionof the quality
evaluationschememight be categorized into four baseline
axes,asdepictedin Fig. 1, andcreatesa completede�ni-
tion of thephenomenade�ned for the stereoscopiccontent
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Fig. 1. Anchor points in the evaluationof stereoscopic3DTV contentquality.

processingdomain.Every single pillar of the positioning
presentedimplies certain modi�cations of or updatesto
the processingscheme whenever end-to-endbehavior of
a 3DTV service is investigated or related to. Therefore,
cross-investigation of the in-betweenrelationsis crucial in
orderto deliver an appropriatemodelingapproach towards
quality de�nition within such a service.

2.1. ContentProviders

The aforementionedcore axes of the stereoscopic3DTV
servicequality planeareasfollows: contentprovider'sside,
video service frame,networking layer part, client's termi-
nal zone.To start with, let oneperform anevaluationof the
contentprovider'ssidewith respectto contentmanipulation
o w. In this area, the greatest importance might be as-
signedto theprocessof acquiring stereoscopicvisual data.
At thatpoint, the initial forming andshapingof quality, or
further { the �nal quality of experience[5] of the actual
videotakesplace.Thus,enablingpossibly thehighest, rich-
est and undistorted imaging of the compositionor logical
sceneis necessary.
To quantify the range of elementsimpactingthe quality of
the contentacquisition stage, onemay employ the follow-
ing setof variablesdetermining theoverall quality-varying
factors:

� formatting of stereoscopicpair (in a side-by-side
composition or continuous left-and-right imaging)
implies theoverall resolutionof the image,whenever
the pixel stacking approach is available (i.e. limita-
tion in vertical representationor capabilitiesin frame
compression,given by selectedstandardof targeted
format);

� discrepanciesin the physical build of lensesand
sensorsused,causingdeteriorating e�ects, such as
fringing,vignetting,aspherical distortionsandar ing
alongsidethesensors' dynamicrange of capturedlu-
minancescale,sub-samplingof colorspaceandnoise
footprint whenever a low light situationis captured.

Anotheraspectof multi-rig camerastacking involvespair-
ing andsynchronizationof visual cuecamerasused.How-
ever, thereis still a vast rangeof streamreassemblingmeth-
odsthatmake it possibleto achieve thedesiredresultat the
post productionstageof contentcreation.Next, in thelatter
caseof creationstage in the contentprovider's pillar, the
forming part of the resultingvideostreamis kept. Deliver-
ing video contentimplies a certain compositionof stereo-
scopicdatastreams.Therefore,severalapproachesexist to-
wards assembling(and coding) the generalvideo queue.
The most frequently usedonesareMulti-view Video Cod-
ing (MVC) [6] and dual streamaggregation. Both of the
aforementionedapproaches implementtemporaland spa-
tial image sampling(i.e. master-streamand slave-residual
channel), thus guaranteeinga strong compressionratio
andrelatively direct investigationpossibilitiesduring video
streamanalysis.

2.2. Video Service Frame

Thenext stageof thestereoscopiccontentpropagationchain
is thevideoservice frameaxis. Here,thecontentis altered
and manipulatedin a numberof manners,especially re-
lated to transcodingaspectsof video streamcompression.
Managementof 3DTV assetsis closely connectedwith the
type of media distribution or delivery relied upon. Thus,
themainaim of thevideoservice frameis to deliver a net-
work native set of video streams. The assetmanagement
block is responsiblefor thecreationof independent,quality-
scaledstereoscopicvideo contentto meetvarious adaptive
streamingtechniques(i.e. streamforming).
At this stage, the highest factor or compressionratio is
observed, as the regular, straight-rendermovie assetsare
transcodedinto low-weight multimedia �les. In addition
to this procedure,a complementary �le, alsoreferred to as
a manifest �le, is created. It containsa certain playlist-
like network-native addressingscheme of where to �nd
appropriate streams,or { in more sophisticatedstreaming
systems{ the list of chunk locationsfor network distribu-
tion. It may be alsoobserved that such partitioning of the
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original video streammight be baseduponactualnetwork
congestion parameters,upon the reported workload of the
certain network node or upon the given computingcore
(especially in modern day implementationsof distributed
cloud streamingservices [7]). As for the consecutive ac-
tivities, theVideo Service Framestandsalsofor thedigital
rightsmanagementapplication.There,theappropriatecer-
ti�cation anddigital signingof video contentis delivered,
o�er ing the �nal customertheselectedmediaaccessmeth-
ods(i.e. temporal,cyclic, per view, etc.).

2.3. Networking Layer

In the caseof the third pillar of the stereoscopic3DTV
service core, namely the networking layer, as it was pre-
viously mentioned,whenever a certain approach towards
mediatransmissionis selected,appropriatemechanismsto-
wardsdelivery technique are chosen. To support inherent
functionalitiesof the transport mechanismsavailable, like
thedownload/pushtechniqueor, morecontemporarily, con-
venient streamingapproaches, the di�erence in network-
native phenomenadeterminesthe behavior of the selected
mechanismand,as follows, its imminent impact upon the
quality of distributedcontent.For instance,in thebasicde-
livery schemeof a plain 3DTV video streamingservice,
onecanenumeratefour basicnetwork phenomenacausing
instant QoE deterioration, speci�cally: bandwidthlimita-
tion, jitter, packet delay andstreamsynchronization.
Dependingontheform of thebu�er implemented,dropping
packets in a form of bandwidthlimitation may causean
inuent multimedia playback, stuttering of an image or,
if adaptive streamingis concerned,switchover to a lower
bandwidthvideo stream.
In the caseof the jitter phenomenon,whenever uctuation
in the ordering of a packet streamis observed,someplain
mechanismsmay not recover from rearrangementsin the
delivereddatapackage, thusleadingto discrepanciesin the
decodedvideo stream.
As far as the third and fourth of the aforementionednet-
work phenomenaareconsidered,the overall problemgen-
eratedby their existenceis the inability to synchronizethe
playback with the actual timing of the video streamdata.
Packetdelay causesavast bu�er drainage,which impliesei-
thersinglestreamcorruption(i.e. only audiodata)or more
likely stereoscopic(i.e. MVC streamcomposite)videodata
line discontinuity[8]. Such phenomenamightbeconcealed
with encapsulatedor expandedtransport protocolsthat al-
low to reorderor recover packet arrangementwith an ap-
propriate stream synchronization, in order to avoid data
discardingwhenever the logical structureof the movie be-
ing played back is outdated(in fact, receivingvideo data
afterwardsits scheduleddisplay timing makestheplayback
routineirrelevant).

2.4. Client' s Terminal

The last, fourth axis of the stereoscopiccontent chain
delivery schemedepictedon the graphical representation

in Fig. 1 discovers the service customer domain. In that
areathere exist several aspectsde�ning the �nal, overall
quality of stereoscopicvideocontent.To start with, thede-
codingprocessis acrucialandmost importantstage. Based
on the data received throughoutthe previous axes of the
contentpropagationscheme,whenever the logical structure
of the contentis incoherent,appropriate decompositionof
thevideostreamis inaccessible.Thus,theQoE is not pro-
claimed,andthe visual, perceptualoutcomeof the service
is also limited [9]. In terms of further, quality impacting
features,apart from the decodingprocess,the displaying
techniqueandtheaccompanying stereovision �lter ing type
generatecomplexity in recovering the originally captured
scene.However, thosetwo processesaremainly interfered
by environmentalclutterwhich is strictly dependenton the
hardwaresetupusedor the display technologyitself.

2.5. Quality Evaluation

Having de�ned the pivot points of the quality domain
within the stereoscopiccontentdistribution chain, the con-
secutive step is to focuson the aspectsof monitoring or
evaluationof the quality of content,especially the onebe-
ing perceived at the user's end. Basic organizationof the
quality evaluationdomainis de�ned, with respectto video
services, basedon the following areas: objective quality
metrics, subjective quality measurementsand reference-
type metrics, wherea certain setof inherentparametersis
considered,i.e. full referenceinformation,reduced/limited
or no-referencemodelswherequality is evaluatedstrictly
over the decodedstreamoutcome.
In the �rs t video quality assessmentmethod,the emphasis
is placedon the reliability of measurementproceduresand
their outcome,their responsivenessand reproducibility or
repeatability. The objective approach is widely acclaimed
andhighly demandedwheneverdigital videoservicesareto
be benchmarked,in terms of the quality o�ered. Nonethe-
less,thedomainof theobjective quality metrics,especially
with respectto 3DTV, stereoscopiccontent,is barely ini-
tialized. As presentedby the InternationalTelecommuni-
cationUnion (ITU) andits J-series recommendationfound
in [10], the domainis still underdevelopment. Proposals
concernedwith constructionof theobjective quality metric
are funneledinto a trilateral model of quality evaluation
fundamentals.
The �rs t one spansthe analysis of actual,decodedimage
andpixel informationconveyedalongside,i.e. image struc-
ture, optical composition,blurriness,etc. The next one is
basedupon network abstraction layer analysis, mainly in
a form of packet investigation(socalledbit-streammethod-
ology). The third approach de�nes coding parametersas
the basis for quality evaluation, thus the internal analy-
sis of the codeccon�guration stream is assessed.There-
fore, as one can observe, an objective methodologyof
videoquality evaluationschemedeliversmultiple resource-
ful indicatorsthatcanprecisely andindependently describe
the actualquality of the stereoscopic,3DTV contentser-
vice rendered.
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As far as subjective methodologiesutilized for evalua-
tion of quality within stereoscopicvideo servicesarecon-
cerned,a trendingapproach exists leaningtowardsobjective
methodologies.However, thereis still a strong movement
towardssubjective judging regimes. Foremost, the unde-
niably requested featureof this kind is to evaluatequality
of the perceived contentwith respectto the HumanVisual
System (HVS). That featureo�ers additional advantages
of the subjective quality evaluationapproach, namely de-
livers the measurementresults in a conformed layout of
Mean Opinion Score(MOS). Therefore, it is recognized
in internationalacademicresearch (for instancein [11]) as
well as in the standardizationactivitiesof the ITU-R [12].
Thevast workloadpresentedin theaforementionedpublica-
tions revealsthecomplexity of evaluationof thesubjective
quality of stereoscopic3DTV content,involving appropri-
ateproceduresaccompanying thestandardizationworko w.
Nonetheless,in recentworkspresentedin [13], thereexists
a strong aim to deliver a reasonable,reliable and e�ec-
tive methodologyfor the subjective metrics. Its outcome
might greatly improve not only thesubjective methodology
domain,butmay alsoexpandthecommon�eld for compar-
ative andbenchmarkingroutinesconcernedwith objective
quality metrics.

3. CAII Metric

This sectiondelivers insights towards the designed,gen-
uine CompressedAverage Image Intensity (CAII) metric.
As the theoreticaland engineering aspectsof the quality
metric creationwerediscussedin previous sectionsof the
article, the aim of the designprocesswas to implement
anobjective methodologyscheme.Theanalysisperformed
by the mechanismsdeployed is basedon the assumptions
presentedstrictly for thepurposeof HVS.This impliesthat
perceptive cuesof thestereoscopicimagery needto be fol-
lowed, thus realizing a resourcefulalgorithmic path { in-
quiry andanalysis of 3D compoundpairsof framesunder
the assumptionof luminancestreaminvestigation. There-
fore, the criterion of perceptionof the HVS system, also
referred to as the naturalnesscriterion, is proclaimedand
fully supported. Processesthat are presentwhen stereo-
scopic information is perceived and ingested by HVS are
baseduponthedynamicrangeof thelumachannel.As are-
sult, outcomesproducedby theCAII mechanismguarantee
a direct representationof the actualperceptive sensitivity
of theservice's customer, andreect what theHVS system
may portray asa seemingly native image. The detailedal-
gorithmic path of the designedobjective quality metric is
depictedin the graphpresentedin Fig. 2.
While analyzing thestructureof thecoremechanismof the
CAII quality metric designed,onecandistinguisheight in-
dependentbut complementary, functionalblocks within the
processingschemeo w. Anothercharacteristic featuresof
thegenuinemechanismmight benoticedin Fig. 2, namely
its modular, e xible construction and, most importantly,
structural complexity minimized to createan independent

Fig. 2. Layout of the CAII quality metric coremechanism.

measurementtool, performing a quality analysis in spite
of various typesandformatsof the video contentinjected.
To elaborateon the functionalblocks of the algorithm, the
following list presentsinsightstowardsthe designedstages
of the algorithm:

� Video streamanalysis: initialization of thealgorith-
mic o w starts with investigation and identi�cation
of theingestedvideostreamparameters.Appropriate
structuresof information are createdhere { resolu-
tion, frame rate, duration, dynamic range of pixel
information and other relevant data is directedinto
the object determining the further processingpath
(i.e. vertical or horizontal scanningof a structure).

� Frames extraction : this step is baseduponthe pre-
viously recoveredinformation(for instancefrom the
headerof the multimedia �le) that determines the
extractionof the pixel structuresof stereoscopicim-
agery into a selectedstream or structureof frames
given in a logical (i.e. display) order.

� Channel forming: while theunprocesseddatastruc-
tures are created over the previous steps in this
particular stage of the algorithm, de�ned structures
of visual cues (delivered for both, left and right
HVS sensors)are being formed. Synchronization
of such pairs is to be performedto avoid erroneous
propagation.
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� Intensity calculation: as presentedin the diagram
in Fig. 2, a special formula designedto appropri-
ately calculatethe image intensityis beingdeployed.
The whole processingpart is performed in the par-
allel regime,thuscomputationale�ectivenessmight
be achieved.

� Di�er entiation: it is a stage within which a base,
residualimage is constructed,thusdelivering crucial
data for the pair-wise disparity analysis. As far as
the designedmechanism's worko w is considered,
this stage delivers the most important data for fur-
ther identi�cation and investigation of core quality
parameters(by meansof the disparity measure)pro-
cessedto evaluatethe overall and actualquality of
the decodedimage.

� Luminance extraction : in this part of the algorith-
mic approach, image processingis performedby the
implementationof the formula for Y parameter(also
presentedin Fig. 2), appliedover the scopeof pixel
informationto regain the luminanceenvelopeof the
input signal. A formula is therefore recommended
to createa luminosity map of the analyzed pair of
stereoscopicimages, enabling further utilization of
HVS-compatiblemeasuresto assesstheachievement
of the objective quality metric.

� Intensity compression: this stepis realizedin accor-
dancewith thesetof parametersrecoveredat the ini-
tial stage of the algorithm. With respectto the depth
of thepixel informationor its dynamicrange, appro-
priatescalingandthereforecompressionof the infor-
mation is obtained.That enablesto comparedi�er -
ent realizationsof the sameoriginal, logical 3DTV
footagewheneverits �rs t-gradepackageis transcoded
into a major setof resampledandhighly compressed
content.

� Resultsvisualization: asfar asthe �nal stage of the
algorithmic path is concerned, its aim is to deliver
a graphicalrepresentationalongsidelive plotting of
the results of the actual metric performance.Fur-
ther investigation of the generatedoutcomesmight
be achieved by performing a detailedanalysis with
useof bundledtools availableto the user.

To sum up, the insightsconcerned with the creationand
delivery of the objective quality metric mechanism, as
presentedabove, indicate its modularand e xible design.
Whenever the needof specialadjustmentsis present,the
structuralcompositionof thealgorithm enablesto setnewly
determinedparameters,thereforemeetingthe range of fea-
turesrequested. Moreover, thanksto the ability to assess
thealgorithm presented,usingparallelcomputingande�-
cientdatastructures,maximizede�ciency may beachieved
along with minimized complexity of the data processing
performed. Furthermore, in the following sections,an in-
depthdescription of the experimental testing stage and its
resultsrelatedto the CAII metric arepresented.

4. ExperimentalCAII Testing

Deploymentof the experimentaltesting stage for the CAII
objective metric designed focused on the investigation
of the behavior and responsivenessof the metric in the
presenceof simulated impairments. In order to prepare
such a multipurpose testing scheme, the selected, ini-
tial conditions for the testing environment were de�ned
asfollows.
To start with, the test-bed of choicewasutilizing the pro-
grammingenvironmentof the widely popularMathworks
Matlab solution (2013arelease)installed on a mid-class
PC workstation. In termsof thestereoscopicvideocontent
selected,a logical scenecontaininghighly dynamicaction
with densemotion o ws waschosen.As far as its techni-
cal parametersareconcerned,thesourcevideostreamwas
constructedwith the useof 152 images on a side-by-side
framestacking andwith thedisplay rateof 30FPS.Further-
more,vertical resolutionof the image reached1080pixels
in a progressive mode,with half resolutionwithin the hor-
izontalorientationof theframe. Thebitratelevel evaluated
wasaveraging9 Mbps, while the pixel depthindicatedin-
formationchannelresolutionof 8-bit.
Having stated the initial conditions,both for the environ-
ment and the contentselected,the experimental tests are
concernedwith thecoremechanismof themetric designed.
In orderto properly investigateits performanceandthede-
signed HVS or luminosity responsiveness(which proper
objective metric shouldbe characterized by), the next ob-
jective wasto designan appropriatesetof testing routines.
Theguidelinesfor syntheticbenchmarkingassumedfollow-
ing threeindependenttest casescenarios, delivering multi-
ple reactionsof the CAII metric. An instant approach was
selected:creationof syntheticimage impairments,gener-
atedon-the-y, simulatingtypical stereoscopicimage dete-
riorationswithin the selectednetworking scheme.
The aforementionedcontent delivery approaches clearly
state that the contemporarily deployed network solutions
are basedupon the adaptive streamingtechnology. Thus,
oneof the outcomesin the event of a network impairment
is to switch theactualvideostreamover to a lowerbitrateor
a lower resolution.Therefore, to simulatesuch a behavior,
a desirableapproach wasto implementthe following setof
impairmentsreecting a real-life scenario of a networking
environment:

� Scalingdistortion { is realizedby a function de�ned
over thebilineartransform (with asetparameterk). It
ensuresscalingdistortion by executingacyclic action
of step-down/step-upimagetransform.First, theorig-
inal image is shrinking by a factorof 4 (i.e. k = 0:25)
and is thenscaledup by the samefactor. The result
is a blurry image, simulatinga full screenboost of
an 270pimage to the 1080pformat.

� Gaussian�lter ing { delivers similar impairment as
the previous one, but is realized with use of the
2D �lter ing functionality, basedon the Gaussian�l-
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ter with the following parameterset: size N = 11
andgeneratorvariables= 2:0: Thevideo framepro-
cessedis rotationally andsymmetrically blurredwith
the designed�lter action. Thus, the image also re-
semblesadaptive streamingimpairment.

� Salt-and-pepperimpairment { is realizedby native,
randomsaturationof pixel levels (in an 8-bit mode,
with parameterd = 0:2). Therefore,a distortion sim-
ilar to a pixellateschemeis created.It boosts a ran-
domly selectedpicture elementonce it reaches its
saturatedstate, but in one sub-channel (i.e. green
componentof an image).

All of theabovementionedimpairmentsweremorphedinto
the original video stream.The resultof merging thoseim-
age deteriorations, and the original frame, are presented
in Fig. 3. In order to underline the image impairments,
a local croppingof the sameframesectionwasperformed
(Fig. 3).
Presentedin Fig. 4 are synchronized test casescenario
passesthat indicatethe behavior of the CAII metric in the
presenceof speci�cally designedimpairments.The sub-
plots included are constructed in the following manner.
Out of thetwo mainpartsof each subplot,thesectionto the
left depictsa stack of threeframesrepresentingthe actual
left andright channels,andthebottomonestatestheresid-

Fig. 3. Experimental impairmentsinjection over the original image.

Fig. 4. Visualizationof the resultsof the benchmarkingroutinesto test the CAII quality metric.
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ual frame (recall contentsof the schematicdiagram from
Fig. 2). To the right of that stack is the synchronized,up-
datedgraphof the CAII metric plot indicating the present
quality factor level.
Considering the experimental resultsobtained,as shown
in the compoundrepresentationin Fig. 4 (partitions a{d)
the CAII metric might be successfully stated to be a se-
lective network probe,asit hasidenti�ed video distortions
amongst theinfectedstructuresof stereoscopicframes.The
performanceof the CAII mechanismshall be further char-
acterized by its capabilityof indicatingspeci�c distortions
(i.e. scalingoutcomesagainst salt-and-pepperimpairment).
Fig. 4a revealsthe reference,undistorted playback, which
in fact is characterized by a steadily plotted line reveal-
ing the image of the stereoscopicpair is of the original
quality. What is more, in Fig. 4b, at the exact, synchro-
nized frame order, but imposedwith the scaling impair-
ment, the plotted characteristic shows the deterioration in
videoquality. Thedisruptedimagery (asdepictedin Fig. 3)
resultsin CAII metric valueinstability. Therefore,onecan
infer that uent playback of an undistorted video cannot
be achieved. Followed by the resultsshown in Fig. 4c,
theGaussian�lter ing processgeneratessimilar plotsasthe
onewith the scalingprocedureinvoked. Such a similarity
in behavior might be basedupon the e�ective algorithms
usedto simulatecertain impairments,andin this particular
case,it is due to the blurring e�ect procedures(compara-
ble outcomesin the form of plotted graphsreveal similar
distortions being generated).In terms of the last section,
Fig. 4d, the oscillating plot line reects the natureof the
salt-and-pepperimage distortion { clearly visible random-
ness.Analysis of the behavior of the plottedgraphsmight
deliver multiple parameters,in the form of deliveredinfor-
mationandoverall characteristics, crucial for identi�cation
of the image distortion introduced;it enablesthe usersof
thedesignedtool to classifytheimpairmentby meansof the
�gure observed.

5. Conclusions

Insightstowardsthe following stages: design,implementa-
tion, deployment and testing of the CAII metric revealed
its e�ectivenessandreliability asanobjective quality mea-
sure. The depictedmechanicsperform accordingly to the
HVS requirements,presentingperceptive quality aspectsin
parallelwith responsivenessandmultipleutilizationaspects
the CAII is capableof. To mentiona few applications,it
canbeutilizedasanetwork probe,asasystemperformance
benchmarkingroutine and, most importantly, it might as-
sesspicture parametersconcerning the luminancesignal
channel.The plottedoutcomesdeliver a rich setof indica-
torshelpful in recognizingimage distortion andidentifying
thesigni�cant deteriorations.Therefore,asfar astheover-
all view of thetopicof QoSandQoEis concerned,thegen-
uineCAII designedrevealsits comprehensive andversatile
performancewithin stereoscopic3DTV contentdistribution
systems.
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