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Abstract—Computational intelligence algorithms are cur-

rently capable of dealing with simple cognitive processes, but

still remain inefficient compared with the human brain’s abil-

ity to learn from few exemplars or to analyze problems that

have not been defined in an explicit manner. Generaliza-

tion and decision-making processes typically require an un-

certainty model that is applied to the decision options while

relying on the probability approach. Thus, models of such

cognitive functions usually interact with reinforcement-based

learning to simplify complex problems. Decision-makers are

needed to choose from the decision options that are available,

in order to ensure that the decision-makers’ choices are ra-

tional. They maximize the subjective overall utility expected,

given by the outcomes in different states and weighted with

subjective beliefs about the occurrence of those states. Beliefs

are captured by probabilities and new information is incor-

porated using the Bayes’ law. Fuzzy-based models described

in this paper propose a different – they may serve as a point

of departure for a family of novel methods enabling more ef-

fective and neurobiologically reliable brain simulation that is

based on fuzzy logic techniques and that turns out to be useful

in both basic and applied sciences. The approach presented

provides a valuable insight into understanding the aforemen-

tioned processes, doing that in a descriptive, fuzzy-based man-

ner, without presenting a complex analysis.

Keywords—cognitive deficit, cognitive function, computational

simulation, fuzzy descriptors.

1. Introduction

One of the biggest challenges faced by contemporary sci-
ence is concerned with the problem of how external stimuli
are gathered, integrated, analyzed and interpreted within
the human brain’s neural connections, and the manner in
which they are then reflected by human behavior (even
as a simple response to stimuli). Scientists continuously
search for effective algorithms allowing to code/decode in-
formation to/from neural tissue. The so-called human con-
nectome may reflect some of the aforementioned informa-
tion, also that regarding memory and feelings. Brain map-
ping (reflected in the connectome) still remains the very first
step in the process of obtaining the knowledge required.
There is a need for a deeper understanding of built-in

memories and feelings. The scale of “thought” processes
may be much larger than that of processes taking place
within neural networks only. Even a simple analysis of
a sentence requires more than activity of the neural net-
works only (that is similar in many healthy people). It also
calls for emotional meaning, social context and many other
aspects, thus requiring an advanced and sophisticated analy-
sis of numerous diverse factors that are not always self-
explanatory. Hence, there may be a systematic association
between sentence meaning and neural network activation
features. Experiments such as “Initiative 2015” may allow
to copy the structure of a human brain into a computational
avatar.
Rapid biological research developments that continue to be
observed since the 1990s have brought about a consider-
ably increase in the amount of biological data of various
types. The ability to perform a computational analysis of
the aforementioned data sets has given rise to a belief that it
will be possible to reflect the full understanding of nature
and functionalities of living organisms, and especially of
the human central nervous system (CNS). Computational
models are regarded as scientific tools linking the com-
monly known hypotheses and outcomes of experimental
studies. Such an approach allows to analyze, in great de-
tail, the building blocks of the human body. Unfortunately,
not that much attention is paid to interactions between them,
despite the fact that we are aware that the aforementioned
interactions may play crucial roles, for instance in more
cognitive functions. Such building blocks of the human
brain are usually interconnected by a very dense and com-
plex network of bidirectional interactions. The assumption
that the structure of this network may determine some basic
features of human brain’s functioning may be true. Despite
the development of novel techniques, such as functional
magnetic resonance imaging (fMRI) or positron emission
tomography (PET), the current state of our knowledge may
be strongly limited by the restricted scope of analyses per-
formed using the existing tools which are poorly suited to
cope with the interaction networks referred to above. There
is a need for further adaptation of computational methods
to the specific nature of neurobiological systems that are
dealt with by biology of neurosystems [1].
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1.1. Scope of the Paper

This article presents a short description of computational
complexity levels and uncertainty of information, based on
an example of degenerative changes and their neural corre-
lates. The concept of their computational simulation is de-
scribed as well, and the associated discussion is presented.
First, a review of current knowledge concerning the inves-
tigated group of disorders and computational approaches to
associated neurodegenerative changes analysis is presented,
as it may help develop new fuzzy-based therapeutic strate-
gies tailored to the profile of a specific patient. Next, the
paper proposes a consistent computational method for de-
scribing and modeling such a complexity. The authors aim
to offer a coherent concept focusing on cost efficiency. The
precise methods that are available currently are expensive
and time-consuming. Furthermore, connectivity computed
with the use of different methods may differ significantly.
Despite the efforts taken, results obtained with the use
of diffusion tensors, spherical deconvolution, ball-and-stick
models, persistent angular structures, etc., may not be the
same as those of deterministic and probabilistic tractogra-
phy algorithms relying on human datasets. This may be
caused by the fact that connectivity may be presented in
many ways, e.g. as matrices, connectograms. Fiber cross-
ing models are able to reveal connections between more
brain areas than a simple tensor model, and probabilistic
approaches show more connected regions but lower con-
nectivity values than deterministic methods.
Section 2 presents a review of current state of knowledge in
the field that this paper is concerned with. Section 3 intro-
duces computational complexity of brain description, based
on the case of Alzheimer’s disease. Section 4 presents
the fuzzy-based proposal for computations and description
brain elements. It is followed by a discussion and, finally,
conclusions are presented in Section 6 of the paper.

2. Computational Complexity

Generalization and decision-making typically require an
uncertainty model related to the decision options and using
tools based on the probability theory. Models of such cog-
nitive functions usually interact with reinforcement learning
in order to simplify complex problems. Decision-makers
are assumed to choose from the available decision options
to ensure that their choices are rational. They maximize
the subjective, overall utility expected, given by outcomes
in different states, weighted with subjective beliefs about
the occurrence of those states. Beliefs are captured by
probabilities and new information is incorporated using the
Bayes law.
Fuzzy-based models propose a different approach – they
may give rise to a family of novel methods for a more
effective and neurobiologically reliable brain simulation
based on fuzzy logic techniques. They may be useful in
such complex situations as moral principles guiding social
decision-making (the so-called moral strategy), even if dif-
ferent participants spontaneously and consistently employ

different moral strategies (guilt aversion, inequity aversion,
moral opportunism) in situations in which people adaptively
switch between them.
Anatomical connectivity (AC), as an example of struc-
tural connectivity, reflects the connectome through synap-
tic contacts between neighboring neurons or fiber tracks
connecting neuron pools in spatially distant brain regions.
Functional connectivity (FC) reflects the temporal depen-
dency of neuronal activation patterns of anatomically sep-
arated brain regions, i.e. statistical dependencies between
distinct and distant regions of information processing neu-
ronal populations. FC refers to interregional synchrony of
low-frequency fluctuations, where low denotes frequencies
of v ≤ 0.1 Hz. The term synchronize refers to generalized
synchronization which is defined through the mapping:

Ψ : S−> R , (1)

where S is the seed phase space, R is the response phase
space:

ai(t) = Ψ[a j(t)] , (2)

with some functional Ψ and related seed as(t) and response
ar(t) activities, where i = s, and j = r for subsequent states
i, j across the spaces mentioned above [2], [3].
There are two basic computational methods determining
whether other regions are functionally connected to these
seeds based on:

• cross-correlation analysis (CCA) between the BOLD
time courses of the seed region and any other brain
region, measured by the Pearson correlation coeffi-
cient ρqs such as:

ρqs(τ) =
σqs(τ)
√σq ·σs

=

=
〈(aq(t + τ)−〈aq(t)〉)(as(t)−〈as(t)〉)〉

√

〈(aq(t + τ)−〈aq(t)〉)〉2 ·
√

〈as(t)−〈as(t)〉)〉2
,

(3)

where τ – predefined time lag σi – variance of re-
gional activity in the query region (i = q) or seed re-
gion (i = s) σqs(τ) = (aq(t +τ)−a(t))(as(t)−as(t)) –
covariance of the fluctuations in neuronal activity in
the query and seed regions, respectively,

• coherence in the frequency domain:

Hqs(ν) =
|Sqs(ν)|2

Sq,q(ν) ·Ss,s(ν)
, (4)

where: Si j(ν) is the Fourier cross-spectrum (i =
q, j = s) or the Fourier power spectrum (i = j = q,s)
of the related covariance functions,

• coherence in the frequency domain [3]:

Hqs(ν) =
|Sqs(ν)|2

Sq,q(ν) ·Ss,s(ν)
. (5)

Determination of decomposition and clustering requires the
application of one of the following techniques.
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The first one is singular value decomposition (SVD) [3]:

X = UΣV T
, (6)

where: X : N ×M dimensional matrix of zero mean data
with all M functional images concatenated into M column
vectors containing N ·M pixels each, U : N×N dimensional
matrix of eigen images of the N ×N-dimensional correla-
tion matrix, V : M×M dimensional matrix of eigenvectors
of the corresponding kernel matrix K = X T X , Σ : rectan-
gular N ×M-dimensional matrix containing non-negative,
real-valued singular values along its diagonal with only
min(M,N) singular values being different from zero.

The next two methods are principal component analysis
(PCA):

XXT = UΣΣTUT = ŨŨT
, (7)

and independent component analysis (ICA):

XT = MH , (8)

where: XT: matrix containing spatial activity distribution in
its rows and different observation time points in its columns,
H: matrix containing, in its rows, independent spatial ac-
tivity distributions which are assumed to best characterize
the observations, M: containing in its rows the correspond-
ing weights with which each independent component con-
tributes to the observation at any given time point.
The last technique is non-negative matrix and tensor fac-
torization (NMF/NTF) [3].
An alternative approach consists in the application of mul-
tivariate auto-regressive models (MVAR) [4], [3]. Effective
connectivity (EC) reflects the influence that one neuronal
system exerts upon another, thus reflecting causal interac-
tions between activated brain areas, i.e. combines structural
and effective connectivity [3].
Structural connectivity has been studied by modeling sta-
tistical dependence between the features of cortical regions.
The main statistical metrics used include correlations be-
tween gray matter thickness. In addition, it has been pro-
posed that partial correlations be used for inferring brain
structural connectivity using gray matter volume, instead
of the Pearson correlation, since this approach removes
the effects of confounding correlations introduced due to
canonical dependence between data (Figs. 1–3). Three ba-
sic factors play a key role here: methods of parcellation of
the cortex (i.e. node selection criteria), threshold selection
(i.a. for connection metrics), strength of the relationship
between anatomical structure and cognitive function (both
in healthy and damaged nervous systems).
Further on in the text, a proprietary approach to the
Alzheimer’s disease (AD) is proposed. AD is the most im-
portant age-related neurodegenerative disorder in developed
societies. Prevalence of AD in Europe was estimated at
5.05%. Prevalence in women is higher (7.13%) compared
to 3.3% in men, and increases with age. Incidence of AD
in Europe was 11.08 per 1000 person-years. Incidence in
women is 13.25 per 1000 person-years men, compared to
7.02 per 1000 person-years in men, and increases with age.

Fig. 1. High-angular resolution diffusion imaging of the human
brain: (a) coronal view, (b) sagittal view, (c) axial view; red color
describes left-right fibers, green shows anterior-posterior fibers,
and blue indicates fibers through the brainstem [5]. (For color
pictures see the electronic version of the paper).

Currently, AD diagnosis is based on a subtle cognitive de-
cline in the patient’s preclinical health status, detected us-
ing neuropsychological tests. Treatment is based on symp-
tomatic therapies, and research enhancing early detection
of the disease and preventing pathological changes in the
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Fig. 2. White matter fiber architecture of the brain; red color
shows left-right fibers, green presents anterior-posterior fibers, and
blue color illustrates fibers through the brainstem [5].

Fig. 3. Architecture of complex interconnections of the brain;
warmer colors identify stronger connections and cooler colors
identify weaker connections [5].

brain is of key importance. Computational models may
significantly increase the understanding of the mechanism
underlying the onset of neurodegenerative diseases, and
may support development of novel diagnostic and thera-
peutic methods. Only several studies published over the
past decade have been identified line [6]–[12].

3. Alzheimer Disease Case

3.1. aMCI and Late Life Depression as AD Predictors

AD is one of the most prevalent neurogenerative brain
disorders, affecting an increasing number of people in

aging societies of developed and developing countries and
creating a number of medical, social and economic chal-
lenges. Current research focuses on the following key is-
sues: increasing number of people diagnosed with AD, de-
velopment of effective therapies and decreasing costs asso-
ciated with treating and monitoring patients. The diagnostic
criteria remain ambiguous, making it difficult to recognize
AD symptoms as early as possible. The amnestic form of
mild cognitive impairment (aMCI) is regarded as a precur-
sory phase of AD. Even 75–80% of patients with aMCI
finally develop AD [13].
Cognitive functions deficits are often accompanied or pre-
ceded by emotional, behavioral and motivational disorders.
Late life depression occurs in up to 20% of patients with
AD and affects about 3.0-4.5% of adults aged 65 and
over [14], [15]. Both aMCI and late life depression are
perceived to be risk factors for the onset of dementia in
elderly people, being also significant early markers thereof.
Elderly people experience health problems that are accom-
panied by dementia and often also by depression. By taking
into account late age depressive disorders in determining
the pathogenesis of neurodegenerative processes, another
step towards their better understanding may be taken. Re-
search concerning relationships between dementia and de-
pression, their causes, clinical manifestations and treatment
is of significant clinical importance.
AD constitutes a dominant form of dementia in Europe
(up to 60% of all cases). The exact percentage share of
patients with late life depression converting into aMCI or
dementia is still unknown, especially taking into consid-
eration scarce knowledge about the preventive influence
of antidepressants in the deterioration of cognitive func-
tions. A close dependency may be observed here: occur-
rence of dementia impacts the psycho-pathological picture
of depression and, vice versa, depression may dramatically
worsen the health status of elderly patients. There is no
doubt that aMCI patients display more severe cognitive im-
pairments affecting all domains, while late life depression
individuals show worse executive function- and memory-
related results [16]. Unfortunately, no validated markers are
capable of precisely predicting the conversion from aMCI
to AD. Current clinical diagnosis is based mainly on ob-
servation and neuropsychological examination, as well as
on AD biomarkers: β -amyloid in cerebrospinal fluid, use
of PET and assessment of neuron damage with the use of
tau marking, assessment of brain metabolism in PET and
cerebral atrophy in MRI [17].

3.2. Neural Correlates of aMCI and Late Life Depression

Structure and function of the central nervous system (CNS)
of patients with (a)MCI, depression and AD differ from
those of healthy elderly individuals [18], [19]. However,
exact differences within brain structures and functions
between these MCI subtypes, depression, and AD have not
been studied yet. Neuroimaging as a way of determining
the conversion of aMCI patients with apolipoprotein E4
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(ApoE-E4, aMCI-E4 patients) to AD was researched by
Chen et al. [20]. Impaired structure and function of the
hippocampus, constituting a part of the medial temporal
lobe memory system, is regarded as a valuable predictor
of progression from aMCI to AD. As it is affected by neu-
ropathological changes at the earliest phase, it may show
progressive degeneration associated with progression from
aMCI to AD [20]. Increased diagnostic efficiency may show
a combination of biomarkers derived from neuroimaging
(especially MRI), ApoE, and cognitive scores [21].
Hippocampus, posterior cingulate cortex and corpus cal-
losum are currently the key areas of studies focusing on
aMCI and AD that are based on the use of structural MRI
(sMRI), functional MRI (fMRI), and diffusion tensor imag-
ing (DTI). The neuroimaging abnormalities observed dur-
ing the progression of aMCI to AD may affect, primarily,
posterior brain regions and may gradually progress to the
anterior areas. Current results of the aforementioned stud-
ies, however, are insufficient to build effective predictive
models that could be applied in screening and diagnosing
aMCI and AD. As far as the assessment of the specific risk
of conversion from aMCI to AD is concerned, the Brain
Age Gap Estimation (BrainAGE) method, determining the
impact of ApoE genotype on structural brain aging, proves
to be an accurate tool, even if information on the patient’s
ApoE status is missing [21]. A multi-tool approach (sMRI,
fMRI, DTI) has been adopted by Yu et al. in [23] to ana-
lyze neuroimages of brain in patients with aMCI and vas-
cular MCI (VaMCI). Microstructural alterations revealed
by multimodal MRIs, including sMRI, resting-state func-
tional MRI and DTI, and accompanied by neuropsycho-
logical changes, were observed in [24]. The results of re-
cent EEG-based studies focusing on aMCI, late life depres-
sion and AD, as well as on the diagnostic value of spectral
analysis of EEG (at rest) in the process of differentiating
aMCI in routine clinical practice, are questioned. Analysis
of synchronicity of bioelectrical activity of the brain may
improve the situation. Combination of neurophysiologi-
cal and neuroimaging methods may provide much better
outcomes.

3.3. Computational Concepts of aMCI Simulation

The correlation between cognitive states and network char-
acteristics is rather clear, but remains multi-factorial. From
the computational modeling point of view, AD has been
previously linked with the concept of underlying patholog-
ical brain network disorganization and less efficient infor-
mation processing.
The current approach has not provided explanations for
pathological alterations of brain network functions during
the preclinical phase of aMCI yet. The following types of
functional disorganization was shown:

• functional disorganization correlated with the partici-
pant’s generic cognitive status in healthy people, in
patients with aMCI and with mild dementia,

• “small world” brain architecture identified in aMCI
patients relative to patients with mild dementia,

• significant reduction in brain architecture in both
aMCI and MD patients, relative to the group of
healthy controls.

Pathological changes in the organization of brain networks
are caused mainly by deficient local information process-
ing (lower local clustering, reduced strength of functional
hubs), despite some compensatory phenomena observed
and having the form of the formation of additional hubs
in left frontal and parietal regions. The aforementioned
changes resulted in declined functional organization of the
network, even during the prodromal/preclinical phase [23].
On the other hand, induction of neuroplasticity of the ma-
ture human brain by combining cognitive and physical ac-
tivity (e.g. dancing) leads to the prevention of demen-
tia. Traditional Greek dances may improve optimal net-
work performance (small-world properties, local network
changes causing better information flow and functional re-
organization of the network nodes) [25]. Moreover, there
may be diverse computational mechanisms of aMCI, since
various aMCI clinical sub-types have been identified as
being of the single domain (SD) or multi-domain (MD)
variety, resulting in the heterogeneous syndrome with dif-
ferent probabilities of progression from aMCI to AD. Ab-
normalities underlying MD-aMCI distributed across tem-
poral, frontal, and parietal cortices showed that MD-aMCI
is a transition stage between SD- aMCI and AD [26].
The brain network in aMCI patients displayed a discon-
nection syndrome and a loss of small world architecture.
The aforementioned features may be influenced by numer-
ous factors – see e.g. deterioration of the cognitive state in
diabetic patients, reflecting a less optimal network organi-
zation [27]. Cortical sources small worlds net of resting
EEG in eyes-closed/open differs in aMCI and AD patients
in comparison to healthy subjects. The aMCI small world
architecture presents midway properties between AD and
healthy subjects, but in the low frequencies (delta and theta
bands), the aMCI group presents a network architecture
that is similar to that of healthy individuals. Such results
may confirm the hypothesis stating that aMCI constitutes
an intermediate step in the progression of AD [28].
Small world topology networks constructed by cortical
mean diffusivity in aMCI and AD are not well known so
far. But one may state that patients with aMCI and AD
show abnormal small-world properties of cortical diffusiv-
ity networks reflected by a higher degree of clustering and
longer path lengths, i.e. less optimal topological organiza-
tion. According to the best current knowledge, changes of
cortical diffusivity in topological network organization, the
average complexity of connections and the disrupted hub
regions in aMCI may be useful in identifying patients in
the prodromal stage of AD, as they reflect microstructural
neurodegeneration [29]. Network construction optimization
problems may be a key for a deeper understanding of the

61



Piotr Prokopowicz, Dariusz Mikołajewski, Krzysztof Tyburek, and Piotr Kotlarz

complexity of the transition between healthy, aMCI, and
AD states [30]–[32].
Our approach may be simpler than a complete solution to
the aforementioned problem. The complete solution re-
quires that two areas be converged:

• underlying mathematical model of the partial differ-
ential equation (PDE, e.g. Bloch-Torrey PDE), har-
monic analysis, and algebraic geometry,

• technology, primarily diffusion magnetic resonance
imaging (dMRI).

The aforementioned approach creates an efficient solution
to the 3-dimensional imaging problem. It is achieved firstly
by the reconstruction of a homogeneous polynomial rep-
resenting a real-valued function on a sphere, based on
dMRI data. Then, these data sets are analyzed by being
decomposed into a sum of powers of linear forms. The ul-
timate result requires combination and mapping of neural
fibers, i.e. multiple-fiber reconstruction of the brain map.
Multiple compartment transformation of the Bloch-Torrey
PDE is used to reduce oscillations in the searched-for so-
lution and simplifies the implementation of the boundary
conditions:

δ
δ t = −Iγ f (t)G(r)M(r, t)+∇ · (D(r)∇M(r, t),

r ∈ ⋃

ΩI , (9)

and for each compartment ΩI :

δ
δ t

∫

ΩI
Mνdr = −Iγ f (t)

∫

ΩI
GMνdr

−
∫

ΩI
D∇M ·∇νdr +

∫

δ ΩI∩Γ
D∇M ·nlνds

+

∫

δ ΩI∩δC
D∇M ·nlνds .

(10)

Then, the similarity, weak form of the steady-state Laplace
PDE is:

∫

ΩI
D∇W ·∇νdr−

∫

δ ΩI∩Γ
D∇W ·nlνds

+

∫

δ ΩI∩δC
D∇W ·nlνds = 0 ,

(11)

where: γ = 2.67513 ·108rads−1T−1, D(r) – intrinsic diffu-
sion tensor, nl – outward pointing normal, ν – test function,
M(r, t) – magnetization, function of position r and time t,
depends on diffusion gradient vector g and time profile
f (t) [33].
EniCS finite elements platform and the Salome mesh gener-
ator may be applied to solve the aforementioned problems
numerically.
As far as less efficient information processing is concerned,
brain network dysfunction analyzed at the systemic level
may be a key issue: aMCI with AD showed abnormali-

ties both in regional brain activation and large-scale brain
networks:

• aMCI patients show hypoactivation in default, visual,
and frontoparietal networks, relative to healthy con-
trols,

• AD patients show hypoactivation in default, visual,
and ventral attention networks, relative to healthy
controls,

• both group of patients (aMCI and AD) show hyper-
activation in default, frontoparietal, ventral attention,
and somatomotor networks, relative to healthy con-
trols,

• MCI and AD present different pathological changes,
sharing even similar compensatory large-scale net-
works relied upon in fulfilling cognitive tasks [32].

The response time (RT) necessary for safe, appropriate,
and efficient environmental interaction required in real life
is normally distributed for cognitively healthy older adults,
but not for the aMCI group [22]. A high degree of intra-
individual variability (IIV) has been observed, and results
reveal a dichotomy between the preservation of RT along
with aging, a phenomenon that is probably strongly related
to the research methodology used. Current approaches are
based on simple clinical tests and scales - there is a lack of
a widely accepted integrated computational approach.
The first of the aforementioned approaches to brain network
disorganization gives a detailed picture of brain connec-
tions, but not so of brain mechanisms, especially mecha-
nisms of a higher level of abstraction associated with mem-
ory, reasoning and decision-making processes. The other
approach (less efficient information processing) shows the
behavior and, partly, the associated mechanisms, but re-
quires that the computational description rules reflecting
its function be determined.

4. Fuzzy-based Approach

Our approach to fuzzy-based computational analysis of
brain processes has already been described before [34],
[35]. We developed a novel computational tool: hierar-
chical fuzzy systems based on ordered fuzzy numbers,
i.e. the direction of the calculation/operation has its own
meaning [36], [37]. Thus, the theory of fuzzy sets of-
fers help in defining formal models in situations in which
only a linguistic description is possible. It may be eas-
ily adapted to reflect the “fuzziness” of neurodegenera-
tive changes associated with AD and aMCI. A fuzzy de-
scription of signal transformation performed through the
complex spatial properties of brain networks, from opti-
mization of network structure thanks to long time develop-
mental and learning processes, toward a non-optimized or
even distorted connectome due to neurodegenerative pro-
cesses, and with time complexity of the step-by-step tran-
sition between healthy brain, through aMCI, toward AD,
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allows for more precise control and prediction. The modu-
lar fuzzy approach proposed better reflects various speeds
and other properties of disturbed simultaneous hierarchi-
cal data processing, as well as co-occurrence of numer-
ous signals. The models are more flexible and simpler
to adapt. Thanks to the aforementioned properties, low-
cost less time-consuming simulations, a considerably higher
number of variables may be tested, enabling to reflect IIV.
Intuitive information provided by experienced brain mod-
eling scientists may be represented in a simpler manner,
with growing and decreasing dependencies [38]. Invalidly
synchronized (or non-synchronized) structures may be de-
scribed, for instance by weaker-than-usual co-occurrence of
excitation/inhibition, making them hard to detect. Such an
approach may help reflect structural connectivity (SC) as
a part of functional connectivity (FC).
The aforementioned approach may introduce new quality
to various cognitive changes and their differential diagno-
sis. Changes in the patient’s nervous networks may take
place much earlier than visible symptoms and diagnostic
outcomes may be identified. Therefore, the proposed ap-
proach simultaneously creates a need for novel brain state
visualization tools. Furthermore, the proposed fuzzy-based
approach allows for more advanced OFN-based brain func-
tion trend modeling. Such an approach may offer an in-
creased predictive value based on current and new knowl-
edge gathered.
A proper choice of fuzzification and defuzzification method
exerts a key impact on the correctness and effectiveness
of the entire model, including accumulation of losing bits
of information (see [39]). Our proposal processes a com-
plex functionality that is expressed linguistically by a fuzzy
system, without fuzzification and defuzzification stages
used as a fuzzy inference block (FIB). Moreover, its con-
ceptual basis is enhanced by cascade-based modeling of
complex relations, described linguistically. Every FIB may
represent one agent from the multiagent architecture. De-
spite the high degree of complexity of the model, we
can still describe relations at various stages linguistically.
Multi-input and multi-output semi-cascades of FIBs may
simultaneously reflect various conditions and co-operation
states of diverse brain networks, with the required scalabil-
ity. Hence, it seems that the small world network is widely
accepted as a scalable intrinsic miniature of the nervous
system.
The maximum value of the reward function R guarantees
that the best change may be found in a given step. The
reward function changes dynamically during the time steps.
Therefore, better choice is improving other parameters e.g.
learning rate coefficient. The change of the weight between
ni and n j is calculated as:

dwi j

dt
= aR(t)ei j(t) , (12)

where: a – learning rate, R – reward function, ei j – eligibil-
ity trace between ni and n j neurons from the two adjacent
layers.

In our approach, we focus inter alia on modeling the learn-
ing rate with OFN, and on trend analysis. Such an approach
may reflect the stochastic behavior of simple, reliable, very
fast, low-power computing devices embedded in recursive
brain-like architectures.

5. Discussion

Computational neuroscience is developing rapidly and pro-
vides a variety of modern tools for analyzing functional
interactions of the brain and for detecting pathological
deviations caused by neurodegeneration. Identification of
functional and neural markers enabling to diagnose adverse
cognitive changes associated with MCI and depression,
and leading to an early diagnosis of AD, is a key objec-
tive of modern neuroscience and geriatrics. Unfortunately,
there is lack of comparable reviews. What more there is
hard to cover all possible issues and factors in a single
study.
The point of view of the authors formulates a concept that
is still at an early stage of development and needs further
discussions. It aims at ensuring lower computational com-
plexity, as well as wide acceptance and availability, but
still suffers from many limitations that are mentioned be-
low. Further tests and numerical results, including compart-
mental studies, will be presented in the future. However,
an advanced approach based on computational intelligence
seems to constitute another breakthrough in brain function
modeling.
Limitations of the proposed concept are twofold: they re-
sult from the complexity of the brain (and lack of its direct
modeling) and from the characteristics of the proposed con-
cept. The diversified location of brain changes, the level
neural correlations between aMCI and depression, the con-
nection between distant areas of CNS, diverse clinical sub-
types, and a few clear ”cause-effect” relationships are the
main challenges that need to be faced while conducting re-
search. There is a need for novel approaches which meet all
of the abovementioned criteria, simultaneously being more
complex and precise, offering enough explanatory and pre-
dictive power, as well as allowing for further development
of computational models of neurologic diseases and deficits
in elderly patients [40], [41], [42], [43].
Computer tools allow to collect and analyze (with the use
of artificial intelligence) significant amounts of information.
Diverse combinations, such as AD only, AD and coexist-
ing depression, AD with aMCI, AD with aMCI and associ-
ated depression, or AD with depression, may be identified
in an easier manner. The area and progress of pathologi-
cal CNS processes should be defined by means of a cer-
tain boundary point, thus enabling them to be distinguished
precisely.
A comprehensive patient diagnosis is needed to get a clear
understanding of the impact of various areas, levels and
severities of underlying neurodegenerative changes. The
main advantages will have the form of a deeper understand-
ing of dementia’s development pathomechanisms. The ulti-
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mate result will be a flexible, multidimensional diagnostic
procedure, enabling to early detect pre-AD effects and to
apply a suitable treatment wherever possible.

5.1. Directions for Further Research

Future research should focus primarily on developing a soft-
ware tool, but there are many other issues that may con-
tribute to a rapid increase in the potential of the proposed
approach. A fuzzy system may be suitable for shape the
control signal and for developing much more advanced
control structures. Fuzzy logic and model predictive control
methodologies may create a novel multi-parametric pro-
gramming (MPT) approach. Advanced BCI applications
require real time solutions, but brain subsystems simula-
tion requires only low-cost post-hoc operation. Therefore,
the use of the fuzzy MPT technique may be an efficient and
a relatively simple and cheap solution [44].
Despite the great expressive power of fuzzy systems, they
also suffer from specific limitations in terms of modeling
neurobiological systems. Determination of exact values of
some parameters and of the associated structures is not
always possible. Therefore, it is difficult to exactly corre-
spond to some quantitative properties of the modeled sys-
tem. Even a formal analysis of graph-based models, such
as Petri nets (structure of a directed bipartite graph), may
be general. We should be also aware that the lead time of
neurobiological responses exerts a significant influence on
the overall behavior of the human body and on the mod-
eled system. Hence, Petri nets may enable, with time, to
perform detailed and accurate modeling and analysis of the
modeled system [1].
There are also other concepts that should be taken into con-
sideration in the course of future studies, such as granular
computing [45], [46] or flexible and reliable fuzzy logic-
based decision support systems [47].

6. Conclusions

In this paper, the concept of a fuzzy logic-assisted decision
support system (DSS) has been introduced. Thanks to FL,
the proposed solution provides a valuable insight into the
understanding of the aforementioned processes, relying on
descriptive, fuzzy-based methods, without the need to per-
form a complex analysis. Early and precise identification of
patients with aMCI, late life depression or AD is of great
significance for introducing successful prevention and in-
tervention programs. Future studies on aMCI and late life
depression should cover computational models and ought
to provide stronger evidence allowing to adopt a novel ap-
proach to prevention, diagnosis and treatment of AD. Such
an approach may fill the existing gap between theoretical
hypotheses and experimental studies. The majority of com-
ponents of the aforementioned mechanisms and associated
treatment strategies still need to be confirmed by future
studies.
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