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Abstract—This paper investigates the design of a modified

matrix interleaving algorithm as a way to improve the perfor-

mance of turbo codes. This proposed solution, known as the

matrix-dithered golden (MDG) interleaver, utilizes the charac-

teristics of a matrix interleaver combined with the golden sec-

tion theory. The performance of the proposed interleaving

method is compared with that of matrix (M), random (R), and

dithered golden (DG) interleavers. The comparison is made in

terms of bit error rate (BER), frame error rate (FER), com-

putational complexity, and storage memory requirement. The

turbo coded system is implemented and simulated using Mat-

lab/Simulink software. Results of simulations performed both

in the additive white Gaussian noise (AWGN) channel and the

Rayleigh fading channel demonstrate the effectiveness of the

proposed interleaver. The MDG interleaver is an effective re-

placement for random interleavers, as it improves BER and

FER performance of the turbo code and is also capable of

reducing the storage memory requirement without increasing

the system’s complexity.

Keywords—AWGN channel, golden section theory, interleaver,

iterative decoding, Rayleigh fading channel, turbo code.

1. Introduction

Since their introduction in 1993 [1], turbo codes have re-

ceived considerable attention and are currently the subject

of extensive research [2], [3]. This is not only because of

their powerful error correcting capability, but also because

of their flexibility in terms of providing different block

sizes and code rates [4]. A turbo code encoder consists of

a parallel concatenation of two recursive systematic convo-

lutional (RSC) encoders separated by an interleaver [5], [6].

The interleaver is a device that takes a given sequence of

symbols at the input and produces identical symbols at the

output, but in a different temporal order. The binary data

sequence entering the turbo code’s internal interleaver is de-

noted by dN , where N is the length the data sequence. The

binary data sequence at the output of the turbo code’s in-

internal interleaver is denoted by dN−∆. The corresponding

coded data is the binary output X3N . A turbo code de-

coder employs two cascaded decoding blocks. An iterative

Fig. 1. (a) Turbo encoder structure, (b) turbo decoder structure.
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scheme is used for decoding the turbo codes such that the

overall performance can be improved [2], [3]. The struc-

tures of the turbo encoder and decoder are shown in Fig. 1.

It has been found that one way to improve the performance

of a turbo coded system is to use a good interleaver struc-

ture [5], [7], [8]. Therefore, interleaver design is the subject

of numerous research projects and a number of algorithms

have been developed [9]–[20]. It is asserted for turbo codes

that interleavers with some randomness tend to perform

better than their fully structured counterparts, especially

for large block sizes. However, a turbo coded system with

a built-in random interleaver suffers from the problem of in-

sufficient flexibility. A change in the length of interleaving

requires another search of the interleaving pattern, which

implies a more complex implementation. Furthermore, the

generated interleavers, characterized by different lengths,

should be stored separately in the memory [9], [10]. This

causes a serious storage-related concern in a scenario in

which many interleaving lengths need to be supported.

This paper introduces a modified architecture for a ma-

trix interleaver, referred to as the matrix-dithered golden

(MDG) interleaver which can resolve the problems of the

existing random interleavers. The matrix-dithered golden

interleaver aims to improve the BER and FER of turbo

code, and to minimize the memory requirement by avoiding

the need for generating and storing individual interleaving

patterns for different interleaving lengths.

The rest of the paper is organized as follows. In Section 2,

matrix, random and dithered golden interleavers are briefly

explained. In Section 3, we present the designing method of

the proposed interleaving algorithm. Simulation results and

performance evaluation of these interleavers are provided

and discussed in Section 4. The conclusion is presented in

Section 5.

2. Interleavers

The interleaving process is a useful technique to enhance

the error correcting capability of a turbo code [19]. Thanks

to the interleaver, turbo codes can deal with burst errors by

converting error patterns that contain long sequences of se-

rial erroneous data into a more random error pattern, thus

distributing errors among many code vectors [21]. Turbo

codes work much better when errors in the received se-

quence are spread far apart [2]. An interleaver is used to

randomize the error locations by taking a given sequence

of symbols, and permutes their positions in a different tem-

poral order [22], [23]. The inverse of the interleaving pro-

cess is called deinterleaving and restores the interleaved

sequence.

In general, we can classify interleavers into two broad cate-

gories [5], [7], [8]: random and deterministic interleavers.

For deterministic interleavers, the position of every data

bit is known according to an algorithm, while for random

interleavers the position of each data bit is random. Some

useful interleavers used in turbo code are discussed below.

The matrix interleaver [7], [11], [22] is one of the sim-

plest types that is most commonly used in communication

systems. This type of interleaver is easy to implement in

practice and is characterized by a process in which data is

permuted by being written row-wise and read column-wise.

The matrix interleaver may have a good minimum distance,

but the high multiplicity of low-weight code words makes

this interleaver unsuitable [23], [24].

The interleaver with random properties is one of the essen-

tial building blocks of turbo codes [7], [18], [23]. Such

an interleaver generates a random mapping between the

input and output positions. Once the symbols are intro-

duced into a random interleaver, the output symbols are

chosen randomly, so that the same symbol that has already

been selected is not repeated [21]. As the selection is ran-

dom, it will be impossible to know the symbol positions at

the interleaver output. Therefore, it would be necessary to

maintain a correspondence table showing the dependence

between the old and the new positions of the interleaved

symbols, so that they can be deinterleaved [18], [24]. The

random interleaver requires N indexes to be stored in order

to implement an interleaver of a length of N. The funda-

mental concept of a random interleaver is simple, but its

practical realization is more complex than that of a matrix

interleaver [17], [23].

The golden section has applications in many mathematical

problems [25]. It has been used for designing interleavers

in turbo codes and is characterized by good proprieties [26].

Golden interleavers are based on sorting real-valued num-

bers derived from the golden section. Figure 2 illustrates

the golden section principle.

Fig. 2. Golden section principle.

For a given line segment of length 1, the problem is to

divide it into a long segment of length g, and a shorter

segment of length 1−g, such that:

g
1

=
1−g

g
.

Using this principle, the golden section value is calculated

as g≈ 0.618 [8], [12], [22]. The first step in calculating the

interleaver indexes is to compute the golden section value g.

The second step is to compute the real increment value C,

as:

C =
N(gm + j)

r
, (1)

where N is the length of the data sequence, m is a prese-

lected non-zero positive integer preferably set to 1 or 2, r is

a preselected non-zero integer defining a spacing between

any pair of input elements that are to be maximally spread,

and j is a preselected integer modulo r. In a typical im-

plementation, j is set to 0, and r is set to 1 [8], [22], [26].

The third step is to generate a real-valued dithered golden

vector v. The elements of v are calculated as:

v(n) = [s+n×C +d(n)] mod N, for n = 1 to N . (2)

36



Design of a Modified Interleaving Algorithm Based on Golden Section Theory Enhancing the Performance of Turbo Codes

In Eq. (2), s is any real starting value and d is a dither

vector. The starting value s is usually set to 0, but other

real values can be selected. The dither vector is uniformly

distributed between 0 and N×D, where D is the normalized

width of the dither distribution d(n) and is set to 0.01,

according to [8], [14], [26]. The next step is to sort the

dithered golden vector v and find the index vector Z that

defines this sort, i.e. to find a sort vector Z such that a(n) =
v[Z(n)] for n = 1 to N, where a = sort(v). The dithered

golden interleaver indexes are then given by α[Z(n)] = n,

for n = 1 to N. In fact, vector Z is the inverse interleaver

for α . The dithered golden interleaver requires the use of

index memory for storing precomputed indexes. If the full

indexes are stored, then the index memory can be excessive.

3. The Matrix-Dithered Golden

Interleaving Algorithm

The process of designing a matrix-dithered golden (MDG)

interleaver is performed according to the flowchart shown

in Fig. 3. The interleaving design comprises four steps:

Step 1

Prepare the golden section model with its control parame-

ters: D, s, m, r, and j. The values of the control parameters

of the golden section model adopted in this paper are: s = 0,

m = 1, D = 0.1, j = 9, and r = 15.

Using the defined golden section model, generate two dither

vectors sequences drow and dcolumn of real numbers with

their length equal to the length of the largest frame N:

drow(n) = {dr1, dr2, . . . ,drN},
drow(n) ∈ [1, N×D], n ∈ [1, N] , (3)

dcolumn(n) = {dc1, dc2, . . . ,dcN},
dcolumn(n) ∈ [1, N×D], n ∈ [1, N] . (4)

Step 2

Start with the conventional matrix interleaver M. Find an

appropriate number of rows Nr and determine the number

of columns Nc for a particular frame size N. The range

of the input frame size is divided into two sub-blocks and

each sub-block has a different row number and a different

column number given by:

Nr = floor(
√

N), if N < 512 ,

Nr = floor( 3√N), if N ≥ 512 ,

Nc = ceil
N
Nr

. (5)

Write, in a row-wise fashion, left to right, and starting with

the top row, the input data Din into a matrix M with Nr
rows and Nc columns.

M(i, :) = Din
[

(i−1)×Nc +1 : i×Nc
]

, for i = 1 to N . (6)

Write the vector drow inside a matrix Mdrow
having Nr rows

and Nc columns to obtain Nr different drow vectors, each

with length Nc, and write the vector dcolumn inside a ma-

trix Mdcolumn
, having Nr rows and Nc columns to obtain Nc

different dcolumn vectors, each with length Nr.

Step 3

Using Eq. (7), generate the dithered golden matrix vrow,

and order each row according to its magnitude, to form the

intra-row permutation matrix Zrow. Indexes matrix Zrow
and matrix arow, which is the sorted version of matrix vrow,

are related as Eq. (8):

vrow(i, :)=
[

s+ i×Crow +Mdrow(i, :)
]

modNr, for i=1 to Nr ,

(7)

arow(i, :) = vrow
[

Zrow(i, :)
]

, for i=1 to Nr . (8)

Perform the intra-row permutations of matrix M, based on

the constructed intra-row permutation pattern Zrow.

Mrow(i, j)=M
[

i, Zrow(i, j)
]

, for i=1 to Nr, j=1 to Nc .

(9)

Step 4

Similarly, to the step 3 and using Eq. (10), generate another

dithered golden matrix vcolumn, and order each column of

this matrix according to their magnitude, to form the intra-

column permutation matrix Zcolumn. Indexes matrix Zcolumn

and the matrix αααcolumn, which is the sorted version of the

matrix vcolumn, are related as Eq. (11):

vcolumn(:, j)=
[

s+ j×Ccolumn +Mdcolumn
(:, j)

]

mod Nc,

for j=1 to Nc , (10)

αααcolumn(:, j) = vcolumn

[

Zcolumn(:, j)
]

, for j = 1 to NC .

(11)

Perform the intra-column permutations of matrix Mrow ob-

tained in step 3, based on the constructed intra-column per-

mutation pattern Zcolumn:

Mcolumn(i, j) = Mrow
[

Zcolumn(i, j), j
]

,

for i = 1 to Nr, j = 1 to Nc . (12)

Finally, the entire data block is read from the permuted

matrix Mcolumn, column-wise, top to bottom, starting with

the left column:

Dout
[

( j−1)×Nr+1 : j×Nr
]

=Mcolumn(:, j), for j=1 to Nc .

(13)

4. Comparative Performance Analysis

of Interleavers

To verify the effectiveness of the proposed interleaving

approach, comparisons to matrix (M), random (R) and

dithered golden (DG) interleavers have been made based

on such parameters as complexity, BER, FER, and memory

usage. These interleavers were introduced into an unpunc-

tured turbo code at the rate of 1/3, in which two identi-
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Fig. 3. Flowchart of the MDG interleaver algorithm.

cal recursive systematic convolutional encoders of genera-

tor polynomials (7,5)oct , having the constraint length,

K = 3, are connected in parallel [6], [7], [14], [26]. The

turbo coded system is implemented and simulated using

Matlab/Simulink software. All simulation results presented

are based on iterative decoding using the maximum a pos-

teriori (MAP) algorithm [2]. Turbo decoders suffer from

high decoding latency due to the iterative decoding process.

Latency can be lowered by reducing the number of required

decoding iterations. Hence, the number of iterations in the

decoder is selected to equal 7. Two noise models were

considered: AWGN channel and Rayleigh fading channel.

The data length is taken as 400 and 1024 bits. For each

SNR value, the simulation stops after having counted at

least 60 error frames. The trellis termination is applied to

both RSC component encoders.

The normalized width of the dither distribution D and other

parameters, such as m, r, and j is an important design

parameter for generating the dithered golden vector. Hence,

in this paper, we perform a search for the best values of

these design parameters, by using the BER and FER as

a measure of quality.

Figure 4 shows the influence of design parameters D, j, r,
m, and the number of matrix row Nr on the performance of

the matrix-dithered golden interleaver in a Rayleigh fading

channel, for two interleaving sizes N =400 and N =1024.

Performance of the matrix-dithered golden interleaver de-

pends on the choice of the design parameters. The re-

sult shows that for a small frame length of approximately

400 bits, the best results are obtained by selecting the

number of rows of the interleaving matrix to be Nr =
floor(

√
N). For large frame lengths, i.e. of 1024 bits, the
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Fig. 4. Influence of the MDG interleaver design parameters on the BER and FER performance in the Rayleigh fading channel: (a) frame

length N = 400 and (b) frame length N = 1024.

Fig. 5. BER and FER performance comparison between interleavers in the AWGN channel: (a) frame length N = 400 and (b) frame

length N = 1024.

selection of the number of rows as Nr = floor( 3
√

N), im-

proves the interleaver’s performance. The result also shows,

that for any frame size, the best BER and FER perfor-

mances is obtained for matrix-dithered golden interleaver

with design parameters are set as the normalized width of

the dither distribution D = 0.1, j = 15, r = 9, and m = 1.
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Fig. 6. BER and FER performance comparison between interleavers in the Rayleigh channel: (a) frame length N = 400 and (b) frame

length N = 1024.

Table 1

Comparison of the computational complexity in terms of the number of cycles required to obtain the interleaving pattern

Interleaver length
Random Dithered golden Matrix Matrix-dithered golden

interleaver interleaver interleaver interleaver

N = Nr×Nc N N 2× (Nr×Nc) 2× (Nr +Nc)

Figures 5 and 6 show the comparisons of BER and FER

performance in AWGN channel and Rayleigh fading chan-

nels, respectively. A turbo code with the interleaving length

of N = 400 and 1024, and decoding iterations of 7 is tested

in this comparison. The following algorithm design pa-

rameters are used: D = 0.1, j = 9, r = 15, m = 1, with the

frame lengths equaling N = 400 and N = 1024.

Figures 5–6 show that almost the same turbo code behavior

is recorded both in AWGN and Rayleigh fading channels.

However, there is a fall in performance recorded in the

Rayleigh fading channel, compared to AWGN. This loss

equals approximately 3 dB. It is also observed that the per-

formance of the turbo code improves significantly as the

interleaving length increases, and that the MDG interleaver

exhibits better BER and FER performance than other inter-

leaver schemes for all SNRs. Considering that an interleav-

ing length of 1024 bits and the AWGN channel are used,

the results show that performance of the matrix-dithered

golden interleaver is approximately 0.4 dB better than that

of the random interleaver, and 0.6 dB better than that of the

dithered golden interleaver at BER of 10−5. A more sig-

nificant gain is obtained relative to the performance of the

matrix interleaver. The results show that, at an SNR value

of 3 dB, the matrix interleaver has a BER of 10−4, whereas

the proposed interleaver has a BER of only 4×10−7.

In Table 1, computational complexity of the different in-

terleaving algorithms discussed in this work is presented.

Here, complexity means the number of cycles required for

the generation of interleaving patterns. The MDG inter-

leaving scheme is extremely efficient in reducing com-

putational complexity, compared to random, matrix, and

dithered-golden interleaving schemes. By using the MDG

interleaver, one may interleave a block of Nr rows and Nc
columns in 2× (Nr + Nc) cycles, since only one cycle per

row or column is needed. Performance is significantly im-

proved compared to the traditional implementation which

needs 2× (Nr×Nc) cycles.

The memory requirement for different interleavers is shown

in Table 2. The values are calculated based on the number

of interleaving patterns to be stored, as a function of number

of interleaving lengths n that need to be supported by the

interleaver. The frame length is represented as N.

The results show that in the case of the random interleaver

and the dithered golden interleaver, the memory size re-

quired for storing interleaving patterns depends on the num-

ber of interleaving lengths. Therefore, storage memory

becomes large if multiple frame lengths have to be sup-

ported by the interleaving algorithm. However, the mem-

ory requirement of the matrix-dithered golden interleaver

is independent of the number of interleaving lengths, as in

this case, only one interleaving pattern, generated for the

largest interleaving length, is to be stored instead of storing

all interleaver patterns generated for different interleaving

lengths. The slightly increased memory requirement of the
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Table 2

Comparison of memory requirements of different

interleaving algorithms

Interleaver Memory requirement

Random interleaver n×N

Dithered golden interleaver n×N

Matrix interleaver N

Matrix-dithered golden interleaver 3×N

MDG interleaver, compared with the matrix interleaver, is

related to the calculation and storage of the dithered golden

matrices for intra-row and intra-column permutations. Be-

cause the proposed approach offers better BER and FER

performance than the matrix interleaver, such a slight ad-

ditional memory requirement is acceptable.

5. Conclusion

Based on the golden section theory, a modified architecture

for a matrix interleaving scheme referred to as the matrix-

dithered golden (MDG) interleaver, has been suggested in

this paper to further improve the performance of a turbo-

coded system.

It was concluded that the proposed interleaving method

improves BER and FER performance of the turbo codes.

Compared with the random interleaver and the dithered

golden interleaver, the MDG interleaver reduces compu-

tational complexity and storage memory requirements, as

only one interleaving pattern needs to be generated and

stored. The increased memory requirement of the MDG in-

terleaver, compared with the matrix interleaver, is related to

the calculation and storage of the dithered golden matrices

for intra-row and intra-column permutations. Because the

proposed approach is characterized by lower computational

complexity, as well as by better BER and FER performance

compared with the matrix interleaver, the slight additional

memory requirement is acceptable.
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