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Abstract  The time reversal (TR) techniques used in electro-
magnetics have been limited for a variety of reasons, including
extensive computations, complex modeling and simulation, pro-
cesses as well as, large-scale numerical analysis. In this paper,
the SIBC-FDTD method is applied to address these issues and
to efficiently model TR systems. An original curvilinear model-
ing method is also proposed for constructing various obstacles
in a 2D microwave cavity and for processing the corners of the
cavity. The EM waves’ spatio-temporal focalization has been
realized, and results of the simulations further prove the accu-
racy and effectiveness of this modeling method. Furthermore,
they demonstrate that the microwave cavity processes may sig-
nificantly improve the focalization quality in terms of SSLL
enhancement.

Keywords  curvilinear modeling, EM waves focalization, SIBC-
FDTD method, TR technique.

1. Introduction

The time-reversal technique was first proposed by Bogert from
Bell Labs in 1957. In 2005, Lerosey et al. introduced the TR’s
spatio-temporal focalization in electromagnetics [1]. In their
experiments, electromagnetic wave signals emitted by the
antenna were recorded by a receiving antenna known as the
time-reversal mirror (TRM). The recorded signal was time-
reversely retransmitted by the TRM, thus resulting in focal-
ization of EM waves at the initial position of the transmitting
antenna. In recent years, more researches have focused on the
applications of this phenomenon, e.g. in the fields of acous-
tics [2]–[3], medicine [4]–[5], and communications [6]–[9].
To simulate the propagation of an EM wave throughout the
entire TR process, the finite-difference time-domain (FDTD)
method, one of the most effective numerical calculation
methods, has been widely used [10]–[13]. Its main idea is
to transform the propagation of EM waves into spatial and
temporal propulsion by discretizing Maxwell equations. It
needs to be borne in mind that boundary conditions are also
critical for simulating propagation of EM waves in a confined
space. However, since good conductors have a low skin
depth and sharp field variations, a tiny grid is required to
calculate the distribution of the EM field on their surfaces,

which significantly increases computational complexity. To
solve this problem, researchers have introduced the surface
impedance boundary condition (SIBC) to the FDTD method.
This method can directly obtain the field distribution at the
interface without considering the interior of the conductor,
thus drastically improving computation efficiency.
In 1992, Maloney et al. proposed an efficient implementa-
tion of SIBC in the FDTD method based on exponential
approximation, and various experiments have demonstrated
its applicability [14]. However, the degree of computational
complexity failed to decrease significantly.
In recent years, Mao et al. have constructed a new absorbing
boundary condition by setting surface impedance to free
space in order to terminate the outer boundary of the FDTD
computational domain [15]–[16]. This approach dramatically
reduced computational complexity without affecting the level
of accuracy.
Based on these facts, this study aims to contribute to this
increasingly popular area by exploring more effective methods
for modeling TR systems.
The paper in organized as follows. Section 2 presents the de-
rived theoretical formulas of the SIBC-FDTD method, which
can be used to model the EM wave propagation process, mi-
crowave cavities, and obstacles. It continues by explaining
the principle of TR modeling and shows how this approach
naturally leads to focalization. In Section 3, several simula-
tions are conducted to verify effectiveness of the modelling
method and to demonstrate how the presented cavity improves
the quality of focalization. Furthermore, a series of paral-
lel simulations is performed to re-validate this conclusion by
employing two customized metrics, namely side-lobe level
(SLL) and spatial side-lobe level (SSLL).

2. TR System Modeling Approach

2.1. EM Wave Propagation Modeling

With Maxwell’s equations serving as a point of departure,
time-domain propulsion formulas for the FDTD method may
be obtained by performing the central difference and discrete
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approximation to its differential form. Thus, the continuous
electromagnetic wave propagation problem is converted into
a discrete numerical problem, which is well suited to deal
with electromagnetic field calculations in large and complex
structures.
Assuming that the study space is passive and that electrical
and magnetic losses are not considered, the Maxwell time-
domain differential equations used for constructing the FDTD
algorithm can be expressed as:

∇× H⃗ = ∂D⃗
∂t
, (1)

∇× E⃗ = −∂B⃗
∂t
, (2)

where E⃗ is the electric field intensity in V/m, H⃗ is the mag-
netic field intensity in A/m, B⃗ is the magnetic flux density in
Wb/m2, and D⃗ is the electric displacement in C/m2.
Besides, constitutive relations are essential to complement
Maxwell’s equations and describe the medium’s proper-
ties. The constitutive relations for linear, isotropic and non-
dispersive media can be written as:

D⃗ = ε · E⃗, (3)

B⃗ = µ · H⃗, (4)

where ε is the permittivity of the medium in F/m, µ is the
permeability in H/m.
In solving the one-dimensional (1D) problem, it is assumed
that the electromagnetic wave propagates along the x-axis, so
both Ex andHx are equal to zero, and Maxwell’s equations
can be simplified as:

∂Ez
∂x
= µ
∂Hy
∂t
, (5)

∂Hy
∂x
= ϵ
∂Ez
∂t
. (6)

It can be noticed that the left and right-hand sides of the equa-
tion are space and time partial derivative term, respectively.
The distribution of Ez and Hy in the 1D Yee cell is given in
Fig. 1. In space and time dimensions, the E⃗ and H⃗ compo-
nents are staggered at an interval of half the grid length, an
essential basis for the FDTD method’s iteration.

Fig. 1. Distribution of Ez andHy in the 1D Yee cell.

By using Taylor formulas, the discrete form of Eqs. (5) and
(6) can be achieved as:
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Moreover, because FDTD is an infinite approximation
method, stability conditions must be set to ensure the con-
vergence of the solution. The size of the grid must also be
limited to reduce errors. The relationship is given by:

δ ¬ λmin
10
, (9)

c ·∆t ¬ 1√
( 1∆x )

2 + ( 1∆y )
2 + ( 1∆z )

2
, (10)

where δ = min[∆x,∆y,∆z] and λmin is the minimum
wavelength in the computational frequency range,∆x,∆y
and∆z are the space steps,∆t is the time step, and c is the
speed of light.
Assuming ∆x = ∆y = ∆z, the relationship can be replaced
like c ·∆t ¬ δ, c ·∆t ¬ δ√

2
and c ·∆t ¬ δ√

3
for 1D, 2D and

3D, respectively. This means that the time interval must not
be greater than the time it takes for the wave to pass through
one Yee cell at the speed of light.

2.2. 1D SIBC-FDTD Iterative Formulations for Microwave
Cavities Modeling

SIBC describes the relationship between the tangential electric
field and the tangential magnetic field at two different media
interfaces in the frequency domain. The first-order SIBC in
the frequency domain is given by:

E⃗(ω) = Zs(ω)[n⃗× H⃗(ω)], (11)

where s = jω, ω is the angular frequency, Zs(ω) is the
surface impedance of the conductor, n⃗ is a unit vector normal
to the surface of the lossy metal. Since the surface impedance
of a good conductor is

Zs(ω) = (1 + j)
√
ωµ

2σ
=

√
jωµ

σ
, (12)

Zs(ω) can be separated into the sum of surface resistance
Rs(ω) and surface inductance Ls(ω) as:

Zs(ω) = Rs(ω) + jωLs(ω). (13)

At a specific frequency, Rs(ω), Ls(ω) can be treated as
approximate constants, as Rs(ω) =

√
ωµ
2σ , Ls(ω) =

√
µ
2σω .

Hence, Eq. (11) can be rewritten as:

E⃗(ω) = [Rs + jωLs][n⃗× H⃗(ω)]. (14)

By using the inverse Fourier transform, the relationship be-
tween E⃗ and H⃗ can be expressed in the time domain as:

E⃗(t) =
[
Rs + Ls

∂

∂t

] [
n⃗× H⃗(t)

]
. (15)

Hence, the schematic diagram of the SIBC-FDTD method in
the 1D case may be shown in Fig. 2.
In the FDTD iteration formulas, by replacing the differential
operations of Ez(1+ 12 ) and Ez(n∆x+ 12 ) in the space with
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Fig. 2. Schematic diagram of the 1D SIBC-FDTD method.

a half-cell step, the Faraday-Maxwell law can be derived in
the following form:
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µ∆x−∆tRs + 2Ls
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n− 12
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(
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2∆t
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1
2
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2
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Enz (n∆x). (17)

2.3. 2D SIBC-FDTD Iterative Formulations for Microwave
Cavities Modeling

In the case of 2D (TM wave) scenario, the fundamental com-
ponents compriseHx,Hy, and Ez . The schematic diagram
of the 2D SIBC-FDTD method is similar to [16], as shown
in Fig. 3.

Fig. 3. Schematic diagram of the 2D SIBC-FDTD method.

For any Yee cell on the x-axis negative boundary (XN SIBC),
only Hy existed. The geometry is shown in Fig. 4.
By applying the SIBC equation:

Ez

(
1 +
1
2
, j
)
= RsHy

(
1 +
1
2
, j
)
+ Ls

∂Hy
(
1 + 12 , j

)
∂t

in FDTD, the derived iteration formula on XN is shown in
Eq. (18). Similarly, the iterative recipes on XP , YN and YP
can be denoted in Eqs. (19), (20), (21), respectively.

X =
µ∆x−∆tRs + 2Ls
µ∆x+∆tRs + 2Ls

H
n− 12
y ,

Fig. 4. 2D Yee cell.

Y =
µ∆y −∆tRs + 2Ls
µ∆y +∆tRs + 2Ls

H
n− 12
x ,

H
n+ 12
y
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2
, j
)
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(
1 +
1
2
, j
)

+
2∆t

µ∆x+∆tRs + 2Ls
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H
n+ 12
y

(
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1
2
, j
)
= X
(
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1
2
, j
)

− 2∆t
µ∆x+∆tRs + 2Ls

Enz (xdim, j), (19)

H
n+ 12
x

(
i, 1 +

1
2

)
= Y
(
i, 1 +

1
2

)
− 2∆t
µ∆y +∆tRs + 2Ls

Enz (i, 1), (20)

H
n+ 12
x

(
i, ydim +

1
2

)
= Y
(
i, ydim +

1
2

)
+

2∆t
µ∆y +∆tRs + 2Ls

Enz (i, ydim). (21)

2.4. Curvilinear Modeling

Unlike linear modeling of the microwave cavity, curvilinear
modeling is more complicated due to the lack of apparent
boundaries in processing corners and constructing obstacles.
The solution is to create a matrix of the same dimension
corresponding to Ez (blue dots) and to assign Ez values to
the matrix as the basis for determining boundaries, as shown
in Fig. 5:

Ez[i, j] =

{
0 if Ez is inside the obstacle

1 if Ez is outside the obstacle
. (22)

For example, if the blue dot is inside the obstacles, the ma-
trix’s corresponding point will be allocated a 1. Otherwise, it
will be a 0.
Determination of the boundary location requires judging
the values of two adjacent points in the matrix as shown in
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Fig. 5. Schematic diagram of the curvilinear modeling method.

Eq. (23). If the values of two adjacent points on the same
row are different, the Hy iteration formula should be utilized
as the boundary condition. Similarly, if the values of two
adjacent points on the same column are different, the Hx
iteration formula should be adopted:Hx
[
i, j + 12

]
is the boundary, if Ez[i, j] ̸= Ez[1, j + 1]

Hy
[
i+ 12 , j

]
is the boundary, if Ez[i, j] ̸= Ez[i+ 1, j]

. (23)

It follows from Fig. 5 that the area enclosed by the red arrow
(Hx, Hy) inside the cavity is the modeling circular obstacle,
and the area surrounded by the red arrow on the cavity’s
boundary is the cavity after the corner has been processed.

2.5. Time Reversal Modeling

The complete TR experiment is usually divided into two
stages [17]–[18], the forward stage and the backward stage,

Fig. 6. TR system.

as shown in Fig. 6. During the forward stage, the EM waves
signal emitted by source A is received and recorded by the
antenna placed at B (TRM) after complex propagation and
reflection in the cavity. During the backward stage, the first
action is to reverse the signal received at B on the time ax-
is and then the reversed signal is retransmitted, meaning that
the signal received at B first will be emitted last.
Then the reversed signal will be focused at source A after
a while (approximately the length of the receiving time). This
process is known as spatio-temporal focalization characteristic
of the TR technique.

3. Simulation Results and Discussion

3.1. Simulation Settings

In this TR simulation, the volume of the metallic microwave
cavity is 1.165× 1.165 m2, and the total cavity space is di-
vided into 104× 104 grids according to the FDTD stability
conditions. Hence, the pixel size used for SIBC-FDTD itera-
tion is approximately 0.0113 m. Moreover, a Gaussian pulse
signal is excited at the initial source point A, as shown in
Fig. 7. The pulse duration is 8 ns, the carrier frequency is
2.4 GHz, and the amplitude pulse is 104 V/m.

Fig. 7. Initial Gaussian pulse.

Moreover, the signal received by the TRM at point B during
the forward stage is shown in Fig. 8. Due to the loss of the
cavity’s metallic boundaries, the TRM receives a series of
signals whose amplitude decays gradually.
To evaluate the focalization quality in the time domain and fre-
quency domain, we have defined such parameters as side-lobe
level (SLL) and spatial side-lobe level (SSLL), respectively.
SLL refers to the ratio between the first maximum amplitude
and the second maximum amplitude of the signal recorded
at focalization point A. SSLL, in turn, refers to the ratio be-
tween the first spatial maximum amplitude and the second
spatial maximum amplitude inside the cavity.
Furthermore, to verify the effectiveness of the curvilinear
modeling method and to assess the relationship between cavi-
ty complexity and focalization quality, we have set up two in-
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Fig. 8. Recorded signals by TRM at point B.

dependent groups: group 1 with no processing corners and no
obstacles, and group 2 with processing corners and obstacles.

3.2. Analysis of Simulation Results

Inside the modeled microwave cavity, the processed corners
and the circular obstacle generated using the SIBC-FDTD
method can be observed directly in Fig. 9b. Simultaneously,
there is no EM wave propagation outside the SIBC boundary,
which is in agreement with our modeling theory. Also, at
604.03 ns, the temporal EM wave focalization is more clearly
visualized in the group 2 (Fig. 9b) than in group 1 (Fig. 9a).
Figures 10 and 11 quantitatively show the entire focalization
process from 0 ns to 604.03 ns. With the reflection of the EM
wave emitted from TRM (pointB) inside the cavity, the energy
gradually accumulates at point A and finally focuses here.
Furthermore, by comparing the two figures on the (a) side
(group 1), one may notice that additional focalization points
exist inside the cavity, for example, at the time points of
350 ns, 480 ns, 530 ns, 560 ns and 590 ns, which means that
energy distribution is more dispersed. The comparison of the
two figures on the (b) side (group 2) demonstrates that no
other apparent focalization points are created and most of the
energy is refocused at point A.
Table 1 shows the values of SLL and SSLL obtained from
Figs. 10 and 11. Both are boosted more in group 2 than in
group 1, which means that the focalization quality is opti-
mized. This is caused by the fact that the first maximum ampli-
tude in group 2 significantly increases to 2434 V/m due to the
complex cavity environment reducing the propagation losses.

Tab. 1. Group 1 vs. group 2.

Parameters Group 1 Group 2

Fig. 10
Ez first peak 713.4 V/m 2434 V/m
Ez second peak 289.7 V/m 919.2 V/m

SLL 2.46 2.64

Fig. 11
Ez first peak 988.8 V/m 2434 V/m
Ez second peak 932.1 V/m 1260 V/m
SSLL 1.06 1.93

Another possible explanation is that the processed corners
and the obstacle have increased propagation complexity, rel-
atively decreasing the EM waves’ resonance losses in the
rectangular cavity. Group 2 also offers better spatial focal-
ization quality with an SSLL value of approx. 1.93. Most
of the emitted energy is refocused at the position of the initial
source, except for the boundary loss.
To further validate the modeling approach and the results
obtained, two other parallel simulations of group 3 and group
4 are performed by randomly changing the position of the
inserted obstacles. The results are shown in Table 2.
It should be highlighted that, compared with group 1, the first
maximum amplitude of both group 3 and group 4 increases
significantly, which fits in with our earlier observations, prov-
ing that the amplitude of the focalization point is positively
correlated with cavity complexity. Also, the SLL values are
equal to 2 or higher for all groups, meaning that the TR tech-
nique’s temporal focalization quality is not easily influenced
by the external environment, which is an inherent advantage
of the TR technique itself. One may also notice that SSLL
values are greatly improved for both group 3 and group 4,
resulting in better spatial focalization quality.

Fig. 9. Focalization point A for Ez at 604.03 ns: a) group 1 and
b) group 2.
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Fig. 10. Signal recorded at focalization point A: a) group 1 and
b) group 2.

Three additional sets of simulations were completed by ran-
domly changing the TRM position ten times in order to assess
the effect of the modeled cavity on the focalization quality.
For each set of simulations, the position of the initial sourceA
remains fixed. In addition, the inserted obstacle and the pro-
cessed corner positions are the same for all simulation groups,
and the cavity is left untreated for all reference groups. SLL
and SSLL results are shown in Fig. 12.
The yellow/blue dots and the purple/green dots represent
the SLL and SSLL values for each independent simulation,
respectively. The yellow/purple dots and blue/green dots cor-
respond to the results of the reference and simulation groups.
The black and red lines refer to the average values of SLL and

Tab. 2. Results of repeated simulations with randomly changed
obstacle location.

Parameters Group 1 Group 3 Group 4

Ez first peak 713.4 V/m 1990 V/m 1946 V/m

Ez second peak 289.7 V/m 935.6 V/m 993.8 V/m

SLL 2.46 2.13 1.96

Ez first peak 988.8 V/m 1990 V/m 1990 V/m

Ez second peak 932.1 V/m 1322 V/m 1104 V/m

SSLL 1.06 1.51 1.80

Fig. 11. Maximum amplitude recorded inside the cavity: a) group 1
and b) group 2.

Fig. 12. Average SLL and SSLL of the reference and simulation
groups by randomly changing the location of TRM B.

SSLL. What is striking about this chart is that the simulation
group reported significantly more SLL and SSLL average
values than the reference group, which further verifies the
positive correlation between the cavity’s complexity and the
focalization quality. However, for a single simulation, the
difference observed in this study was not significant. This dis-
crepancy could be attributed to the cavity’s ergodicity, mean-
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ing that our cavity is not complex enough. The round obstacle
and arc-shaped corners cannot fully guarantee an improved
focalization quality at all locations throughout the cavity.

4. Conclusion

This study was undertaken to model microwave cavities
and obstacles and to realize the EM waves’ spatio-temporal
focalization in 2D. The most prominent finding that has
emerged from the research concerned is that the derived SIBC-
FDTD method’s effectiveness and the original curvilinear
modeling method. Obviously, when compared with other
methods, such as conventional FDTD, PML-FDTD, etc., this
approach will greatly reduce the computation complexity
and CPU time due to the reasonable neglect of the outer
solution space of the boundaries. Meanwhile, it has been
one of the first attempts to thoroughly examine the SIBC-
FDTD method in TR simulations. Multiple simulation results
obtained in the course of this study also indicate that the
processed corners and the inserted obstacle can significantly
complicate the propagation environment, which will further
improve focalization quality.

Despite these promising results, there is abundant room
for further progress in determining the effect of different
sizes, shapes of obstacles and even cavities on focalization
quality. Meanwhile, further research should be undertaken to
investigate the TR system’s modeling using the SIBC-FDTD
method in 3D.
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