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Abstract  Vacant frequency bands are used in cognitive ra-
dio (CR) by incorporating the spectrum sensing (SS) technique.
Spectrum sharing plays a central role in ensuring the effective-
ness of CR applications. Therefore, a new multi-stage detector
for robust signal and spectrum sensing applications is intro-
duced here. Initially, the sampled signal is subjected to SNR
estimation by using a convolutional neural network (CNN). Next,
the detection strategy is selected in accordance with the predict-
ed SNR levels of the received signal. Energy detector (ED) and
singular value-based detector (SVD) are the solutions utilized in
the event of high SNR, whilst refined non-negative matrix fac-
torization (MNMF) is employed in the case of low SNR. CNN
weights are chosen via the Levy updated sea lion optimization
(LU-SLNO) algorithm inspired by the traditional sea lion opti-
mization (SLNO) approach. Finally, the outcomes of the selected
detectors are added, offering a precise decision on spectrum
tenancy and existence of the signal.

Keywords  cognitive radio, improved NMF, LU-SLNO system,
optimized CNN, spectrum sensing

Tab. 1. List of acronyms.

Abbreviation Description
ACD Auto-correlation based detector
AWGN Additive white Gaussian noise
AOA Arithmetic optimization algorithm
BES Bald eagle search
CDF Cumulative distribution function
CFD Cyclostationary feature-based detector
CR Cognitive radio
CNN Convolutional neural network
CRN Cognitive radio networks
DWT Discrete wavelet transform
ED Energy detector
FAR False alarm probability
IoT Internet of Things
HGS Hunger games search
LA Lion algorithm
LU-SLNO Levy updated SLNO

Abbreviation Description
MME Maximum-minimum eigen value detectors
MAF Moving average filtering
MSWF Multistage Wiener filter

MNMF Modified non-negative matrix
factorization

MSS Multi-band spectrum-sensing
NBSS Numerous narrow-band spectrum sensing
PRO Poor rich optimization
PUs Primary user
PSD Power spectral density
ROC Receiver operating curve
RF Radio frequency
SUs Secondary user
SS Spectrum sensing
SVD Singular value based detector
SNR Signal to noise ratio
SLNO Sea lion optimization
TSA Taylor series approximation
WF Wiener filter
WBSS Wide-band spectrum sensing

1. Introduction

The scarcity of radio spectrum in bands below 6 GHz is turn-
ing into a severe issue in current wireless communication
technologies. Legal restrictions and static allotment of chan-
nels are the major issues resulting in the lack of viable radio
spectrum [1], [2]. According to [3]–[5], under-utilization of
the available spectrum is the root cause of spectrum scarci-
ty [3]–[5]. By enabling unlicensed (secondary) users to access
legacy networks, the cognitive radio (CR) technology promis-
es to solve this spectrum shortage problem in situations in
which the spectrum is underutilized by its licensed (primary)
users [6]–[8].
The most important task in the CR phase is spectrum sensing
(SS), or the precise locating of spectral holes (white spaces).
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NBSS techniques, such as cyclo-stationary feature identifi-
cation, energy identification, and matched filtering [9]–[12]
have been the focus of recent research. Unfortunately, NBSS
algorithms concentrate on taking advantage of spectral op-
portunities over a narrow frequency range. Cognitive radio
networks (CRNs) need to take advantage of spectral opportu-
nities over a wide frequency range, from hundreds of MHz to
tens of GHz, in order to achieve the expected high through-
put [8], [13], [14].
Another technique, known as WBSS, has received a lot of
interest recently as well, and much research is currently
conducted in this specific area [15], [16]. In general, it involves
determining the frequency location of each sub-band of the
sensed RF spectrum, regardless of the form of PSD, starting
with wavelet decomposition for detecting matching sub-bands
accessible for the SU [8], [17]. This paper aims to contribute
in the following aspects:
– It presents the MSS-CRN system paradigm, in which CNN

is used to measure SNR;
– After estimating SNR values, the detection scheme is

chosen based on SNR at the receiver;
– SNR is categorized based on two threshold values. For

high SNR, ED and SVD techniques are used, whereas for
low SNR, MNMF is used;

– CNN weights are chosen in an optimum manner by using
the LU-SLNO algorithm.

Table 1 summarizes the acronyms and abbreviations used in
this paper.

2. Related Works

A multi-stage robust detector suitable for CR was reported by
Kaliappan et al. [18]. For bands with lower and higher SNR,
the selected model used two parallel connected detectors.
ED and SVD were used for high SNR bands, while CFD and
ACD were used for low SNR bands. According to empirical
results, the suggested method beats previous models in terms
of complexity.
Moayad et al. in [19] defined the spectrum accessing pro-
cess as a multi-stage rate optimization/channel assignment.
A novel resource-based channel assignment technique was
developed allowing for the appropriate utilization of the avail-
able temporal frequency units. Additionally, this approach
relied upon packet segmentation capabilities to significantly
increase network throughput.
Jay et al. [20] introduced a three-part approach for analyz-
ing localization (ROC)-based sensing performance of MSS:
the best spectrum-sensing strategies maximized the area un-
der ROC curves and could be used as a performance scale
for another MSS method and to assess the energy costs of
MSS. Haobo et al. in [21] introduced MSWF to improve ef-
fectiveness of the detection process. Additionally, based on
total energy obtained from all routes, the specific locations
were obtained. As such an approach did not call for the eval-
uation of noise variances, the selected model was resistant to

noise uncertainty. The selected system has increased detec-
tion capabilities, making it suitable for CR appliances. Kim
et al. [22] created a unique spectrum sensing and CR-sharing
technique for IoT devices. A unique theory known as recipro-
cal fairness was developed to ensure spectrum sensing and
CR sharing. The accepted model relied also on the game the-
ory and turned out to be more effective than other examined
models.

Edge identification and noise removal operations were carried
out concurrently using DWT-oriented models developed by
Abhishek et al. [8]. A MAF strategy was presented at various
levels of DWT-oriented models in order to provide higher
detection performance in low SNR scenarios. Low-scale DWT
values were also used to obtain enhanced performance and
shorter computational time. Compared to similar models,
the suggested multi-task approach was simpler and more
effective.

Rajput et al. [23] evaluated an adaptive covariance cut-off
approach, comparing it against current techniques, such as
energy detection and MME. Such parameters as accuracy and
complexity of sensing ROC curves were taken into account
there. Additionally, for every detector, the effects of the signal
bandwidth in relation to the observation bandwidth were
investigated. Vijayakumar and Malarvizhi [24] researched
an SDR implementation of CR using an energy detector
and a Wiener filter (WF) to eliminate self-interference. WF
predicted the self-interfering signal which was then removed
from the received signal before being moved to the energy
detector. The outcomes show improvements in the probability
of detection and improved efficiency.

Eappen and Geoffrey [25] introduced a hybrid PSO-GSA
model to detect spectrum holes with improved energy utiliza-
tion. The inclusion of mutation and crossover components in
PSO-GSA enabled the recommended method to recognize
spectral gaps efficiently, while maintaining optimum transmis-
sion capacity, sensor bandwidth, and spectral power density.
Saber et al. [26] suggested a streamlined implementation of
spectrum detection based on real signals produced by an Ar-
duino Uno board and a 433 MHz ISM wireless transmitter.
The received signal was detected using artificial neural net-
works, support vector machines, decision trees, and k-nearest
neighbors, using five support vectors: linear, quadratic, cubic,
medium Gaussian, and coarse Gaussian. The results showed
that the use of machine learning, in particularly of SVM and
ANN techniques, ensures better spectrum sensing capabili-
ties.

Table 2 provides a summary of MSS for CRN evaluations,
obtained from the literature. SVD with a high SNR level
and a short sensing time suffers from synchronization prob-
lems [18]. The MAC protocol used in [19] improves through-
put and spectrum efficiency, but only allows a limited basic
rate on each channel. The binary search approach employed
in [20], offers great detection performance, while consum-
ing less energy. However, the setting threshold level needs
optimization. The MSWF model researched in [21] achieves
minimal complexity and good detection performance. How-
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ever, perfect energy detection was not possible. The concept
of reciprocal fairness from [22], which improved flexibili-
ty and lowered the throughput loss ratio, lacks a researched
behavior model. Additionally, DWT used in [8] offers high
SNR and increased FAR levels. However, shadowing effects
remain unimproved. CDF, known from [23], offers high de-
tection probability and high SNR, but has to be optimized in
terms of its noise performance. In [24], a WF-based model
was presented which offers improved accuracy and minimized
overhead. However, certain functions need to be executed
for a higher number of cycles. The hybrid PSO-GSA model
presented in [25] to identify spectrum holes with better ener-
gy efficiency has good convergence and does not adhere to
local optima, but its computational complexity grows with
the population size. In [26], a streamlined implementation of
spectrum detection based on authentic signals is proposed.
The results demonstrate that using machine learning, particu-
larly SVM and ANN techniques, will result in better spectrum
sensing efficiency. Nevertheless, targeting categories overlap
each other.

A new multi-stage detector is proposed for reliable signal and
spectrum detecting devices. When deployed in an MSS-CRN,
the process is designed as follows (Fig. 1):

– first, the sampled signal is subjected to SNR estimation,
– SNR is estimated using CNN,
– after evaluating SNR, SNR estimate of the message data is

used to determine the tracking system,
– two levels of SNR are determined, MNMF is utilized with

low SNR settings, while ED and SVD are used in high
SNR scenarios,

– the LU-SLNO technique is used to select CNN weights in
the best possible manner.

Fig. 1. MSS CRN system concept with LU-SLNO.

Tab. 2. Review of MSS in CRNs, based on existing papers.

Paper Schemes
developed Features Issues

[18] SVD
•High SNR
•Minimal sensing

time

• Synchronization
issues may occur

[19] MAC
protocol

•High spectrum
efficiency
• Enhanced

throughput

• Each channel
supports
a predetermined
basic rate only

[20]
Binary
search
method

•High detection
performance
•Minimized energy

consumption

•Needs more
consideration in
terms of threshold
selection

[21] MSWF
model

•Minimal complexity
•High detection

performance

• Ideal detection of
energy could not
be achieved

[22]
Reciprocal
fairness
concept

•Better flexibility
•Minimized

throughput loss
ratio

•Need
consideration in
terms of behavior
modeling

[8] DWT
• Increased FAR
•High SNR

• Shadowing effects
are not considered

[23] CDF
•High detection

probability
•Higher SNR

•Noise issues have
to be improved

[24] WF
•Avoids overhead
•High accuracy

•Certain
functionalities
require running
more cycles

[25] PSO-GSA
model

•Does not stick to
local optima
•Better convergence

rate

• Increase in
computational
complexity when
population size
increases

[26] ANN+SVM •Better accuracy
•Overlap between

target classes

3. CNN-based SNR Estimation

A common representation of the signal recognition formula
may by determined as:

z(t) =

{
m(t), U0

s(t) +m(t) U1
. (1)

where, z(t) refers to the received signal, signal to identify is
noted by s(t),m(t) refers to AWGN, while U0 and U1 refer
to null and positive hypotheses, respectively.
Based on the determined SNR of the incoming signal, the
multi-stage detector chooses a suitable detection method.
AWGN with zero mean δ and unity variance σ2 degrades
the arriving time domain signal. The estimating technique
is based on the signal’s sampled noise component variance
extraction [27], [28].
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SNR estimation is performed as follows:
– Calculate the square of count of samples

x(m) = (z(m))2 m = 1, 2. . . . , Ls, (2)

– Address x(m) samples as a lower-order polynomial for
TSA.

– Estimate noise difference σ2m from the foremost coefficients
of the appropriate polynomial.

– Calculate signal power Q̂s as:

Q̂s =
1
Ls

Ls∑
m=1

(z(m))2 − σ2m. (3)

– SNR ζ is approximated as:

ζ̂ = 20 log

(
Q̂s
σ2m

)
. (4)

3.1. CNN Based Training

The taxonomy of CNN accuracy is renowned to be excellent,
particularly for visual sources. By convoluting the input
image’s features, a CNN can extract more relevant information
and more detailed features, which should further increase
the accuracy of SNR calculations. A CNN [29] comprises 3
layers: convolution, fully connected, and pooling layers with
their features formulated as:

Z′r,t,w = wet
l
w

T
PI lr,t = D

l
w, (5)

where, wetlw is the weight, Dlw is the bias of w-th the filter
linked to the l-th layer. At the central location (r, t) of the
l-th layer, patch input is indicated as PI lr,t. The activation
value actlr,t,w related with convolutional features zlrtw and is
calculated as:

actlr,t,w = act
(
Zlr,t,w

)
. (6)

In the pooling layer, function pool(•) is linked with actlm,h,w,
and clr,t,w is calculated as:

Clr,t,w = pool
(
actlm,h,w

)
, ∀(m.h) ∈ NNr,t (7)

in which NNr,t is neighbor s(r, t). The CNN loss CL is:

CL =
1
wn

wm∑
h=1

l
(
θ, C(h), F (h)

)
. (8)

where the general constraint related with wetlw and Dlw is
denoted by θ. The output, the labels and the h-th input feature
are denoted as F (h), C(h), and PI (h), respectively.

4. Proposed LU-SLNO Algorithm

The SLNO optimization method well-known from [30] illus-
trates sea lions’ propensity to hunt. The algorithm is enhanced
here to increase its effectiveness and convergence. Traditional
optimization techniques have shown that self-improvement is
beneficial [31]–[38]. Sea lions’ delicate whiskers are a distin-
guishing feature that aids in pinpointing the precise location
of their prey. Four stages of the process are defined: tracking,

social hierarchy, attacking, and encircling prey to determine
the properties of LU-SLNO.
The tracking method is defined as:

DIS =
∣∣2A⃗ℜ⃗(t)− X⃗(t)∣∣ . (9)

in which DIS denotes the distance between the sea lion and
its prey, the vector position of the sea lion and the targeted
prey is given by X⃗(t) and ℜ⃗(t), while t denotes the present
iteration. Conventionally, identifies an arbitrary vector. In
LU-SLNO, is evaluated based on a sinusoidal chaotic map.
In each cycle, the sea lion pays more attention to the victim.
Equation (10) specifies the numerical model of this process:

X⃗(t+ 1) = ℜ⃗(t) = DISℵ. (10)

where (t+1) denotes the future iteration andℵ is continuously
minimized across the iterations from 0 to 2.
The vocalization phase is illustrated in Eqs. (11)–(13) which
describe finding the food and inviting other sea lions to
participate in a joint attack. The speed of the leader’s sound

is denoted as
−−−→
Xleader and the speed of sound in the air and in

water is designated by P⃗2 and P⃗1, respectively.
−−−→
Xleader =

∣∣∣∣ P⃗1(1 + P⃗2)P⃗2

∣∣∣∣ , (11)

P⃗1 = sin θ, (12)

P⃗2 = sinφ. (13)

In the exploration phase, the SLnO model performs a universal
search when ℵ > 1, defined as:

DIS =
∣∣2B⃗X⃗rnd(t)− X⃗(t)∣∣ . (14)

X⃗(t+ 1) =
−−→
Xrnd(t)−DISℵ. (15)

If (
−−−−→
SPleader > 0.25), the attacking phase is conducted.

The attacking phase is employed to describe how a sea lion
assaults the prey:

X⃗(t+ 1) =
∣∣ℜ⃗(t)− X⃗(t). cos(2πl)∣∣+ ℜ⃗(t), (16)

where the distance between the sea lion and its prey is identi-
fied by ℜ⃗(t)− X⃗(t), the absolute value is denoted by || and
the random number is referred by l.
In LU-SLNO, the sea lion’s attack is based on the Levy method
and is given as:

X⃗(t+ 1) =
∣∣ℜ⃗(t)− X⃗(t). cos(2πl)∣∣+ ℜ⃗(t)⊕ levy(α) (17)

where tmax implies the maximal iteration, while ra1 and ra2
imply arbitrary integers. In addition, Cauchy’s mutation is
performed for better convergence.

levy(α) = 2
(
1− t

tmax

)
ra1 · β
|ra2|

1
2
. (18)

5. Multi-stage Detector

For applications requiring reliable signal and spectrum de-
tection, i.e. for tactical adaptive communication networks, a
multi-stage integrated detector is proposed. In this method,
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two detectors (SVD and ED) are connected in parallel for ser-
vicing higher SNR regions, while one detector (MNMF) is
used for lower SNR regions. The high SNR band covers the
0 . . .− 10 dB range, while the low band deals with SNR of
−10 . . .− 20 dB.
For the higher SNR band, probability pr = 1 when the
approximated SNR ζ exceeds −9 dB. Total probability of
detection pd and average sensing time st are expressed by:

pd = max(ped, psvd) (19)

st = (sed, stsvd) for pd  0.9. (20)

For the lower SNR band, i.e. when (G2 > ζ > G3 if ζ is
below 9 dB then pr = 0 and (1− pr) =1. Total probability
of detection pd and average sensing time st are:

pd = max(pMNMF) (21)

st = (stMNMF) for pd  0.9. (22)

For energy detection estimation, signal samples are doubled
and then concatenated to obtain the message signal. Next,
using the determined detection threshold µ1, noise energy is
estimated as:

µ1 =
√
2Lsσ

2
mP

−1(Qfa) + Lsσ
2
m, (23)

where p−1(·) implies a converse P function and Qfa implies
FAR.
Finally, the decision is made on the basis of:

Z →


if

Ls∑
j=1

|zi|2 < λ1, U0

else U1

, (24)

where zj implies a j-th sample of z(t).

5.1. SVD-Based Detection

The linear system signal processing approach and statistics
greatly benefit from the SVD technique. It serves as an addi-
tional method for figuring out the matrix’s eigenvalues [18],
[39]–[42].
For SVD detection purposes, we start by choosing the columns
count of matrix V , so that k < V < Ls − k, where k implies
the number of dominating singular values [41]. In most cases,
when there are several samples Ls, V ¬ 20. In the second
step, it is combined into a Hankel matrix HM , as:

HM = q(x+1−1) n = 1, 2, . . . , L and l = 1, 2, . . . , N. (25)

After factorizing the matrix, we obtain singular values, i.e.
λmin and λmax and then calculate the threshold value λ2 as:

λ2 =

(√
Ls +

√
V
)2

Ls

(
1 +
O
(√
Ls +

√
V
)− 23

(Ls · V )
1
6

)
. (26)

where O implies the Tracy Widom’s operation of Qfa [41],
[42]:
In the next step, the proportion with threshold λ2 is evaluated.
If λmax = λmin > λ2 , the signal is available and that proves
the hypothesis. Otherwise, the signal is not present, pointing
at U0.

5.2. Modified NMF

NMF estimates the fundamental matrix H(n × l) and the
coefficient matrixW (k ×m) from the original matrix [43]
Y ≈ HW . A multi-variant linear equation serves as the
foundation of NMF. Each column of Y is roughly portrayed
as a linear fusion of the vector form of H:

Yi =
k∑
j=1

HjWji. (27)

where, i = 1, 2, . . . column count in Y .
As per the modified NMF,W ∗ is computed by limiting the
summary of values in each column ofW to one, as:

w∗ij =
Wij
k∑
l=1
Wij

or

m∑
l=1
Wti

k∑
i=1

wti
Wij

, (28)

where wt refers to weight.

5.3. Sensing Time

The effectiveness of the suggested detection method is eval-
uated using st and pd metrics. The proposed st detector is
formulated as:

st = pr
(
sted, stsvd

)
+ (1− pr) · stMNMF. (29)

where sted, and stsvd refer to the mean sensing time of ED,
SVD, and MNMF detectors, respectively.

6. Simulation Results

In order to simulate the effectiveness of CNN + LU-SLNO,
Matlab was used together with the DeepSig dataset and radio
ML 2016.10A from [44]. The simulation parameters and
specifications are presents in Tab. 3, while representations of
the sample signal used are shown in Fig. 2.
Tab. 3. Simulation parameters.

Parameter Specification
Input signals QPSK, BPSK, QAM64, PAM4
Channel AWGN
SNR range 0 to −20 [dB]
High SNR region 0 [dB] >= x >= −9 [dB]
Low SNR region −9 [dB] > x >= −20 [dB]

Detector used ED, SVD (low SNR band) NMF (high
SNR band)

Probability of false
alarm Pfa

0.1

The proposed CNN + LU-SLNO model was validated over
ANN+SVM [26], CNN+PSO-GSA [25], CNN + HGS, CNN
+ AOA, CNN + PRO, CNN + BES, CNN + LA, CNN +
SLNO, AWGN (CFD) [18] and AWGN (ACD) [18], using a
synthetic dataset created with GNU Radio and consisting of
11 modulations at different signal-to-noise ratios (8 digital
and 3 analogue).

JOURNAL OF TELECOMMUNICATIONS
AND INFORMATION TECHNOLOGY 4/2022 25



Sanjeevkumar Jeevangi, Shivkumar Jawaligi, and Vilaskumar Patil

Fig. 2. Sample signal: a) BPSK, b) QPSK, c) PAM 4, and d) QAM 64.
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Fig. 3. Analysis of probability detection via CNN + LU-SLNO, compared with other schemes, for ED and: a) BPSK, b) PAM 4, c) QAM 64,
d) QPSK.

Fig. 4. Analysis of probability detection via CNN + LU-SLNO, compared with other schemes for MNHF and: a) BPSK, b) PAM 4, c) QAM
64, (d) QPSK.
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Fig. 5. Probability detection curves for CNN + LU-SLNO and SVD using: a) BPSK, (b) PAM 4, c) QAM 64, d) QPSK.

6.1. Analysis on Probability Detection

Probability detection is calculated in CNN + LU-SLNO using
traditional systems with BPSK, QPSK, PAM 4, and QAM 64
modulation, as well as using conventional schemes pictured
in Figs. 3–5.
Figure 3 analyzes the results obtained using ED. Fig. 4
presents the MNMF simulation, and Fig. 5 shows the analysis
of SVD. Here, CNN + LU-SLNO shows outcomes that are

Tab. 4. Results of error rate statistical analysis.

Metrics Std dev Best Variance Mean Worst
ANN+SVM 1.330 1.770 1.908 3.231 0.686
CNN+PSO-GSA 1.317 1.735 1.890 3.200 0.680
HGS 1.237 3.146 1.530 1.887 0.669
AOA 1.183 3.280 1.400 2.068 0.667
PRO 1.144 3.190 1.308 2.099 0.890
BES 1.004 3.155 1.008 2.125 1.103
LA 1.100 3.183 1.209 2.036 0.848
SLNO 1.196 3.137 1.431 1.936 0.818
LU-SLNO 1.263 3.110 1.595 1.815 0.666

Fig. 6. Convergence analysis of LU-SLNO scheme and others
method.
superior to those achieved for other schemes. Better probabil-
ity detection is clearly visible, and for all SNRs, probability
detection using CNN + LU-SLNO equals nearly 1.
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Fig. 7. Analysis of ED sensing time for CNN + LU-SLNO compared with other schemes for: a) BPSK, b) PAM 4, c) QAM 64, d) QPSK.
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Fig. 8. Analysis of sensing time for CNN + LU-SLNO and other schemes (MNMF) for: a) BPSK, b) PAM 4, c) QAM 64, d) QPSK.

Fig. 9. Analysis of SVD sensing time for CNN + LU-SLNO compared with other schemes for: a) BPSK, b) PAM 4, c) QAM 64, d) QPSK.
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6.2. Statistical Analysis

Table 4 summarizes the statistical analysis of CNN + LU-
SLNO versus other schemes. CNN + LU-SLNO shows almost
no gain in terms of its output error rate over its competitors.

6.3. Convergence Analysis

Figure 6 compares the cost of the LU-SLNO technique, for
several iterations, with HGS, AOA, PRO, BES, LA, PSO-
GSA, and SLNO. The cost of the LU-SLNO approach is
lower for generations 0 to 25. In this case, the deployment of
LU-SLNO results in lower convergence.

7. Sensing Time Analysis

The analysis of sensing time performed using the CNN +
LU-SLNO method is presented in Figs. 7–9. The sensing time
should be shorter to ensure improved system performance.
The sensing time increases with the growing sample count.
However, the sensing time using CNN + LU-SLNO is shorter
when compared with others methods.

8. Conclusion

This article proposes a new MSS-CRN framework in which
SNR estimation was relied upon in the channel selection
process in cognitive radio. The detection strategy was selected
in accordance with the estimated SNR of the received signal,
using low and high values. For high SNR scenarios, ED and
SVD were used, whereas for low SNR scenarios, MNMF was
used. Together with the selected CNN weights and detectors,
all SNRs and probability detection relying on CNN + LU-
SLNO was superior than in other methods.
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