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Inspiring Technologies for Digital Inclusivity
Today digitalization becomes more and more important. Many countries have already chan-
neled their effort to embrace digital inclusion as their main national agenda. However, there
are still many challenges when harnessing digital technologies. One of the challenges is
digital inclusivity. Inspiring Technologies for Digital Inclusivity has been chosen as the
theme of the 12th International Conference on IT in Asia (CITA’21), which is perfectly align
with the challenge.

CITA’21 is a regular series of biennial conferences organized since 1999 by the Faculty of
Computer Science and Information Technology, Universiti Malaysia Sarawak, Malaysia. High
quality articles have been selected from the papers submitted to the conference. There were
overall 31 submissions. The papers were double-blind reviewed by at least two international
experts in the field. Reviewers were selected by the Special Issue Editor. Final acceptance
decisions were released by the Editor-in-Chief after the recommendation from the reviewers
and Special Issue Editor. A total of seven articles were accepted (acceptance rate: 22%) for
publication in the Journal of Telecommunications and Information Technology.

It is our highest privilege to collaborate with the JTIT editorial team and publish the selected
articles in the special issue. It is noteworthy to mention that the JTIT only accepts high quality
articles and practices a stringent yet effective process. Furthermore, the editorial team has
been very responsive and efficient which made the collaboration not only very successful but
also gratifying.

This special issue contains seven articles that include the area of image processing, artificial
intelligence and mobile security. These articles are well suited for the selected theme and
they are pertinent to the aims and scope of the JTIT.

Image processing is one of the important areas in computer vision and its advance-
ment has contributed a lot in real-life applications. The article entitled Enhancing Moon
Crescent Visibility using Contrast-Limited Adaptive Histogram Equalization and Bilateral
Filtering Techniques has automated the determination of the religious festivals date based
on the analysis of digital images. The article Novel Feature Extraction for Pineapple Ripeness



Classification investigates identification methods of ripeness level of pineapples. The authors
have proposed a method that consists of six stages. Its core component is based on the
analysis of color elements in the digital images. A Comparative Study of Various Edge
Detection Techniques for Underwater Images is another article that contributes to the image
processing area. The authors have used underwater images that contain coral reef images
as their case study. Since underwater images are usually suffering from distortion and light
attenuation, an efficient edge detection technique is very important. From the comparative
study conducted, Canny edge detection technique has shown superior performance compared
to other techniques for the underwater images.

The second research area covered in the special issue is artificial intelligence. The first two
articles study deep learning and the third one examines agent-oriented modeling. The paper
entitled Detection of Monocrystalline Silicon Wafer Defects using Deep Transfer Learning
uses deep learning technique to detect defects in monocrystalline silicon wafer for industrial
production. The proposed technique is able to detect and classify defected samples into
six types, namely crack, double contrast, hole, microcrack, saw-mark and stain. The next
article that uses deep learning is Preliminary Evaluation of Convolutional Neural Network
Acoustic Model for Iban Language Using NVIDIA NeMo. The main objective of this article
is to investigate and evaluate the utilization of convolutional neural networks for an under-
resourced language in performing the automatic speech recognition task. Due to COVID-19
pandemic, education has encountered a major shift. Learning technology like Massive Open
Online Courses is introduced to prepare a more engaging and interesting learning environment
for students. The article, How to Model an Engaging Online Quiz? The Emotion Modeling
Approach contributes to this shift by proposing a systematic method that is based on the
agent-oriented approach. The main component is to model an engaging application through
emotion modeling.

Advancement of digital technologies has led to the emergence of security concerns. They are
appropriate and justified as digitalization processes involve a large volume of data communi-
cations and transactions. Needless to say, that data and information involved face increased
risks and security threats. The article Implementation of a Malicious Traffic Filter Using
Snort and Wireshark as a Proof of Concept to Enhance Mobile Network Security investi-
gates mobile network security and proposes an anomalies detection mechanism. It works by
identifying malformed parameters and intra-layer parameter discrepancies of SS7 network
protocol layers.

Overall, the articles published in this special issue further emphasize the importance of
information and communication technologies, especially for the digital inclusivity. The con-
tributions of the articles have moved us a small step in the right direction, which in time
may add up to a giant leap forward.

Kang Leng Chiew
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Abstract—Image enhancement is becoming increasingly im-

portant with the advancement of space exploration techniques

and the technological development of more durable and sci-

entifically sound observatories equipped with more powerful

telescopes. The enhancement of images helps astronomers an-

alyze the results and act toward determining the dates of

religious festivals. This work describes a technique known

as contrast-limited adaptive histogram equalization (CLAHE)

with grayscale contrast enhancement and bilateral filtering.

We apply CLAHE on the L component of the CIE-Lab color

space to adjust lightness contrast. Subsequently, grayscale

contrast enhancement is performed to increase the visibility

of the moon crescent. Noise caused by grayscale contrast en-

hancement is reduced using bilateral filtering. Two quantita-

tive measures are selected (PSNR and MSE) to show the visual

improvement achieved by the proposed algorithm.

Keywords— bilateral filtering, CIE-Lab, CLAHE, image en-

hancement, moon crescent.

1. Introduction

Image enhancement is an essential step in image process-

ing. It improves an image’s quality and visual appearance,

so that the output is best suited for a specific goal [1].

Image enhancement techniques are used in different appli-

cations, such as face [2] and fingerprint recognition [3], wa-

termarking [4], medical image processing [5]–[9] and many

others [10], [11]. The aim is to achieve the finest image

quality possible, since it influences the accuracy of infor-

mation retrieval and interpretation process. Because each

situation may necessitate a different approach, we should

choose an enhancement technique based on the problems at

hand and the properties of the image. Therefore, numerous

enhancement methods have been proposed.

Medical imaging principles, for example, differ from gen-

eral imaging principles. According to [8], many factors,

such as the system used, random noise, sensor sensitivity,

analogue-to-digital conversion and so on, may impact the

quality of medical imaging. Blurred edges and low con-

trast are experienced frequently, necessitating the need to

enhance and highlight the image’s detailed features in or-

der to diagnose the disease. Some of the medical image

enhancement methods have been proposed in recent years

by [5]–[8]. Paper [5] proposed a generalized training ap-

proach that integrates previous anatomical information into

CNNs via a new end-to-end regularization model. The

new framework encourages models to adopt the underly-

ing anatomy, referred to as image priors, through learnt

nonlinear representations of the shape. Article [6] used an

adaptive threshold and an improved fuzzy set based on the

nonsubsampled contourlet transform (NSCT). The authors

divided the original image into the NSCT domain using

a low-frequency sub-band and multiple high-frequency sub-

bands before applying a linear transformation to the coef-

ficients of the low frequency component. They utilized

an adaptive threshold technique to remove high-frequency

image noise, and increased the global contrast level and en-

hanced image details by using an improved fuzzy set and

the Laplace operator.

Enhancement techniques for satellite images are a promis-

ing trend, and there are several possibilities for improving

the visual quality of remotely sensed images. Paper [12]

reviewed several hyperspectral image enhancement meth-

ods and categorized them as non-fusion-based and fusion-

based. Non-fusion-based enhancement methods concen-

trate on the spatial resolution of hyperspectral imaging sys-

tems. Meanwhile, their fusion-based counterparts combine

a low spatial resolution hyperspectral image with auxiliary

information to generate a high spatial resolution scene. Ex-

amples of non-fusion-based methods include the one pro-

posed by [13]. Its authors trained BPNN relying on the

learning-based technique and using low-resolution images

and down-sampled versions. Then, they performed a super-

resolution by taking into account the spatial correlation of

various materials in hyperspectral images. These hyperspec-
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tral images were used as training data for enhancing the

coherence of the improved and original hyperspectral im-

ages. Satellite images are also prone to suffer from uneven

illumination. To solve this problem, paper [14] proposed

a spatially-adaptive gamma correction (SAGC) method that

used relative total variation (RTV). With this method, its

authors obtained two types of images with strong and weak

structures. The one with strong structures is the base im-

age, and the other one with weak structures, is the detailed

image. They used an adaptive gamma correction method to

enhance the base image, while an enhancement factor was

relied upon to correct the detailed image. Subsequently, by

combining these two images, they produced a high-contrast

optical remote sensing image. The authors of [15] devel-

oped an enhancement method to identify both spatial and

spectral response operators using multispectral and hyper-

spectral fusion models. This method yielded colors and

brightness that were more akin to a low-resolution hyper-

spectral image.

In [16], the authors conducted an in-depth review of more

than 120 underwater image enhancement and restoration

studies. Remarkable progress that took place in underwater

image visual quality in recent years was observed. The au-

thors grouped the underwater enhancement methods into

filtering-based methods, color correction-based methods,

image fusion-based methods and deep learning-based meth-

ods. Article [17] proposed utilizing a turbid image to pro-

duce a color-corrected image and a contrast-enhanced im-

age using the fusion technique. These two images were

combined using four weight maps: Laplacian contrast, lo-

cal contrast, saliency, and exposedness. The authors of [18]

used a convolutional neural network-based image enhance-

ment model to train a synthetic underwater image database.

Their model relied on an automated end-to-end and data-

driven training process to reconstruct a clear latent under-

water image.

To the best of our knowledge, there is currently a lack

of studies on enhancing telescopic images over medical,

remote sensing, or underwater images. However, the im-

portance of the analysis of telescope-obtained images is the

same as for other types of images. In this paper, we start

by analyzing the importance of studying the visibility of

the moon crescent in astronomy. There are many methods

for determining when the holy months of Ramadan (fast-

ing), Syawal (Hari Raya), and Zulhijjah (pilgrimage) be-

gin. Several countries, such as Malaysia, Brunei, Indonesia,

and Singapore, use the Imkanurrukyah (Rukyah and Hisab)

technique. The crescent is defined as the moon crescent

after the ijtimak that first appears or visibles after sunset.

Physically, the current phase of the moon is small in size

and is close to the position of the setting sun. In addition,

the appearance of the crescent is influenced by several other

factors, such as the position of the crescent, sunlight refrac-

tion, sky brightness and the rate of atmospheric extinction.

Therefore, it is quite difficult to notice it. The appearance

of the moon crescent is discussed, from a scientific point of

view, in physical terms. Physical knowledge is used to per-

form calculations on the movement of the moon, the earth

and the sun and to ensure that the following Imkanurrukyah

criteria have been met [19]:

• the moon’s altitude at sunset must be at least 2 de-

grees, and the elongation between the moon and the

sun must be at least 3 degrees, or

• the moon’s age after conjunction is at least 8 hours

when the moon sets.

However, MABIMS agreed to use new criteria: moon’s

altitude at sunset must be at least 3 degrees and the elon-

gation between the moon and the sun must be at least 6.4

degrees [20].

Various methods have been developed to determine the vis-

ibility limit of the youngest moon crescent that can be seen

and observed in essence [21]. In the Rukyah method, new

tools are used, such as a large telescope attached to a digital

camera, for imaging the new moon crescent [22]. The use

of large telescopes ensures a high degree of magnification

and enhances the ability to identify the moon crescent. But

the high amplification rate results also in high noise levels

[23]. Moreover, no significant differences exist between the

crescent and its background, making it indistinguishable

[24]. Therefore, this paper aims at increasing visibility of

the moon crescent through a method that is not new, but

still relevant, namely by relying on CLAHE and bilateral

filtering. We organize the remainder of the paper as fol-

lows. Section 2 presents some related works using CLAHE.

Section 3 contains a description of the proposed work. The

results are discussed in Section 4. Finally, Section 5 con-

cludes the paper.

2. Related Works

Histogram equalization (HE) is a relatively simple image

processing method used for adjusting contrast based on the

image’s histogram. In article [25], a comprehensive study

of HE-based contrast enhancement methods was conducted.

HE typically improves the global contrast of images with

poor lighting. It re-maps the image’s grayscale, so that

the distribution of the resulting histogram is as close as

possible to being uniform. With this adjustment, the in-

tensities on the histogram can be dispersed more evenly.

It improves contrast in areas with low local contrast. Al-

though this approach is very straightforward to apply as it

is less computationally demanding, it has the disadvantage

of increasing the contrast of background noise while dimin-

ishing the usable sign. The adaptive histogram equalization

(AHE) technique, as opposed to the standard approach,

is capable of providing significantly better results in this

situation.

AHE, which was independently developed by [26]–[28],

differs from conventional HE. The adaptive method com-

putes a histogram for each distinct section of the image.

These histograms are used to redistribute the image’s light-

ness values. Consequently, AHE is suitable for enhancing
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edge definitions and improving local contrast in each re-

gion of the image. AHE has the disadvantage of being

computationally slow. In addition, it tends to overamplify

noise in the homogenous regions of the image. Conse-

quently, paper [29] proposed a variation of AHE called

contrast limited adaptive histogram equalization (CLAHE)

in order to increase its speed and improve the enhanced im-

age. Paper [29] showed the great success of their CLAHE

algorithm applied to a computer tomography (CT) image

of the chest, surface coil MRI of the spine and an X-ray an-

giogram. CLAHE has been widely applied to improve im-

age contrast in various computer vision and pattern recog-

nition applications [30]–[33].

With the current global pandemic, COVID-19 detection is

a crucial challenge for medical practitioners. Medical prac-

titioners have utilized a variety of tools and strategies to de-

tect and prevent COVID-19 transmission. Paper [34] intro-

duced the COVIDLite technique in which the white balance

method is followed by CLAHE. Then, an analysis is per-

formed by a depth-wise separable convolutional neural net-

work in order to help radiologists detect COVID-19 patients

based on CXR images. The authors of [35] used CLAHE

to detect COVID-19 infections using CT lung scans. Ad-

ditionally, they classified the images using a convolutional

neural network (CNN). In [36], a pretty similar approach as

that adopted by [35] is used to classify a total of 100 X-Ray

chest images of COVID-19 patients as well as 100 X-Ray

chest images of healthy individuals. Paper [37] improved

the sensitivity of chest X-rays utilizing the pipeline for ad-

vanced contrast enhancement (PACE) method. This non-

linear post-processing approach combines adequately fast

and adaptive bidimensional empirical mode decomposition

(FABEMD) and CLAHE. Based on this highlight, CLAHE

is still being adopted and is increasingly important in im-

proving image quality.

3. Proposed Work

To solve the issues discussed in Section 1, we adopt the

CLAHE method to increase the visibility of the moon cres-

cent in an image. Our enhancement approach consists of

several steps. CLAHE is applied to the L component of the

Lab color space to adjust the lightness contrast in the first

step. After that, we convert the transformed image back to

an RGB image. Then, we perform contrast enhancement

Fig. 1. The approach proposed to enhance the visibility of the

moon crescent.

on a selected component of the transformed RGB image.

Finally, we utilize the image denoising step, using bilateral

filtering, to reduce noise caused by the contrast enhance-

ment process. Figure 1 illustrates the proposed enhance-

ment approach for improving the visibility of the moon

crescent.

3.1. CLAHE on Lab Image

Paper [29] proposed CLAHE to overcome contrast over-

amplification introduced by AHE. CLAHE clips the his-

togram using a contrast factor, called a clip limit, that pre-

vents over-saturation of the image, especially in homoge-

neous areas. A variation of the contrast-limited technique,

called adaptive histogram clip (AHC), can also be used

to moderate the over-enhancement of background regions

of images. It works by adjusting the clipping level. The

Rayleigh distribution is one of the AHC that normally used,

producing a bell-shaped histogram. The function is defined

as follows:

Rayleighg = gmin +

[

2(α2) ln
(

1
1−Pf

)]0.5

. (1)

In this function, gmin denotes a minimum pixel value. Cu-

mulative probability distribution is written as P( f ), and α
is a positive real scalar specifying the distribution parame-

ter. The clip limit in this study is set to equal 0.005 and α
value in the Rayleigh distribution function is set to 0.04.

The Lab color space mathematically defines all perceptible

colors in three dimensions: L for lightness, a and b for the

four color components of human visions: red, green, blue

and yellow. The name “lab” comes from the Hunter 1948

color space. L*, a*, and b* values are typically absolute

and have a predetermined range. L* = 0 yields the dark-

est black, and L* = 100 indicates the brightest white. In

contrast to the RGB and CMYK color models, Lab color

is intended to simulate human perception. It strives for

perceptual consistency, and its L component closely corre-

sponds to the human experience of lightness. Therefore,

we modify the lightness contrast using the L component,

as illustrated in Fig. 2.

Fig. 2. L component of Lab image.
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Fig. 3. CLAHE applied on L component of Lab color space.

The CLAHE algorithm, as presented in Fig. 3, is composed

of three major parts:

1. Tile generation. The input image L is scaled into

a range of [0–1] by dividing the L component by

100. As shown in Fig. 3a, it is first divided into

8×8 sections called tiles.

2. Histogram equalization. This part consists of five

steps:

• Histogram computation. On each tile, calculate

the histogram as a set of bins.

• Excess calculation. Accumulate the histogram

bin values that exceed the clip limit.

• Excess distribution. Then, distribute them into

other bins.

• Excess redistribution. The redistribution will

push specific bins back over the clip limit, al-

lowing for an efficient clip limit that is more

considerable than the specified limit, with its

exact value depending on the image. If this is

undesirable, recursively perform the redistribu-

tion procedure until the excess is negligible.

• Scaling and mapping. Calculate the cumulative

distribution function (CDF) for the histogram

values. Then, scale and map the CDF values of

each tile using the input image pixel values.

3. Bilinear interpolation. The resulting tiles are stitched

using bilinear interpolation to improve the image con-

trast.

To convert again into RGB, we rescale the L component

in the range of [0–100] by multiplying it by 100. In short,

Fig. 4. Result of CLAHE on Lab color space.

given an input image, a desire output image generated from

CLAHE on Lab image is shown in Fig. 4. As per Fig. 4b,

the image after CLAHE contains more detailed informa-

tion, especially around the reddish-orange color part of the

cloud.

To show that CLAHE is better than its counterpart in en-

hancing image quality, Fig. 5 presents images and their
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Fig. 5. Comparison between CLAHE and other enhancement techniques.

histogram distributions obtained with the use of three dif-

ferent methods. The left-most image is the original image.

The second image is obtained by contrast adjustment (CA),

while the third and the last images are obtained by using

histogram equalization (HE) and CLAHE, respectively. It

may be noticed in Fig. 5 that the original image consists

primarily of grey color and a little bit of reddish-orange

color, meaning that the middle bins show higher frequen-

cies than the left and the right bins. When the CA process

is applied, it saturates the bottom 1% and the top 1% of

all pixel values, making the grey colors look darker and

the reddish-orange color looks brighter than the original.

HE distributes pixels equally at all levels, producing a uni-

form distribution of grey levels for the resulting image,

but eventually, much noise is produced with this technique.

Meanwhile, the result of CLAHE shows that it is clearly

superior in preserving details and enhances the quality of

the image significantly.

3.2. Grayscale Contrast Enhancement

The resulting image obtained from the previous process is

used to select a component that is characterized by good

moon crescent visibility. To do this, we calculate image

histograms for the separated components. For each com-

ponent, the histograms are distributed into three bins: 0,

0.5 and 1. The selection of components is based on the

highest number of the middle bin (0.5 value), as compared

to the left (0 value) and right (1 value) bins. This compo-

nent is considered to be our grayscale image and is denoted

by G(x,y).

Fig. 6. Example of a result obtained with the grayscale con-

trast enhancement technique (bottom image). The upper CLAHE

image is cropped to create the image at the bottom.

Next, we perform an auto-cropping process on the image

to select the region of interest, I(x,y). Based on the avail-

able data we know, that the moon is normally located in

the center of the image. Therefore, the cropping process is

performed by estimating the moon area from the center of

the image with 40% of the original size (see Fig. 6). Us-

ing this cropped image, we further perform grayscale con-

trast enhancement by adjusting the image histogram based

on the image’s standard deviation. It is simply estimated

using the following familiar expressions for mean, m and

standard deviation, σ :
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m =
1

MN

M−1

∑
x=0

N−1

∑
y=0

I(x,y) (2)

and

σ =

√

√

√

√

1
MN

M−1

∑
x=0

N−1

∑
y=0

[

I(x,y)−m
]2

. (3)

For x = 0,1,2 . . . ,M−1 and y = 0,1,2, . . . ,N−1. The his-

togram is stretched in the range between [m−2σ ,m+2σ ].

3.3. Bilateral Filtering

The backgrounds of images with high magnification rates

are characterized by high noise levels, similar to the well-

known salt and pepper noise. We perform a bilateral filter-

ing process to denoise and smooth the region’s boundaries,

since it is both an edge-preserving and noise reduction non-

linear smoothing filter. The name of the bilateral filtering

procedure was assigned by [38]. It replaces each pixel’s in-

tensity with a weighted average of intensity values from the

neighboring pixels. The algorithm starts with an inspection

of a patch from the sky portion of the image. Then, we

compute the variance of the patch to approximate noise

variance.

σ 2
p =

1
ST

S−1

∑
x=0

T−1

∑
y=0

[

P(x,y)−m
]2

, (4)

with m being calculated using Eq. (2). The bilateral filter,

BF is formulated as follows:

BF [I]p =
1

Wp
∑
q∈s

Gσs(p−q)Gσr(Ip− Iq)Iq , (5)

where Wp is a normalization factor:

Wp = ∑
q∈s

Gσs(p−q)Gσr(Ip− Iq) (6)

and Gσ (x) denotes the two-dimensional Gaussian kernel:

Gσ (x) =
1

2πσ 2 e
−

x2

2σ 2
. (7)

Parameters σs and σr in Eq. (5) will be used to calculate

the amount of filtering applied to image I. Equation (6) is

a normalized weighted average in which Gσs is a spatial

Gaussian that reduces the effect of distant pixels and Gσr

is a range Gaussian that reduces the influence of pixels q

with an intensity value different from Ip. It is worth noting

that the term “range” refers to amounts relative to pixel

values, as opposed to space, which refers to pixel location.

Figure 7 depicts an example of the output of the bilateral

filter.

Fig. 7. Result before and after bilateral filtering of the cropped

image.

4. Results and Discussion

The enhancement algorithm seeks to increase image quality

by generating a processed image that is superior to the orig-

inal image, for further processing. Such an improvement

might be evaluated subjectively through a visual assessment

of the image, or objectively through statistical measure-

ments. In this paper, fifteen images are tested and analyzed

with the proposed method. The images were obtained from

Jabatan Kemajuan Islam Malaysia (JAKIM), Teluk Kemang

Observatory and Pejabat Mufti Negeri Terengganu. All im-

ages were captured at different times using different types

of equipment and were saved in jpeg and png formats. In

Fig. 8, we present four examples of telescope-obtained im-

ages used in this study. As shown in Fig. 8c and Fig. 8d,

the moon is invisible to the naked eye. Noise is present in

Fig. 8a and Fig. 8b, hindering further processing.

The results obtained from the experiment are presented in

Fig. 9. As demonstrated in the figure, the proposed method

performed successfully for all images, proving its useful-

ness. The combination of CLAHE and grayscale contrast

enhancement successfully increases the visibility of the

moon crescent, even when it is invisible to the naked eye.

Bilateral filtering (BF) was performed by smoothing the

region concerned. The results were obtained with the bi-

lateral filter using the same variance, σr of the range Gaus-

sian kernel, which is set to double the variance of noise,

σ 2
p obtained from Eq. (3). However, we set σs to differ-

ent values. The leftmost images are the results of CLAHE

8
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Fig. 8. Telescope-obtained images.

Fig. 9. Results obtained with the contrast enhancement and bilateral filtering methods, using different σs on the cropped CLAHE

images.
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Table 1

Comparison of PSNR and MSE values between contrast enhancement and bilateral filtering (BF) of different σs

Image CL CE
CL BF

CL CE
CL BF

– 3 5 7 – 3 5 7

1 58.12 59.66 60.21 60.28 60.31 0.05 0.03 0.02 0.01 0.01

2 57.17 58.23 58.45 58.47 58.47 0.12 0.10 0.09 0.09 0.09

3 60.70 63.51 66.27 67.00 67.28 0.05 0.03 0.02 0.01 0.01

4 60.07 61.42 62.30 62.45 62.50 0.06 0.05 0.04 0.04 0.04

5 61.78 64.67 65.83 66.24 66.56 0.04 0.02 0.02 0.02 0.01

6 59.27 59.40 59.44 59.45 59.46 0.08 0.07 0.07 0.07 0.07

7 64.57 69.43 70.44 70.49 70.51 0.02 0.01 0.01 0.01 0.01

8 59.61 59.71 59.79 59.83 59.86 0.10 0.07 0.06 0.06 0.06

9 60.39 61.65 62.01 62.08 62.13 0.06 0.04 0.04 0.04 0.04

10 63.51 63.76 63.96 64.14 64.30 0.03 0.03 0.03 0.03 0.02

11 59.73 61.30 61.93 62.00 62.03 0.07 0.05 0.04 0.04 0.04

12 63.45 63.98 64.10 64.13 64.14 0.03 0.03 0.03 0.03 0.03

13 60.43 62.69 64.67 65.11 65.28 0.06 0.04 0.02 0.02 0.02

14 60.42 60.80 61.05 61.09 61.10 0.06 0.06 0.05 0.05 0.05

15 63.41 66.26 66.48 66.43 66.43 0.03 0.02 0.01 0.01 0.01

grayscale contrast enhancement (CL CE). Images presented

in column two are the results of CLAHE bilateral filtering

(CL BF) without σs, while those in columns three to five

are the results of CLAHE bilateral filtering with σs = 3,

σs = 5, and σs = 7, respectively. As can be observed from

the figure, as σs increases, the images become smoother.

However, the moon crescent becomes a little bit blurry.

This can be seen based on the example of images zoomed

around the moon crescent of bilateral filter with σs = 3 and

σs = 7, as presented in Fig. 9.

Based on Table 1, CL BF shows better PSNR values than

CL CE for all images. With CL BF, increasing the σs im-

prove the quality of enhanced image where PSNR for all

images with σs = 7 is higher than the PSNR with the lower

setting. However, for all enhanced images, the difference

of CL BF between σs = 7 and σs = 3 is less than 1.0 except

for image 3. Similar to the MSE, for all enhanced images,

changing the size of σs do not show much difference. Note

that increasing the σs is actually increase the neighborhood

size, which increases the filter execution time. So, using

a small size of σs is enough in this case.

5. Conclusion

This paper described how to improve moon crescent images

with the use of CLAHE, grayscale contrast enhancement,

and bilateral filtering methods. We began by converting an

RGB image into CIELab color space. CLAHE was applied

to the L component of the image in order to improve visi-

bility, before converting it back to an RGB image. The gray

image was then chosen based on the R, G, or B compo-

nent with the highest gray bin value (bin value = 0.5). After

that, we cropped the image to focus on the moon crescent,

before enhancing the contrast of the grayscale image. This

process was performed by adjusting the image’s histogram

based on the standard deviation of the image. In the last

step, the bilateral filtering process was performed to re-

move noise resulting from grayscale contrast enhancement.

The experiment conducted on fifteen moon crescent images

demonstrates that our method has acceptable practical re-

sults. The moon crescent that is invisible in the original

images may be seen after enhancing them with the use of

the proposed method.
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Abstract—A novel feature extraction method has been pro-

posed to improve the accuracy of the pineapple ripeness clas-

sification process. The methodology consists of six stages,

namely: image acquisition, image pre-processing, color ex-

traction, feature selection, classification and evaluation of re-

sults. The red element in the RGB model is selected as the

threshold value parameter. The ripeness of pineapples is de-

termined based on the percentage share of yellowish scales

visible in images presenting the front and the back side of the

fruit. The prototype system is capable of classifying pineap-

ples into three main groups: unripe, ripe, and fully ripe. The

accuracy of 86.05% has been achieved during experiments.

Keywords—image processing technique, pineapple, ripeness

grading.

1. Introduction

With the area of 1,805 hectares, Sarawak is Malaysia’s sec-

ond largest pineapple plantation [1]. The pineapple industry

is one of those agricultural sectors that are characterized by

high productivity rates and expenditure levels. This means

that it is highly recommended for them to implement ad-

vanced technologies in their production processes, for ex-

ample to replace manual processes involving workers with

innovative technical solutions. Sarawak still has room for

improvement in terms of the technology used in the pin-

eapple industry.

Fruit quality checks are important in the pineapple indus-

try due to great demand levels and highly competitive mar-

kets [2]. A traditional method of identifying and grading

the ripeness of a pineapple relies on a visual inspection

during which the skin color is assessed. Visual inspec-

tions are usually conducted by well-trained workers. Such

human inspections are inconsistent and subjective [3]. As

production volumes grow, the number of cases in which

visual inspections are performed inaccurately may increase

as well. A human grader may also be inconsistent in terms

of the quality of their work, as human eyes may get tired

when large quantities of fruit need to be processed.

Therefore, computer-based technologies, such as image pro-

cessing techniques, are very much needed and should be

applied for the purpose of classifying pineapple ripeness

levels.

2. Related Work

Several types of color-based models and techniques are

used for identification and classification purposes in the

agricultural industry. In this paper, the existing techniques

that have been relied upon to identify and classify the

ripeness of pineapples are discussed and reviewed. These

techniques include neural network classification based on

color image features, linear classification based on color im-

age features and fuzzy logic classification based on color

image features.

Paper [4] proposed a neural network classification based

on color image features for classifying pineapple ripeness.

Image acquisition in a controlled environment is crucial

for the collection of data, because such an environment en-

sures that any noise compromising image quality may be

eliminated and that the image captured is clear and suit-

able for processing in the subsequent stages of the process.

A controlled environment is deemed to consist of a high-

definition camera positioned at a fixed distance of 1.5 me-

ters away from the fruit, at an angle of 90◦ relative to the

ground, and with a constant exposure to light throughout

the entire process.

During the pre-processing phase, the images are subjected

to filtering in order to remove redundant information, such

as noise. The background of each image is cropped and

resized into a standard resolution to ensure all images may

pass through the system. RGB extraction is performed to

extract the green color from the RGB channel. It is then

converted into grayscale to show the intensity of the image’s

green component.

During the feature extraction phase, the number of green

and red pixels is extracted from a selected region of the

image. Next, during the feature selection phase, the range

of both yellow and green colors are populated to allow

respective counters to count the number of red and green

color pixels when a certain pixel lies within the range.

An artificial neural network (ANN) is used during the clas-

sification phase. According to [4], ANN is a set of inter-

connected nodes positioned between the input and the out-

put for a system. In other words, the manner in which

ANN is programmed to differentiate between ripe and un-

ripe pineapples mimics the human brain. The ANN-derived

result is then processed and is assigned with one of 4 in-

14



Novel Feature Extraction for Pineapple Ripeness Classification

Fig. 1. Pineapple classification methodology using the image processing technique.

dexes. This system differentiates 4 index maturities only

instead of 7 indexes requires under the Federal Agricultural

Marketing Authority’s (FAMA) standard. This is because

the fruit start to ripen when their index equals between 4

and 7, while those with the index of 1 to 3 remain greenish,

which makes it hard to compare the change of the color of

their skin.

This system has successfully classified the ripeness of

pineapples using the neural network classification method

based on color image features and has reached the accuracy

rate of 75%.

[5] has implemented linear classification based on color im-

age features to classify the ripeness index. Figure 1 shows

the flow chart of used methodology of classification.

The data was collected from one of the pineapple orchards

in Johor and Pahang, Malaysia. The images of N36 pineap-

ples are taken at different angles and then stored in the

database for future development of the system. Next, the

segmentation pre-processing phase occurred (Fig. 2) [5].

The background of the image was removed because it com-

prises unwanted data, such as noise, which will affect the

color analysis process. Segmentation is necessary because

it is used to determine the objects of interest and their

boundaries in the image.

Fig. 2. Pineapple image segmentation process.

The B channel mask is used rather than R and G chan-

nel masks to delineate the area of the pineapple because it

does not exist in the formation of the pineapple’s pixel value

which then naturally eliminates the blue background image

as shown in Fig. 3d. The image is then converted into a bi-

nary image for its later processing with the use of the mor-

phology fillhole method. The purpose of implementing the

morphology fillhole method during the segmentation pro-

cess is to capture the outline of the fruit. The method fails,

however, to produce a smooth rounded object after filling

the image with white pixels. In other words, the stump and

crown are still included in the image after filling it with

white pixels. Therefore, a binary ellipse mask is used to

overcome this issue and to produce a smooth rounded ob-

ject, as shown in Fig. 3g. The mask is then mapped onto

the original image to obtain the region of interest (ROI), as

shown in Fig. 3h.

Fig. 3. Segmentation of the pineapple image: (a) original image,

(b) red channel, (c) green channel, (d) blue channel, (e) binary

image of the blue channel, (f) morphological fillhole, (g) binary

ellipse mask, (h) segmented pineapple body using (g) as a mask

(see the digital version for color images).

The efficiency of the classification result depends on the

feature extracted from the processing stage. The percent-

age of yellowish scale pixels is the main factor relied upon

to measure the maturity index of the pineapple by deter-

mining the ratio of all pixel values of ROI. The following

formula was used to calculate the percentage of yellowish

scale pixels:

Py =
py

pv+ pg+ py
×100% , (1)

where py is the number of yellowish scale pixels, pv is the

number of dark violet scale pixels and pg is the number of

green scale pixels.

The result obtained from Eq. (1) is used to determine the

threshold level for classification process. 210 pineapple im-

ages were as a training set and the percentage of yellowish

scale pixels for each image in each index was calculated

and identified. Based on the result of linear classification,

the threshold level of yellowish scale pixels is identified and

categorized into 7 indexes in line with the FAMA standard.

The efficiency of ripeness classification may be measured

by using 700 images of pineapples considered to be a test-

ing set. This system has achieved an overall accuracy and

efficiency of 94.29%.

Paper [6] presented a fuzzy logic classification of ripeness

based on color image features.
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Fig. 4. System flow chart.

Based on Fig. 4, the three main parts of the system include

the following: pre-processing, feature extraction, and clas-

sification. The procedure starts with data collection,

whereby images of Josapine pineapples are obtained in

a controlled environment, i.e. with the use of a high-defi-

nition camera positioned at a fixed distance from the fruit.

Notice that no constant lighting conditions are ensured

throughout the process. Therefore, HSI color maps are im-

plemented, because HSI is capable of processing the image

even when the lighting conditions are not constant.

Next, each image is filtered to remove redundant infor-

mation, such as noise, and the unwanted background is

cropped because it does not provide any useful information

for the classification stage. The size of all images is stan-

dardized in 600×600 pixels to ensure good accuracy of the

classification process.

During the feature extraction stage, RGB and HSI spec-

trums are used to extract the necessary information from

the image. The entire image is processed with the use of

both spectrums. It is converted into the red and green chan-

nel in the RGB spectrum, while the HSI spectrum converts

the image into the saturation channel.

Before proceeding to the classification stage, feature selec-

tion is step that needs to be performed – the data needs

to be analyzed in order to meet the specific needs of the

project. Data extracted during feature extraction stage is

filtered and analyzed within a specific range of red, green

and saturation channels. Other channels, such as blue, hue

and intensity channel, are not taken in consideration be-

cause they do not provide any information needed. When

a certain pixel lies within the range, the counters will count

the number of pixels within the respective channels.

In the classification stage, fuzzy logic is used as a tool

to map the input into a pattern and to match the data ac-

cordingly, based on a specific parameter setup, to generate

an output. This project uses Matlab software to apply the

fuzzy logic features to accept three values from red, green

and saturation channels and to generate one output using

a Mamdani-style system. Classification is performed based

on ripeness and maturity levels.

This method has achieved average accuracy of 85% for ripe

and unripe fruit and 100% accuracy for fully ripe fruit.

2.1. Analysis of Review

The superior features of three different types of color mod-

els and ripeness classification techniques reviewed above

will be taken into consideration for the purpose of the

project. Images taken in a controlled environment are

required in order to obtain more accurate and consistent

ripeness classification results. The background should be

removed to ensure that the results the fruit classification

procedure are accurate. After reviewing the techniques in-

troduced in the previous section, all their superior features,

such as color models, strengths and weaknesses are com-

pared with each other. Each technique is summarized in

Table 1.

By using the neural network classification method, the fruit

may be categorized into four different types of ripeness,

namely unripe, early ripe, ripe and overripe. The linear

classification method is capable of assigning pineapples to

up to seven categories, while the fuzzy logic classification

method assigns the fruit into three major groups, i.e. un-

ripe, ripe and fully ripe. Hence, in this project, pineapples

will be graded and categorized into three major groups,

namely unripe, ripe and fully ripe.

Furthermore, the RGB color model will be used in this

project. This is because it serves as a good point of de-

parture and is also well-known for most image applica-

tions used nowadays. Moreover, the RGB color model is

capable of calculating the percentage of yellowish pixels

through the red channel, based on an appropriate threshold

value, and the ripeness of pineapple is usually determined

by humans based on their yellowish skin color. Hence, the

RGB model is the most suitable color model for the project

in question.

Instead of using a single vertical line as proposed in [4],

multiple diagonal lines will be produced and applied in

the prototype as an indicator for grading the degree of

ripeness. A training data set will be used to obtain the per-

16



Novel Feature Extraction for Pineapple Ripeness Classification

Table 1

Comparative analysis of the techniques reviewed

Technique Neural network classification Linear classification Fuzzy logic classification

Dataset Not stated 700 40

Training

set
Not stated 210 20

Grades

supported
Unripe, early ripe, ripe, overripe

7 levels: immature, early mature,

mature, under ripe, early ripe,

ripe, overripe

7 levels but categorizes into three

major group: unripe, ripe, fully

ripe

Color

model
RGB RGB RGB and HIS

Accuracy

of classifi-

cation
75% 94.29%

85% for unripe and ripe,

100% for overripe

Strengths

Makes the process of data extrac-

tion more accurate and easier.

Features from two regions of

interest are extracted to obtain

more accurate classification re-

sults.

Able to grade pineapples very

accurately.

Threshold value is identified to

classify the maturity of pineap-

ples.

HSI is able to process the image

even when lighting conditions are

not constant.

Weaknesses

Works on one type of pineapple

(Josapine).

Able to assign pineapples into

four categories only.

Works on one type of pineapple

(N36 only).

Lighting conditions may affect

the accuracy of classification.

centage ranges of yellowish pixels for each index. Thresh-

old values will be identified and used for classification

of ripeness.

3. Proposed Solution

This section discusses the algorithms proposed for the au-

tomated pineapple ripeness grading system and presents

the individual stages of the image processing technique, in-

Fig. 5. Process flow of proposed technique.

cluding image acquisition, image pre-processing, color ex-

traction, feature selection, classification of results and their

evaluation (Fig. 5).

3.1. Image Acquisition

Image acquisition is the first step of the image processing

technique during which the pineapple image is collected.

The sample is captured in a controlled environment, against

a background that highly contrasts the fruit, at a constant

distance from fruit, at an angle of 90◦ relative to the ground

or parallel to the camera.

Such a setup helps reduce the amount of unwanted infor-

mation, for example, in the form of noise, and ensures that

the sample images are clear and suitable for processing dur-

ing the subsequent stages. If the formats of sample images

are different, they will be converted to JPEG for standard-

ization purposes. This particular format is characterized

by a small file size, meaning that the processing time is

shorter and that efficiency is improved.

Sample images with fruit at different ripeness stages (from

unripe to fully ripe) are captured, as shown in Fig. 6. For

each category, 2 sample images (front and back side of the

pineapple) are taken simultaneously to ensure more accu-

rate classification. It is better to grade both sides of the

fruit, as it may not ripe uniformly 86 sample images of

43 pineapples were taken in total and were used for the

prototype system in this project.
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Fig. 6. Pineapple images captured in a controlled environment: (a) unripe, (b) ripe, and (c) fully ripe.

3.2. Image Pre-processing

At this stage, sample images are converted and formatted

into an acceptable form in order to be processed during the

subsequent stages. For example, they are cropped to remove

redundant backgrounds and the crown of the pineapple,

thus rendering more accurate results. They are then resized

into the format of 600×600 pixels, as shown in Fig. 7, to

enhance further processing.

Fig. 7. Redundant background and crown are removed.

3.3. Color Extraction

Here, color extraction will be performed to extract the

necessary information from the sample image. The RGB

model is applied in this project to extract information re-

quired, as it is basic color model most commonly used in

image-related applications.

The red elements are extracted from the sample image be-

cause they are the main component allowing to classify

the pixels of a digital image into two categories, namely

yellow and green, based on an appropriate threshold value.

Color extraction eliminates background and shortens pro-

cessing time. Therefore, the red element from the RGB

palette is chosen, as its extraction allows to determine the

degree of ripeness. In the RGB spectrum, the image will

be converted into the red channel to obtain pixel values

that are similar to a grayscale image (within the range of

0 to 255) to show the intensity of the color component of

the image.

3.4. Feature Selection

The red element of the sample image that was extracted in

the previous step will be analyzed to meet the requirements

of the project. Before analyzing the red element, six diag-

onal lines are created, as shown in Fig. 8. Only the pixels

that lie along these lines will be analyzed and will be di-

vided into two different categories, namely yellow pixels

and green pixels, based on the applicable value of the red

element.

Fig. 8. Six diagonal lines drawn across the sample image.
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The reason of creating diagonal lines across the sample im-

age, instead of using a single vertical line, is that a pineap-

ple does not have a uniformly yellowish skin color, as

shown in Figs. 9 and 10.

Fig. 9. A pineapple with uneven yellowish skin color – more

yellowish color on the left.

Fig. 10. A pineapple with uneven yellowish skin color – more

yellowish color on the right.

Uneven distribution of yellow on the skin may be a fac-

tor that affects the number of yellowish pixels identified if

a vertical line is used in the prototype solution. It may be

noticed in the examples shown above that the pineapples

(depicted in Figs. 9 and 10) are more yellow on the left

and on the right, respectively. If a single vertical line was

applied in the prototype solution and used on both sample

images, as shown in Fig. 11, misclassification could be oc-

curred, as the vertical line does allow the yellowish pixels

present on the sides to be taken into consideration.

Furthermore, a vertical line used to analyze the red ele-

ments present along that line may produce less ideal re-

sults than those achieved based on six diagonal lines. This

Fig. 11. A vertical line applies on an uneven fruit.

is because a longer section of the vertical line (compared

to a diagonal line) runs over the eye of the pineapple, as

shown in Fig. 12, and the eye of the fruit does not provide

Fig. 12. Eye of the pineapple covered by the vertical line.
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any important information for grading its ripeness. Hence,

six diagonal lines are created and applied in the prototype

solution to avoid the eye of the pineapple and to reduce the

probability of misclassification errors as well as to increase

the accuracy of the percentage of yellowish of fruit.

Once the six diagonal lines have been created and imposed

on the sample image, the pixels that lie along those lines

will be analyzed. Each pixel will contain information of

the RGB color space, and each component color has the

value between 1 and 255. However, only the red element

is extracted and analyzed, because the red element from red

channel of the RGB color model is capable of assigning the

selected pixel into two different categories, namely yellow

pixel and green pixel, based on an appropriate threshold

value. These two colors can be considered of interest for

our purposes.

The threshold value for the red element is set at 160, deter-

mined during preliminary tests. Thus, when the value of

specific pixel is lower than that of the threshold, green color

counters will be incremented. Otherwise, yellow color

counters will be incremented. The flowchart presented in

Fig. 13 shows the process of counting the number of green

and yellow pixels based on threshold value.

Fig. 13. Flow chart describing the process of counting green and

yellow pixels.

This threshold value allows the respective registers to count

the number of green and yellow pixels and these values

will be used to calculate the percentage share of yellow-

ish scales. Then percentage share will be used during the

classification phase to determine ripeness and maturity cat-

egories. Six percentage ranges for each diagonal line need

to be calculated using the following formula:

Y =
Ny

Ny +Ng
×100% , (2)

where Ny is the number of yellow pixels and Ng is the

number of green pixels.

Once the six percentage ranges have been obtained for the

six diagonal lines, the average value may be calculated for

each side of the fruit:

Y =
Y1 +Y2 +Y3 +Y4 +Y5 +Y6

6
, (3)

where Y1, Y2, Y3, Y4, Y5, Y6 represent the six percentage

shares of yellowish scales along the diagonal lines.

Nevertheless, the final percentage share of yellowish scales

is calculated by taking the average from both sides of the

fruit and it can be calculated in the following manner:

Y =
Ys f +Ysb

2
, (4)

where Ys f represents the percentage share of yellowish

scales in the sample image showing the front side of the

fruit and Ysb represents the percentage share of yellowish

pixels in the sample image showing the back side of the

fruit.

3.5. Classification

36 sample images have been taken to determine 7 indexes

corresponding to the percentage share yellowish scales in

a given pineapple. Among 36 sample images, experts had

determined that 5 sample images are used for index 1 to

index 6 while 6 sample images are used for index 7 to

obtain the percentage of yellowish scales.

During the preliminary test, values ranging from 130 to

200 (at intervals of 10, e.g. 130, 140, 150, . . ., 200) were

verified. After detailed observations, the value of 160 was

selected as most suitable for the needs of the prototype

system and was assumed to be the threshold value for de-

termining whether the green or the yellow pixel counter

should be incremented. The indexes of 1–7 were defined by

experts from the Sarawak Land Consolidation & Rehabil-

itation Authority (SALCRA). 36 sample images were sent

to experts in order to be assigned to the specific ripeness

indexes.

Table 2

Percentage shares of yellowish scales

Index FAMA Specified range

1 0% 0% < yellowish ≤ 9.57%

2 A little bit 9.57% < yellowish ≤ 19.86%

3 1–2 scales 19.86% < yellowish ≤ 24.70%

4 About 25% 24.70% < yellowish ≤ 39.40%

5 About 50% 39.40% < yellowish ≤ 58.00%

6 More than 75% 58.00% < yellowish ≤ 71.66%

7 100% 71.66% < yellowish ≤ 100%

The percentage shares of yellowish scales for each index

are presented in Table 2. These 7 indexes of ripeness are

grouped into three classes, namely unripe, ripe and fully

ripe, based on the score of yellowish percentage and the

ripeness level according to index maturity in Table 3.
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Table 3

Ripeness level according to the maturity index [1]

Ripeness Index of maturity

Unripe index 1, index 2

Ripe index 3, index 4, index 5

Fully ripe index 6, index 7

4. Results and Evaluation

An experiment was carried out to improve the accuracy

of ripeness classification procedures. 86 sample images

of 43 pineapples, including those used in Subsection 3.5,

were sent to the SALCRA in order to be graded manually

by local experts. Based on the manual grading process,

12 of the samples were classified as unripe, 12 as ripe

and 19 as fully ripe. The expert grader’s assessment was

then compared with the data obtained with the use of the

prototype system (Table 4).

It turned out that six pineapple samples had been misclas-

sified. All samples classified manually as fully ripe were

misclassified as ripe when using the prototype system. One

of the reasons is that some samples have large pineapple

eyes, meaning that the diagonal lines took those areas into

consideration as well. Also, some pineapple samples are

characterized by huge differences in the percentage share

of yellowish scale between front and back sides of the fruit

(Fig. 14). On top of that, classification inaccuracy may also

be caused by poor light conditions prevailing when taking

sample images.

Fig. 14. Results achieved with the use of the proposed solution.

The accuracy of fruit ripeness classification can be calcu-

lated as:

Classi f ication accuracy

=
Number o f correct classi f ications

Number o f experiments involving f ruit samples
. (5)

The results show that the accuracy rate achieved by the

prototype system while classifying an grading pineapples

equals 86.05%.
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Results achieved by the prototype system

and manual grading
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1 17.74 20.31 19.02 U OK

2 17.99 18.01 18.00 U OK

3 23.78 9.57 16.68 U OK

4 9.79 8.46 9.13 U OK

5 9.92 15.15 12.49 U OK

6 71.72 62.60 67.16 FR OK

7 72.94 62.90 67.92 FR OK

8 59.12 66.65 62.89 FR OK

9 62.73 76.05 69.39 FR OK

10 47.51 49.96 48.73 FR M

11 25.93 29.08 27.51 R OK

12 40.15 24.71 32.43 R OK

13 31.67 25.30 28.49 R OK

14 15.22 19.86 17.54 U OK

15 27.43 23.17 25.30 R OK

16 43.48 41.00 42.24 FR M

17 31.60 23.15 27.37 R OK

18 18.38 18.00 18.19 U OK

19 17.58 21.51 19.55 U OK

20 23.18 20.19 21.68 R OK

21 23.68 14.78 19.23 U OK

22 82.39 80.59 81.49 FR OK

23 72.54 67.90 70.22 FR OK

24 66.73 77.04 71.88 FR OK

25 54.90 45.70 50.30 R OK

26 33.88 28.90 31.39 R OK

27 36.19 48.28 42.24 R OK

28 69.38 72.18 70.78 FR OK

29 63.28 72.79 68.04 FR OK

30 62.44 68.86 65.65 FR OK

31 55.42 53.10 54.26 FR M

32 39.52 46.40 42.96 R OK

33 41.43 57.39 49.41 FR M

34 55.03 33.94 44.49 FR M

35 47.43 50.65 49.04 FR M

36 72.83 75.95 74.39 FR OK

37 71.66 77.24 74.45 FR OK

38 61.76 58.01 59.89 FR OK

39 29.37 37.27 33.32 R OK

40 27.46 24.99 26.23 R OK

41 14.54 14.51 14.52 U OK

42 16.79 8.81 12.80 U OK

43 14.04 7.61 10.82 U OK

FR – fully ripe, U – unripe, R – ripe, M – misclassified
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5. Conclusions

In this paper, the proposed algorithms are used to classify

the ripeness and to improve the accuracy of the process of

grading pineapples. The system’s algorithms are capable

of classifying pineapple samples into three main groups,

namely unripe, ripe and fully ripe. The overall accuracy

rate achieved equaled 86.05%.

One of the limitations is that the system relies on two sam-

ple images for each classification procedure, showing the

front and the back of the fruit. Thus, a specimen with un-

even distribution of yellowish scales around its body may

be improperly classified based on the average percentage

share of yellowish scales.

In addition, the image of the sample must be captured in

a controlled environment. Images taken in differing cir-

cumstances affect the end result as well. The positions of

six diagonal lines are currently fixed, meaning they may in-

tersect with the eye of the pineapple. The prototype system

is also operating offline.

Future work will consist in capturing more pineapples in

the same sample and in adding images of a larger number of

sides of the fruit (the current prototype system is limited to

two sides per sample) in order to achieve higher efficiency

and accuracy of the classification process. Furthermore,

the system may be improved to estimate the weight and the

species of pineapples based on their size and shape.

Many improvements are still needed in order to enhance

the operation of the system prior to its real-life application.

The prototype system may only be operated under certain

controlled conditions. All of its limitations must be ad-

dressed in the course of the work to be performed in the

future.
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Abstract—Nowadays, underwater image identification is a

challenging task for many researchers focusing on various ap-

plications, such as tracking fish species, monitoring coral reef

species, and counting marine species. Because underwater im-

ages frequently suffer from distortion and light attenuation,

pre-processing steps are required in order to enhance their

quality. In this paper, we used multiple edge detection tech-

niques to determine the edges of the underwater images. The

pictures were pre-processed with the use of specific techniques,

such as enhancement processing, Wiener filtering, median fil-

tering and thresholding. Coral reef pictures were used as a

dataset of underwater images to test the efficiency of each edge

detection method used in the experiment. All coral reef image

datasets were captured using an underwater GoPro camera.

The performance of each edge detection technique was evalu-

ated using mean square error (MSE) and peak signal to noise

ratio (PSNR). The lowest MSE value and the highest PSNR

value represent the best quality of underwater images. The re-

sults of the experiment showed that the Canny edge detection

technique outperformed other approaches used in the course

of the project.

Keywords—edge detection, mean square error, median filtering,

peak signal to noise, wiener filtering.

1. Introduction

Exploration of the underwater environment with the use of

video and images is a challenging and fascinating proce-

dure due to several problems, including noise, limited visi-

bility, light scattering, attenuation concerns, non-uniform

lighting, and other factors affecting the seawater environ-

ment [1], [2]. Artificial light sources also cause image

blur, haziness, and are a source of a bluish or greenish

hue in underwater images, leading to high absorption, scat-

tering, color distortion, and noise [3]. As a result of this

scenario, researchers will find it difficult to perform more

extensive research harnessing computer technology, partic-

ularly while classifying, recognizing and segmenting coral

reef components and numerous fish species. It is vital to

understand the underwater ecology to manage and moni-

tor marine resources effectively. Therefore, image analysis

techniques based on computer vision and image process-

ing technologies have been established to monitor marine

resources properly. However, no quantitative or qualitative

assessment of all underwater marine resources has been

conducted, according to [4].

With these constraints in mind, the edge detection pro-

cess is used as the first computation approach aiming to

reduce noise in underwater images, while preserving the

important edges. It is commonly used in low-level image

processing to retain the best possible edges for higher-level

processing [5], [6]. On the other hand, noise content and

the density of edges in the image all influence how well

edge detection works. Apart from image enhancement,

edge detection is extensively applied in pattern recognition

and classification techniques [8], [9]. Advanced research

concerned with underwater image analysis also used edge

detection techniques, for instance in recognizing underwa-

ter sonar images [10]. Edge detection techniques also have

also been used in conjunction with autonomous underwater

vehicles (AUVs) [11] and acoustic devices [12].

The remainder of this paper is organized in the following

manner. Several related works on underwater image and

edge detection techniques are discussed in Section 2. The

technique’s principles and hypotheses related to multiple

edge detection algorithms, data acquisition, experimental

design, and image quality measurement based on mean

square error (MSE) and peak signal noise ratio (PSNR)

are discussed in Section 3. The analysis of the experimen-

tal results using coral reef image datasets are presented in

Section 4. Section 5 concludes the discussion.

2. Related Works

Most underwater images are texture images that contain

both living and non-living objects. For segmenting and
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detecting objects in underwater images, many researchers

have carried out several different studies. We review some

of the studies that are similar to the proposed work.

Acoustic underwater images are challenging to edge-

identify. Article [12] improved underwater acoustic im-

ages by applying edge detecting algorithms. The authors

employed Wiener filtering to reduce speckle noise while

maintaining high-frequency components. Meanwhile, the

median filter was used to remove small objects from the

image. Overall performance was assessed by obtaining

a local minimum and maximum from morphological op-

erations. The resulting edge maps tracing objects in un-

derwater acoustic images were compared with Canny and

Sobel edge detection algorithms. The results outperformed

conventional methods but were still contaminated by noise.

Paper [13] suggested an edge identification method based

on fractional order differentiation for underwater images.

A texture improvement filter based on the Grünwald

Letnikov (G-L) fractional differential operator was devised

and explored. Diverse underwater images were selected to

analyze both conventional and fractional differential oper-

ators, respectively. The findings were also compared with

the Riemann-Liouville fractional differential operator tech-

nique (R-L). The recommended strategy outperformed both

traditional and R-L-based methods in recognizing the edges

of low-contrast underwater images, offering a high level of

accuracy, excellent brightness and more information.

Almost all segmentation approaches aim to classify images.

However, images can be misclassified into various clusters,

leading to overlapping pixels being identified over the ac-

tual edges. Article [15] used Canny edge detection for seg-

mentation to manage challenging underwater images and

to expose essential information without distortion. The pa-

per showed that Canny improves the signal-to-noise ratio,

reduces analytical error rate, and ensures high efficiency,

good localization, and precise response while dealing with

underwater images.

Paper [11] used edge detection methods and the Lab color

model to improve underwater image quality. The authors

performed edge detection after color correction and contrast

enhancement. Due to light illumination, water velocity, and

suspended particles, they preferred to use color detection

due to the poor results obtained from direct edge recog-

nition performed on underwater images. Although their

approach was efficient at detecting the shapes of objects,

some noise remained. They hoped to improve current edge

detection results by applying deep networks for automated

operations.

According to [16], underwater environmental research still

has a great deal of unrealized potential. They discussed nu-

merous alternative image quality enhancement techniques

in their review paper, including a deep learning approach,

color restoration, color evaluation metrics, and image pro-

cessing approaches. Meanwhile, article [17] suggested

segmenting selected underwater objects in the images us-

ing Canny edge detection and the active contour model.

Furthermore, [4] used contrast limited adaptive histogram

equalization (CLAHE) in conjunction with an adaptive his-

togram and a Haar wavelet to reduce noise in underwater

images while maintaining their edges. PSNR, contrast to

noise ratio (CNR), image enhancement metric (IEM), and

absolute mean brightness error (AMBE) are all used to

quantify edge detection efficiency.

3. Methodology

Detecting edges is a crucial task in digital image process-

ing and is required to increase confidence levels related

to image segmentation, pattern recognition and detection

of objects. This study uses various edge detection tech-

niques, such as Sobel, Prewitt, Roberts, LoG and Canny.

Figure 1 presents a flowchart of the comparative study of

various edge detections techniques for underwater images.

First, we intentionally corrupted such images with Gaussian

noise, as well as salt and pepper noise (SPN). In the next

Fig. 1. Flowchart presenting a comparative study of edge detec-

tion techniques for underwater images.
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step, Wiener filtering and median filtering were applied

to effectively remove noise disorder from images. Then,

all edge detection techniques mentioned above are used as

a pre-processing stage in the study. The best edge detec-

tion result is determined based on successfully preserving

true edges and minimizing noise from the image. We use

MSE and PSNR to evaluate edge detection algorithms for

quantitative measurement.

3.1. Data Acquisition

The study used Acropora branching images that served as

an underwater image sample dataset. The data was col-

lected from three different sample sites in the Redang is-

lands, such as Pulau Lima, Pulau Kerengga and Pasir Pan-

jang. Our group worked with the Institute of Oceanography

and Environment (INOS) at Universiti Malaysia Terengganu

to collect the data. Line intercept transect (LIT) video im-

ages were obtained with the use of a high-quality underwa-

ter video camera. 100 m transect lines were built at each

dive site using measuring tape positioned at the depth of

3 m and 10 m. A diver towed the transect line to record

videos and images of the coral reef. The Acropora branch-

ing images were set to measure 300×300 pixels, as shown

in Fig. 2b.

Fig. 2. (a) Data collection at Redang islands, (b) Acropora

branching images.

3.2. Theoretical Edge Detection Techniques

Edge detection is an excellent way to discover crucial edges

in an image while reducing noise. Edge detection using

first and second-order derivatives has been widely used for

image enhancement [18], [19]. First-order derivative oper-

ators are more prone to noise and spurious edges. First-

order derivative operators include Sobel, Prewitt, Roberts,

and Canny. Second-order derivative operators are more ef-

ficient but still sensitive to noise [20], [21]. Two examples

of second-order derivative edge detection techniques the in-

clude difference of Gaussian (DoG) and the Laplacian of

Gaussian (LoG) (e.g. the Marr-Hildreth meth).

Table 1

Kernel mask of each edge detection techniques

Technique Kernel mask Gx Kernel mask Gy

Sobel Gx =













−1 0 +1

−2 0 +2

−1 0 +1













Gy =













−1 0 +1

−2 0 +2

−1 0 +1













Prewitt Gx =













−1 0 +1

−1 0 +1

−1 0 +1













Gy =













−1 −1 +1

0 0 0

+1 +1 +1













Roberts Gx =





+1 0

0 −1



 Gy =







0 +1

−1 0







LoG Gx =













0 −1 0

−1 4 −1

0 −1 0













Gy =













−1 −1 −1

−1 8 −1

−1 −1 −1













Canny Gx =













−1 0 +1

−2 0 +2

−1 0 +1













Gy =













−1 0 +1

−2 0 +2

−1 0 +1













Table 2

Formula for gradient magnitude and orientation angle

Gradient magnitude |G| Orientation angle θ

|G|=
√

Gx2 +Gy2 θ = arctan Gy
Gx

As shown in Table 1, different kernel masks are used in dif-

ferent edge detection techniques. The aspects of the input

image that affect the kernel mask operator include bright-

ness and lighting [22], [23]. Typically, two mask kernels re-

spond to vertical and horizontal edges. These were created

by mixing two convolution mask kernels. Edge orienta-

tion was computed using magnitude gradient data. Table 2

shows the gradient’s magnitude and angle direction. These

methods work best when edges are well retained. Image

localization is sound and minimal noise disturbance is ex-

perienced.

25



Ezmahamrul Afreen Awalludin et al.

The x- and y-gradients are generated using a set of 3× 3
kernel masks based on each edge detection, as shown in

Table 1. The gradient magnitude is computed by adding Gx
and Gy. Table 2 explains how to use the Pythagoras’ law

to calculate gradient magnitude. We can also determine

the orientation angle of the edge location (x,y) with the

gradient magnitude.

The Canny operator is a well-known technique for recog-

nizing edges since it removes image noise. It uses a multi-

stage method to find absolute edge boundaries affected by

noise and position selection, and it only responds to single

edges. The Gaussian kernel is used to smooth out image

noise and can be described as:

Gσ =
1

√

2σ 2
e

x2+y2

2σ2
, (1)

where standard deviation is used to calculate the distance

between Gaussian distributions. The gradient magnitude

and orientation are computed using the equations from Ta-

ble 2. Non-maximum suppression is also used to thin out

the edges while eliminating pixels that are not part of the

edge. Meanwhile, non-maximum suppression pixels can be

measured using:

gT (x,y) =

{

g(x,y), if g(x,y)≥ T

0, otherwise
. (2)

Non-maxima pixels are suppressed by comparing them

with two neighbors in the gradient’s direction. If nothing

changes, set the number to 1. When the density gradient

value approaches a higher threshold, double thresholding

considers the pixels as edges. Pixels are eliminated as edges

if the gradient strength is less than a threshold. A pixel is

only taken into account if it is adjacent to another pixel

above the upper threshold.

The Laplacian operator is a second-order derivative edge

detector commonly used in signal processing. A second-

order derivative edge detection approach produces a lot

of noise in the output image, necessitating a smoothing

procedure. A Gaussian filter is applied to the image

before applying the LoG operator. The Gaussian filter

formula is:

Gσ =
1

√

2πσ 2
e

x2+y2

2σ2
, (3)

and the Laplacian operator is computed as:

∇2g =
(∂ 2 f )
(∂ 2x)

+
(∂ 2 f )
(∂ 2y)

, (4)

∇2g(x,y) =
1

σ 2

[

x2 + y2

σ 2 −2
]

e
−(x2+y2)

2σ2
. (5)

The image gradient output is marked by the symbol ∇2g,

and the Laplacian edge operator is denoted by the sign

g(x,y). It is responsible for determining the location of

the pixel intensity in the image. The LoG is a convolution

mask that may be calculated using the Eqs. (4) and (5).

In this case, the gradient output value of LoG is g(x,y).
Meanwhile, the x and y axes reflect the horizontal and ver-

tical direction values of the input image, respectively. The

sign σ denotes the standard deviation value that is utilized

in the Gaussian distribution.

3.3. Wiener and Median Filtering

The median filter is a simple and effective non-linear filter.

It is used to reduce the difference in intensity between two

pixels. The median is calculated by ascending all pixel val-

ues and then replacing the calculated pixel with the middle

pixel value. The median filter can be calculated as:

I′(u,v)←median{I(u+ i,v+ j) | (i, j)εw} . (6)

The w sign signifies a user-defined neighborhood inside the

image centered on (u,v). Meanwhile, i and j represent the

coordinates of the image’s pixel values.

On the other hand, the Wiener filter reduces the amount of

noise that has distorted a signal. The goal of the Wiener

filter is to minimize the mean square error as much as

possible. It is a useful technique for reducing image noise

and blurring. As part of image processing, it considers

both the degradation mechanism and noise. The formula

given below can be used to calculate the Wiener filter:

∇2g(x,y) =
H ∗ (u,v)

|H(u,v)|2Ps(u,v)+Pn(u,v)
. (7)

H(u,v) shows the degradation conjugate complex form.

Ps(u,v) represents the signal power spectrum density, which

is the most crucial thing when it comes to noise. Mean-

while, Pn(u,v) indicates the power spectral distribution den-

sity of the original image. Finally, H(u,v) denotes the

degradation function.

3.4. Quantitative Measurement

MSE and PSNR are numerical measures used to evaluate

edge detection efficiency. An underwater image of the best

quality has the lowest mean square error and the highest

peak signal to noise ratio. We measured the parameters

below to compare the original and filtered images. The

MSE computes the change in square error between the en-

coded and original images. It is the most crucial factor to

consider when evaluating a predictor or estimator. Instead

of an absolute difference, the loss between two separate

edge detectors is calculated using a squared difference in

a random variable. MSE is expressed as follows:

MSE =
1

mn ∑
m

∑
n

(xmn− ymn)
2
, (8)

where: m – number of rows in cover image, n – number

of columns in cover image, xmn – pixel value from original

image, ymn – pixel value from filtered image.
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The x symbol represents the original image, whereas the y
symbol represents the filtered version of the same image.

The images have a resolution of m×n pixels in resolution,

representing the number of rows and columns, respectively.

PSNR is the ratio between the maximum possible power of

a signal and the power of corrupting noise [14]. It deter-

mines how well an image is reconstructed. PSNR can be

calculated as:

PSNR(x,y) =
10log10[max

(

max(x),max(y)
)

]2

|x− y|2
. (9)

3.5. Sensitivity Measurement

In this section, sensitivity estimation distribution is used to

evaluate the performance of each edge detection algorithm.

The fraction of edges that are correctly categorized as edges

is addressed in the study as sensitivity. The sensitivity

curve has the form of a series of distinct threshold values

ranging from 0 to 0.5. The formula for calculating the

quantitative value of sensitivity is:

Sensitivity =
T P

T P+FN
. (10)

Table 3

Sensitivity variable definition

Edges present Edges absent

Edges detected
True positive False positive

(TP) (FP)

Edges not detected
False negative True negative

(FN) (TN)

4. Experimental Results

The experiments were all conducted using Matlab. All edge

detection techniques were evaluated using Wiener and me-

dian filters. The effects of both filters were compared using

Gaussian and SPN. The best edge detection algorithms have

the lowest MSE and the highest PSNR values.

4.1. Experiment 1

The effects of processing Acropora branching images by

applying the Wiener filter with additional Gaussian noise

are shown in Fig. 3. The effects of processing Acropora

branching images by applying the Wiener filter with ad-

ditional Gaussian noise are shown in Fig. 3, these edge

detection techniques generally suffer from information loss

due to Gaussian noise sensitivity. While the LoG algorithm

is able to categorize edges, it fails to obtain ideal edges and

struggles to reduce Gaussian noise in the image. The Canny

edge detection technique surpasses all other edge detection

algorithms because it incorporates Gaussian filtering. The

Fig. 3. (a) original image, (b) Prewitt, (c) Roberts, (d) Sobel,

(e) LoG, and (f) Canny edge detectors.

Fig. 4. (a) MSE and (b) PSNR analysis of various edge detection

algorithms with Wiener filtering by adding Gaussian noise.
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technique is capable of reducing the Gaussian noise while

maintaining good edge orientation.

In terms of quantitative measurements, the Canny algo-

rithm outperforms Sobel, Prewitt, Roberts, and LoG al-

gorithms when using 100 sample images. The Canny al-

gorithm achieves the lowest MSE values and the high-

est PSNR values, ensuring good quality while minimizing

noise. This shows that the Canny algorithm could eliminate

Gaussian noise. The results are presented in Fig. 4. Mean-

while, Table 4 shows the average MSE and PSNR values

measured.

Table 4

Average MSE and PSNR values for experiment 1

Sobel Prewitt Roberts LoG Canny

MSE 0.051 0.048 0.058 0.081 0.022

PSNR 61.144 61.386 60.527 59.092 64.768

4.2. Experiment 2

Figure 5 shows the results achieved with the use of all

edge detection techniques by deploying Wiener filtering

and adding SPN to the image. From the experimental re-

sults, one can observe that Prewitt, Sobel, Roberts and LoG

algorithms cannot preserve Acropora coral reef branching

edges and are not capable of suppressing unwanted noise

Fig. 5. (a) original image, (b) Prewitt, (c) Roberts, (d) Sobel, (e)

LoG, and (f) Canny edge detectors.

Fig. 6. (a) MSE and (b) PSNR analysis of various edge detection

algorithms with Wiener filtering by adding SPN.

properly. In addition, high MSE and low PSNR values

produced by these techniques are significant as well – see

Fig. 4. Meanwhile, the Canny algorithm outperforms all

other edge detection techniques in this scenario, with the

lowest MSE and the highest PSNR. However, some edges

are not sufficiently simplified by Canny edge detection tech-

niques. This problem occurs when the two filters interact.

The first of them was the Wiener filter used to reduce the

noise from underwater images. The other was the Gaus-

sian filter to affect the pixel edges by removing noise with

information. Table 5 shows the average MSE and PSNR

values for 100 Acropora branching images.

Table 5

Average MSE and PSNR values for experiment 2

Sobel Prewitt Roberts LoG Canny

MSE 0.025 0.03 0.017 0.019 0.010

PSNR 64.312 63.428 65.925 65.446 67.999

4.3. Experiment 3

Figure 7 shows the effects of using median filtering and

Gaussian noise. Similar results are obtained as in the

previous experiment, with LoG, Roberts, Sobel, and Pre-

witt techniques failing to decrease Gaussian noise consider-
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Fig. 7. (a) original image, (b) Prewitt, (c) Roberts, (d) Sobel,

(e) LoG, and (f) Canny edge detectors.

Fig. 8. (a) MSE and (b) PSNR analysis of various edge detection

algorithms with median filtering by adding Gaussian noise.

ably. When applied to Gaussian noise images, these tech-

niques tend to distort edges and cannot remove Gaussian

noise. When applied to Gaussian noise images, these tech-

niques tend to distort edges and cannot remove Gaussian

noise. The Canny algorithm offered better image quality

than the LoG, Roberts, Sobel, and Prewitt techniques dur-

ing the experiment. However, some edges are missing when

using the Canny approach.

The LoG, Roberts, Sobel, and Prewitt algorithms produce

the worst image quality, as illustrated in Fig. 8. Again, the

Canny edge detection algorithm produces the best edge de-

tection result for the second part of the experiment, with

the lowest MSE and the highest PSNR. Table 6 below

shows the average MSE and PSNR values for 100 coral reef

Acropora branching images.

Table 6

Average MSE and PSNR values for experiment 3

Sobel Prewitt Roberts LoG Canny

MSE 0.050 0.048 0.017 0.058 0.022

PSNR 61.144 61.386 60.526 59.092 64.767

4.4. Experiment 4

The Acropora branching image effects are shown in Fig. 9

using median filtering with SPN. As a result, the Canny

Fig. 9. (a) original image, (b) Prewitt, (c) Roberts, (d) Sobel,

(e) LoG, and (f) Canny edge detectors.
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approach outperforms conventional edge detection tech-

niques when it comes to maintaining critical edges while

decreasing noise. Quantitative measurements reveal that

the LoG, Prewitt, Sobel and Roberts algorithms provided

the lowest image quality due to the highest MSE and

lowest PSNR values, respectively. However, the Canny

approach offers better results based on the quantita-

tive measurement analysis, which achieving the lowest

MSE (Fig. 10a) and the highest PSNR (Fig. 10b) values

(Table 7).

Fig. 10. (a) MSE and (b) PSNR analysis of various edge detec-

tion algorithms with median filtering by adding salt and pepper

noise.

Table 7

Average MSE and PSNR value for experiment 4

Sobel Prewitt Roberts LoG Canny

MSE 0.071 0.074 0.051 0.075 0.046

PSNR 59.664 59.464 61.065 59.493 61.551

4.5. Sensitivity Results

Sensitivity is increased by varying the threshold value,

as illustrated in Fig. 12. Table 8 summarizes the results

of all detectors with various threshold values. Meanwhile,

Fig. 11 presents the graph of the sensitivity of different

edge detectors. As a consequence of the average, it was

determined that the Canny operator was the most suscep-

tible to all other operators. Sensitivity of the Canny edge

detection approach offers the average success rate of ap-

proximately 85%.

Fig. 11. Sensitivity of different edge detectors.

Table 8

Results concerning sensitivity of specific edge detectors

Threshold Sobel Prewitt Roberts LoG Canny

0.00 0.891 0.891 0.950 0.911 0.950

0.10 0.812 0.802 0.812 0.832 0.941

0.20 0.347 0.347 0.366 0.515 0.852

0.30 0.089 0.069 0.109 0.188 0.822

0.40 0.000 0.000 0.000 0.109 0.782

0.50 0.000 0.000 0.000 0.030 0.752

Average 0.356 0.351 0.373 0.431 0.850

5. Conclusion

Prewitt, Sobel, Roberts, and LoG techniques suffer from

some difficulties when extracting noise from underwater

images compared with the well-known Canny edge de-

tection algorithm. While the latter is better at eliminat-

ing most noise, it is not capable of easily distinguishing

certain important edges. The effectiveness of each edge

detection method was compared using Wiener and me-

dian filtering. Wiener filtering did not improve the im-

ages significantly. The Wiener filter is suitable just when it

comes to removing noise, but not when it comes to main-

taining edges in underwater images. Meanwhile, by in-

corporating median filtering into the edge detection algo-

rithms, Gaussian as well as salt and pepper noise can be re-

moved with the edges still being effectively preserved in the

images.
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Fig. 12. The sensitivity results of images are affected by different threshold values.
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[23] F. Bachofer, G. Quänähervä, T. Zwiener, M. Maerker, and

V. Hochschild, “Comparative analysis of edge detection techniques

for SAR images”, Eur. J. of Remote Sens., vol. 49, pp. 205–224,

2016 (DOI: 10.5721/EuJRS20164912).

Ezmahamrul Afreen Awallu-

din is currently a Senior Lec-

turer at the Faculty of Fish-

eries and Food Science, Univer-

siti Malaysia Terengganu. He

received his Ph.D. in Com-

puter Science from Universiti

Malaysia Terengganu in 2016.

His research interests focus pri-

marily on computer vision, im-

age processing and artificial

intelligence.

https://orcid.org/0000-0003-4470-0052

E-mail: e.afreen@umt.edu.my

Faculty of Fisheries and Food Science

Universiti Malaysia Terengganu

21030 Kuala Nerus

Terengganu, Malaysia

Tengku Noorfarahana T. Ar-

sad is a master student at

the Faculty of Fisheries and

Food Science at Universiti

Malaysia Terengganu. She com-

pleted her bachelor’s degree in

Fisheries Sciences from Univer-

siti Malaysia Terengganu. She

is currently studying the re-

lationship between coral reef

components and fish detection

from underwater video feeds, using image processing.

E-mail: p3827@pps.umt.edu.my

Faculty of Fisheries and Food Science

Universiti Malaysia Terengganu

21030 Kuala Nerus

Terengganu, Malaysia

Wan Nural Jawahir Hj Wan

Yussof is a Senior Lecturer at

the Faculty of Ocean Engineer-

ing Technology and Informat-

ics at the Universiti Malaysia

Terengganu, which she has been

a faculty member since 2006,

working there as a tutor. Wan

Nural Jawahir completed her

Ph.D. in 2014. Her research in-

terests lie in the area of com-

puter vision and span all aspects, from theory to design to

implementation.

https://orcid.org/0000-0002-3618-1638

E-mail: wannurwy@umt.edu.my

Faculty of Ocean Engineering Technology

and Informatics

Universiti Malaysia Terengganu

21030 Kuala Nerus

Terengganu, Malaysia

32



A Comparative Study of Various Edge Detection Techniques for Underwater Images

Zainudin Bachok is currently

a Professor at the Institute

of Oceanography and Environ-

ment, Universiti Malaysia Te-

rengganu. He received his Ph.D.

in Marine and Environmental

Science from University of the

Ryukyus, Okinawa, Japan. His

research interests focus on ma-

rine ecology and, more recently,

on coral reef community struc-

tures in the South China Sea.

https://orcid.org/0000-0002-3221-3540

E-mail: zainudinb@umt.edu.my

Institute of Oceanography and Environment

Universiti Malaysia Terengganu

21030 Kuala Nerus

Terengganu, Malaysia

Muhammad Suzuri Hitam is

currently a Professor at the

Faculty of Ocean Engineer-

ing Technology and Informat-

ics at the Universiti Malaysia

Terengganu. His research inter-

ests cover include image pro-

cessing, content based image

retrieval and pattern recogni-

tion.

https://orcid.org/0000-0002-0545-4437

E-mail: suzuri@umt.edu.my

Faculty of Ocean Engineering Technology

and Informatics

Universiti Malaysia Terengganu

21030 Kuala Nerus

Terengganu, Malaysia

33



Paper Detection of Monocrystalline

Silicon Wafer Defects Using Deep

Transfer Learning

Adriana Ganum1, D. N. F. Awang Iskandar2, Lim Phei Chin2, and Ahmad Hadinata Fauzi2

1LONGi (Kch) Sdn Bhd, Kuching, Sarawak, Malaysia
2Universiti Malaysia Sarawak (UNIMAS), Kota Samarahan, Sarawak, Malaysia

https://doi.org/10.26636/jtit.2022.156321

Abstract—Defect detection is an important step in industrial

production of monocrystalline silicon. Through the study of

deep learning, this work proposes a framework for classify-

ing monocrystalline silicon wafer defects using deep transfer

learning (DTL). An existing pre-trained deep learning model

was used as the starting point for building a new model. We

studied the use of DTL and the potential adaptation of Mo-

bileNetV2 that was pre-trained using ImageNet for extracting

monocrystalline silicon wafer defect features. This has led

to speeding up the training process and to improving perfor-

mance of the DTL-MobileNetV2 model in detecting and classi-

fying six types of monocrystalline silicon wafer defects (crack,

double contrast, hole, microcrack, saw-mark and stain). The

process of training the DTL-MobileNetV2 model was opti-

mized by relying on the dense block layer and global average

pooling (GAP) method which had accelerated the convergence

rate and improved generalization of the classification network.

The monocrystalline silicon wafer defect classification tech-

nique relying on the DTL-MobileNetV2 model achieved the

accuracy rate of 98.99% when evaluated against the testing

set. This shows that DTL is an effective way of detecting dif-

ferent types of defects in monocrystalline silicon wafers, thus

being suitable for minimizing misclassification and maximiz-

ing the overall production capacities.

Keywords—automated optical inspection, machine learning,

neural network, wafer imperfection identification.

1. Introduction

Detecting silicon wafer defects is one of the challenges

faced by silicon wafer manufacturers. Currently, silicon

wafer inspections are performed manually by relying on

visual inspection (VI) or using an automated optical in-

spection (AOI) process. VI involves an analysis of the

products on the production line. Inspectors must visu-

ally identify any defects on the wafer surface, either using

their naked eyes or under a microscope, before the finished

goods are transferred for packing. Manual inspections in-

volve a contact-based verification of the wafer surface. It

is characterized by a low degree of automation and high

labor intensity, as the elements need to be handled by hu-

mans. Such an approach is labor intensive, inefficient and

means that the process of detecting defects is inaccurate. It

may also lead to the application of various standards due to

objective human judgments, thus failing to meet the strict

requirements of modern industry. On top of that, early de-

tection of defects is important, as production may be halted

to address the root cause of the defect, and manufacturers

may mitigate their potential economic losses (time and cost)

incurred in connection with withdrawing defective wafers

from circulation.

Monocrystalline silicon is commonly used for photovoltaic

(PV) devices. To produce a high-quality solar panel, silicon

wafers must be clean and free from any impurities. How-

ever, various types of defects may occur, such as scratches,

chips and cracks. Other visual defects may also be present

on the surface of solar cells due to uncontrollable factors

encountered during the production phase. Many types of

silicon wafer defects exist that may be detected on the wafer

surface. For the purpose of our study, we obtained digi-

tal images of monocrystalline silicon wafer defects from

LONGi’s production facility based in Kuching, Sarawak,

Malaysia.

AOI is a key technique used in manufacturing to ensure

the quality of printed circuit boards assemblies (PCBA)

used in electronics. By detecting incorrect, missing, and

incorrectly placed component, it is a swift and accurate in-

spection tool ensuring that the PCBs leaving the production

line are detect-free. As such, the technology is capable of

replacing human inspectors, as it is faster with offers higher

accuracy rates.

The AOI-based silicon wafer defect recognition process is

divided into three phases, i.e. image processing, pattern

recognition and classification. Image processing is used to

enhance the images and extract specific, useful features.

Pattern recognition, meanwhile uses statistical information

or machine learning techniques to classify the features into

distinct categories based on their shape, color and texture.

Lastly, the classification stage allows to assign the silicon

wafer defect patterns recognized to specific types. AOI is
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Table 1

The comparison between manual visual inspection (VI) and automated optical inspection (AOI)

Factor VI AOI

Cost High labor cost
AOI replaces visual inspection staff, thus reducing

headcount and resulting in lower labor cost

Efficiency
The average time, more than 5 minutes need to be

spent on inspecting 3,000 wafer elements, and the

defects cannot be identified accurately

AOI may test the same amount in 10 seconds, and

each machine is capable of handling 1.5 production

lines

Stability
Humans suffer from fatigue and emotions, meaning

that they may work while being focused for approxi-

mately 3 hours

AOI uses visual simulations, offering extremely high

stability, and is capable of maintaining the same stan-

dard operating continuously over periods of time that

exceed 24 hours

capable of efficiently handling the detection of particular

defects. However, it continues to suffer from some mis-

classification issues due to the fact that the visual appear-

ance of silicon wafer defects may be similar. Table 1 is

based on LONGi’s production line experience and presents

a comparison between manual visual inspection and AOI,

in terms of cost, efficiency, and stability [1].

Since deep learning (DL) requires a lot of data, trans-

fer learning is the best way to address the DL require-

ment. DTL is an approach adopting the model parameters

learned from a well-known deep learning architecture that

has proven to be effective in learning new data on Ima-

geNet. In this paper, we present our findings on transfer

learning between an ImageNet dataset and the wafer defect

dataset, using the MobileNetV2 model to classify six defect

types shown in Fig. 1.

Fig. 1. Sample images of monocrystalline silicon defect types

(see the digital version for color images).

The double contrast defect may occur in two situations: it

may be caused by an abnormal stoppage of the line and

resumption of its work with different a quality level of the

wire and a different process recipe. It may also be caused

by slicing the wire due to a sudden change caused by an ab-

normal stoppage resulting from previous cuts. Saw-marks,

also known as sawlines, are caused by an abnormal stop-

page occurring during slicing, and by resuming with a wire

of different quality or with a different process recipe. This

phenomenon is restricted to a specific area only, but dou-

ble contrast and saw-marks may occur together in one cut.

Microcracks are caused by the general handling during the

singulation process (wafer-dicing saw process to cut or sep-

arate each row and column of the wafer). Stain defects are

caused by dirty wafers or reduced efficiency of the cleaning

machine. Cracks are caused by knocking from singulation

side or full breakage from microcrack. A hole defect is

a bubble formed during the silicon pulling process.

The motivation behind this study was to address the cur-

rent shortcomings of the AOI visual inspection method

used to identify the aforementioned defects. We adopted

the deep transfer learning (DTL) approach by using the

MobileNetV2 architecture [2], [3] to detect and classify

silicon wafer defects. Supervised learning was used, as we

were using labeled data. This approach is simpler and

more accurate compared to unsupervised learning. This

paper expands the current knowledge on wafer classifica-

tion, relying on a DLT approach that differs from that relied

upon by Mat Jizat et al. [4] for six types of monocrystalline

silicon wafer defects. The methodology was developed

based on our objective to classify monocrystalline silicon

wafer defects into six different categories following a single

AOI pass performed during the quality control process on

the production line. The monocrystalline silicon wafer de-

fects were re-run through the AOI to check for false reject.

Healthy silicon wafers are not covered by the scope of this

study, as they are not identified in the course of the AOI

inspection.

The rest of the paper is outlined as follows. The related

work is discussed in Section 2. Section 3 describes, in de-

tail, the DTL approach, network architecture, and the pro-

cess of building the model. Experimental results are ana-

lyzed in Section 4. Section 5 contains the conclusion and

presents the future work to be performed.

2. Related Work

Deep learning is a branch of the machine learning domain

in which DL algorithms are less dependent on human inter-

vention to learn a hierarchy of features from input data [5].
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DL has been widely used for image classification [6]. The

essence of DL is to learn relevant features by building learn-

ing models with multiple hidden layers. In order to enhance

the accuracy of classification, vast amounts of training data

are required in such an approach.

Deep transfer learning (DTL) in an adaptation of the trans-

fer learning approach, where the knowledge from existing

DL models is stored and transferred to another model to

solve a different, but related problem. DTL is gaining pop-

ularity as the amount of time required to develop the model

and collect the data is reduced drastically. Hence, less ef-

fort is needed for updating DTL models, as once it has

been trained with a sufficient amount data, it may be up-

dated with a small quantity of additional data in a very short

time, without compromising its accuracy [5]. Thus, DTL

is suitable for solving problems involving small amounts of

data.

Mat Jizat et al. [4] evaluated four machine classifiers for

wafer defect detection on a small dataset with less than

1000 images, using InceptionV3 Transfer Learning. Ac-

cording to their reports, logistic regression and stochastic

gradient descent (SGD) exhibit better classification accu-

racy in the range of 85–88%, in comparison with the two

remaining classifiers. The use of more image samples and

further optimization aiming to increase the accuracy rate

are predicted, but no details on the training parameters are

provided to support this suggestion.

Imoto et al. [7] compared DL with the existing automatic

defect classification (ADC) approach used for detecting de-

fects in semiconductor manufacturing. The comparison

showed a significantly higher detection accuracy of DL

compared to ADC. Kudo et al. [8] applied transfer learn-

ing in CNN to solve the issue of dislocation clusters, i.e.

crystallographic defects in a photoluminescence (PL) im-

age of multi-crystalline silicon wafers. Transfer learning

of a convolutional neural network (CNN) was applied to

solve the issue. The input image is a sub-region image

of a whole PL image, and the CNN evaluates whether the

dislocation cluster regions are detected in the upper wafer

image, by using the images of dislocation clusters in lower

wafers as positive examples. The experiment was carried

out under three conditions: negative examples using im-

ages of some depth wafer, randomly selected images, and

images from both types of condition. Then, the accuracy

and Youden’s J statistics were used to evaluate two cases,

which are predictions of occurrences of dislocation clusters

at ten or twenty upper wafers. Results from the investiga-

tion show that accuracy and Youden’s J were better than

the “bag of features” approach in predicting the dislocation

cluster regions.

Lee and Lee [9] evaluated the use of DTL for learning

new defect patterns in wafer images. They found DTL may

be used as effectively as a fully trained DL model (with

the accuracy difference equaling 2%). The advantage of

DTL is that it learns the defects faster. It also enabled

the researchers to obtain a reliable model by updating the

model as needed.

3. Classification of Silicon Wafer

Defects using DTL

The conceptual framework for classifying silicon wafer de-

fects is presented in Fig. 2. Firstly, wafer defect images

are collected with manually inspected ground truth data

by industrial experts. Then, a suitable DTL architecture is

identified based on the available models in the Top-1 results

(based on GPU architecture) which is adopted to classify

monocrystalline silicon wafer defects [10]. The next step

consists in building the input pipeline tasked with read-

ing all the collected sample images from the wafer defect

data sets. After that, experiments are conducted to build

the DTL-MobileNetV2 model by adding additional layers

that learn the six different defect classes using the training

set. The model built was saved and tested by performing

a prediction with the use of the testing set. To improve

the performance of the model obtained further training

sessions were performed by unfreezing the parameters in

the network layer.

3.1. Data Collection

The sample images of the defective wafers were randomly

selected from the existing database compiled by a produc-

tion expert from LONGi. These images were automatically

collected by running the defective wafers through an AOI

machine. Manual classifications performed by industrial

experts are collected as ground truth data. Examples of

images in the dataset may be seen in Fig. 1. The entire

dataset contains 6,000 images, with each defect class being

shown in 1,000 pictures. For each defect class, the images

are randomly divided into three subsets, i.e. training (70%),

validation (15%), and testing (15%) sets. The resolution of

each image is 224× 224× 3. The training set is used to

build the DTL models, while the validation set is used to

provide an unbiased evaluation of the built models and to

refine their parameters. The testing set is used to ensure an

equitable evaluation of the best model built based on the

training set.

3.2. DTL Architecture

The DTL architecture used in this work was based on

MobileNetV2 [2]. We used the pre-trained version of

MobileNetV2 trained using the ImageNet dataset which

contains 14 million images of 22 thousand visual cate-

gories [11]. Based on the learned feature maps of the Mo-

bileNetV2 pre-trained DL algorithm, significant features

were extracted from silicon wafer defect images.

The advantage of using the DTL architecture consists in

the fact that we do not need to use random initialization

for building a new deep learning model. Instead, the model

for classifying the wafer defects shares the same initializa-

tion parameters that were identified as effective during the

learning process, using the ImageNet dataset. To achieve
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Fig. 2. Silicon wafer defect classification framework using DTL.

Table 2

DTL training parameters

Variables Description Values

Base learning rate Initial learning rate 0.001

Learning rate decay Rate decay coefficient after every fifth epoch 0.5

Training epoch Total training iterations 100

Optimizer Optimization method for updating parameters based β1 = 0.9, β2 = 0.999
on training data (we used ADAM)

DropBlock Convolution regularization technique 0.8

Learning strategy Strategy for changing the learning rate Step

a high classification accuracy rate, we refined the model’s

parameters for identifying silicon wafer defects by unfreez-

ing the network layers.

3.3. Experiment Design

The algorithm learned to recognize defects in silicon wafers

by analyzing images of defective silicon wafers. This was

done by feeding the images from the training set into the

DTL architecture. The experiment was designed to assess

the accuracy of using MobileNetV2 as a DL model to clas-

sify silicon wafers into correct defect categories. In addi-

tion, we also evaluated the effects of freezing and unfreez-

ing the DL model’s parameters during the training process.

The training parameters used to conduct the experiments

are listed in Table 2. We refine the training process by un-

freezing the trained network layers using the step learning

strategy. Initially, the learning rate equals 0.001 and de-

creases by a factor of 0.5 every five epochs. During the

training process, the regularized DropBlock method was

used to reduce parameter calculations in the fully con-

nected layer. This allows to avoid network over-fitting and

boosts the accuracy of the process of classifying silicon

defects. The silicon wafer defect features obtained during

the training phase with the use of MobileNetV2 were fed

into a new Softmax layer to obtain the output probability for

each silicon wafer image and its respective defect class. The

model built was then used to classify the images from the

testing set.
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4. Analysis and Discussion of Results

We evaluated the effectiveness of the DTL model using the

standard evaluation measures, namely accuracy and loss.

Accuracy is the percentage of correct predictions made by

the model. It is calculated by dividing the sum of cor-

rect predictions (true positive + true negative) by the total

number of predictions (true positive + true negative + false

positive + false negative). The model loss reflects the er-

ror rate between two probability distributions of the true

defect class and the predicted defect class. It is measured

using cross-entropy, where a higher value indicates that the

predicted defect class diverges from the true defect class.

4.1. DTL Training Accuracy

Due to the stochastic nature of DL, the models can be

built several times using the same set of training data to

assess the accuracy and the compare each model against

its counterparts. No standard number of models that need

to be built has been defined. Most research relied on one

model only, due to time- and resource-related limitations

encountered while building the models [12]. In our experi-

ment, we chose to build three models and to evaluate their

mean and standard deviation [13]. The accuracy of the

DTL-MobileNetV2 model (trained using the training set

and validated using the validation set) for three iterations

is shown in Table 3.

Table 3

Model accuracy results for three iterations

of building the DTL wafer model

Build iteration Accuracy [%]

1 96.70

2 96.05

3 97.20

Mean 96.65

Std dev 0.47

The mean accuracy and standard deviation accuracy of the

DTL MobileNetV2 model are 96.59% and 0.49%, respec-

tively. The best accuracy of DTL MobileNetV2 equals

97.02%, while its lowest accuracy amounts to 96.05%. As

the MobileNetV2 model was designed to shorten the cal-

culation time and reduce model size, we found that it took

182.46 s to train one epoch and that the generated model

size was 12.5 MB. The accuracy obtained is considerably

high. This indicates that the DTL MobileNetV2 model

offers good potential and ensures favorable classification

performance, thus helping in the classification of wafer

defects.

4.2. Batch Size (32 vs. 64)

The impact of different batch sizes on the accuracy of the

model was investigated as well. Masters and Luschi [14]

reported that best performance in their experiments was

achieved with batch sizes of 16, 32 and 64 for an

ImageNet dataset. In this paper, models of batch sizes 32

and 64 were trained and results obtained before and after

their fine tuning were combined to conduct a more com-

prehensive comparison analysis. The batch size of 16 was

excluded from the experiment as it is computationally and

time intensive. We added two additional layers on top of

the existing MobileNetV2 that will classify wafer defects

into the six respective classes.

In order to compare the effectiveness of using DTL

without fine tuning the model (all network layers frozen),

we conducted the training phase for 100 epochs. We fur-

ther executed another 100 epochs by unfreezing the net-

work layers to optimize the model for monocrystalline sil-

icon wafer defects. This process updates the weights of

ImageNet feature maps to features specifically associ-

ated with the dataset. The detailed results from before

and after fine tuning for the batch sizes of 32 and 64

are shown in Table 4. From the experiment using batch

size 32, the built model’s training accuracy equals 91.32%,

and validation accuracy amount to 91.78% before fine tun-

ing. When the model was fine tuned, the training accuracy

improved to 97.68%, and validation accuracy was 97.2%.

Figure 3 shows the accuracy and loss versus the epoch dur-

ing training for the two different batch sizes.

Using the batch size of 64, the built model achieved

a training accuracy of 91.52% and a validation accuracy

of 91.80% before being fine tuned. After the model was

fine tuned, the result improved to 98.05% in terms of

training accuracy and 97.67% in terms of validation ac-

curacy.

The results of the experiments have shown that the larger

the batch, the faster the deep learning algorithm con-

verges, and the shorter the time required to achieve bet-

ter training accuracy. On top of that, from the visual and

table results, it is safe to say that with the increase of the

batch size, the accuracy of the model prediction will be

improved to a certain extent, and the mean accuracy and

mean loss are better than outcomes specified in the lit-

erature.

Upon performing the optimization, the DTL model learned

more features and classified the wafer defects better.

This can be clearly seen on the right side of the graph

in Fig. 3. The improvement stemmed from the fact that the

optimized model was allowed to learn new features, up-

date its weights and biases from the data that was different

from the ImageNet data. Although there are two declin-

ing spikes, the accuracy was still better than the frozen

results. The two declining spikes may be caused by the

sample data in that validation batch which is harder to

classify by the DTL model. Overall, the findings prove

that unfreezing the network layers during the model train-

ing phase produces a better result than when the layers

are frozen. We speculate that the same model parameters

could be adopted when using other DL algorithms, such as

DenseNet201.
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Table 4

Accuracy and loss of the DTL MobileNetV2 model training and validation for batch sizes of 32 and 64

Models Batch size
Mean of training Mean of training Mean of validation Mean of validation

accuracy [%] loss [%] accuracy [%] loss [%]

Freeze
32 91.32 4.50 91.78 4.35

64 91.52 4.17 91.80 4.08

Unfreeze
32 97.68 1.34 97.20 1.95

64 98.05 0.81 97.67 0.94

Fig. 3. Training and validation accuracy of batch sizes 32 (a)–(b)

and 64 (c)–(d) versus epoch during model training.

4.3. Classification Accuracy

To evaluate the DTL MobileNetV2 model built for classi-

fying silicon wafer defects, a classification prediction was

performed with new sample images of wafer defects from

the testing set. The model evaluation accuracy against the

testing set is at 98.99%. As we do not compare differ-

ent DTL architectures in this work, we have not performed

a significant test for the results. The visualization of the

defect classification confusion matrix into six types is

shown Fig. 4a which depicts the number of correct and

incorrect classifications, and the corresponding percentage

is presented in Fig. 4b. Examples of images and their cor-

responding classifications performed using the DTL model

are illustrated in Fig. 5. Based on the confusion matrix,

the model successfully classified the double contrast de-

Fig. 4. Confusion matrix using (a) the exact number of predicted

images and (b) accuracy percentage.
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Fig. 5. Sample of defect classification prediction results of 25 images from the testing set.

fect (with the accuracy rate of 95%). More training and

customization of the DL is needed to recognize the crack

defect, as the classification accuracy for this class was the

lowest.

5. Conclusion

In this work, we present a solution allowing to classify

monocrystalline silicon wafer defects using deep transfer

learning. The experiments were carried out using a real-

world dataset from a production plant. We found that

DTL MobileNetV2 was capable of accurately identifying

certain defects with limited training sample size. It was

also determined that batch size influenced the results as

well, both in terms of accuracy and loss percentage. We

also showed that a batch size of 64 offered higher accu-

racy (before and after fine tuning) than a smaller batch

size of 32.

Despite the success in training the model and classifying

wafer defects, several limitations have been encountered.

Firstly, the dataset could be improved by adding perfect

wafers that had passed AOI defect inspection. Secondly, the

methodology relied upon in this work was not designed for

real-time classification. Prospects for future work include

collection of perfect and defective wafer samples from di-

versified production facilities to expand the dataset, fur-

ther customization of the DTL MobileNetV2 solution using

other new deep learning models, and integration with a real

time mobile terminal.
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Abstract—For the past few years, artificial neural networks

(ANNs) have been one of the most common solutions relied

upon while developing automated speech recognition (ASR)

acoustic models. There are several variants of ANNs, such

as deep neural networks (DNNs), recurrent neural networks

(RNNs), and convolutional neural networks (CNNs). A CNN

model is widely used as a method for improving image pro-

cessing performance. In recent years, CNNs have also been

utilized in ASR techniques, and this paper investigates the

preliminary result of an end-to-end CNN-based ASR using

NVIDIA NeMo on the Iban corpus, an under-resourced lan-

guage. Studies have shown that CNNs have also managed

to produce excellent word error (WER) rates for the acous-

tic model on ASR for speech data. Conversely, results and

studies concerned with under-resourced languages remain un-

satisfactory. Hence, by using NVIDIA NeMo, a new ASR en-

gine developed by NVIDIA, the viability and the potential of

this alternative approach are evaluated in this paper. Two ex-

periments were conducted: the number of resources used in

the works of our ASR’s training was manipulated, as was the

internal parameter of the engine used, namely the epochs. The

results of those experiments are then analyzed and compared

with the results shown in existing papers.

Keywords—acoustic modeling, automated speech recognition,

convolutional neural network, CNN, under-resourced language,

NVIDIA NeMo.

1. Introduction

Acoustic models are one of the most important components

of automated speech recognition (ASR) systems. Acoustic

model functions represent the relationship between an au-

dio signal and the phonemes or other linguistic units that

make up speech in an ASR. A good acoustic model will

help an ASR recognize speech inputs accurately and will

produce excellent training data. Current state-of-the-art

(SOTA) acoustic models rely primarily on end-to-end ar-

tificial neural model’s algorithm [1] which helps simplify

the conventional module-based ASR system into a single

deep learning framework.

In the case of low-resourced languages, the ability to tran-

scribe the language accurately is much more critical, since

low-resourced languages have limited amounts of speech

data available. As mentioned by Chuangsuwanich et al. [2],

a speech recognizer typically requires the following: thou-

sands of hours of transcribed speech for the statistical learn-

ing of the acoustic model, a phonetic pronunciation dictio-

nary that determines how words of the language are decom-

posed into smaller phone-like units, and a large collection

of texts to create the language model. For limited-resourced

languages, these items are expensive and time-consuming

to obtain [3]. Hence, an acoustic model is required to be

able to perform excellently, although with limited resources

only in the case of low-resourced languages.

The first objective of this paper is to investigate how an

end-to-end CNN-based ASR model performs on the Iban

corpus, an under-resourced language. Experiments have

been conducted using different amounts of resources on

a CNN model to identify whether this architecture has the

means to overcome the problem of the lack of training data

of an under-resourced language. The second objective is to

perform sensitivity analysis concerning the selected archi-

tecture parameters, in order to investigate their impact on

the word error rate (WER) produced. A further experiment

is conducted after the most optimal amount of resources to

be used for model training has been identified, with one

of the parameters used in the training phase being manip-

ulated.

2. Literature Review

2.1. Neural Network and Under-resourced Languages

Over the past few years, artificial neural networks (ANNs)

have been among the most well-known options for devel-

oping an ASR’s acoustic model [4]. There are several

variants of ANNs in existence, including deep neural net-

work (DNNs), recurrent neural networks (RNNs), and con-

volutional neural networks (CNNs). Currently, many re-
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searchers are looking into the capabilities of CNN when

working on ASR technologies, because this approach has

shown some promising results in terms of performance,

with a WER of 0.0295 using a beam search decoder with

an external neural language model [5] and of 0.019/0.041

using ContextNet, a fully convolutional encoder that incor-

porates global context information into convolution layers

by adding squeeze-and-excitation modules, with language

model [6]. Several research projects have already been

conducted to investigate how to further enhance the perfor-

mance of an ASR using a neural network by experimenting

with the acoustic model for under-resourced languages.

Implementation of a multilingual neural network ASR ar-

chitecture for an under-resourced language is a popular

method for achieving better accuracy. Biswas et al. has

implemented this to improve the performance of their ASR

for the native language of South Africa, isiZulu, which has

an issue of “code switching”, i.e. a method of combining

their native language with different languages in their ev-

eryday conversations [7]. Researches implemented three

types of acoustic models, with two of them implemented

as multilingual methods, in order to alternatively solve this

matter. They were able to enhance the performance of their

ASR reaching an overall WER of ≥ 0.55 from the initial

baseline of 0.63, which is an increase of roughly 0.08 in

terms of reduced error rate, for each experiment they con-

ducted. Their acoustic model was a variant of the Gaussian

hidden Markov model (GMM/HMM), multilingual DNNs

and multilingual time delay-long short-term memory neu-

ral networks (TDNN-LSTMs). This effort was a good im-

provement for their ASR in terms of WER performance,

although their results are still scaled as a “high-error rate”

ASR performance. They concluded that a higher amount of

monolingual data for training is necessary to achieve very

good WER performance for their under-resourced language.

Furthermore, He et al. also conducted a research experi-

ment on improving the WER of an ASR for an under-

resourced language, Iban, by adopting the multi-task learn-

ing (MLT) and acoustic landmark method for the purpose

of ASR training [8]. The authors used an ASR trained with

the TIMIT corpus using the MLT method and then further

trained it for detection and classification landmarks. The

same ASR was then cross-lingually adapted to the Iban

corpus as a secondary task. From their experiment, they

were able to increase the performance of an ASR trained

with very few resources, “Iban 10%”, meaning that ASR

was trained with as little as 40 min of Iban data, to a re-

duced WER of 0.087 on a mono-phone and 0.0617 on a tri-

phone ASR. Conversely, although a cross-language land-

mark detector provides useful information complementary

to orthographic transcription, visual inspection indicates

that a cross-language landmark detector is not as accurate

as a same-language landmark detector. They later sug-

gested training a more accurate landmark detector using

RNN methods that could be applied to multilingual trained

corpora as a means to overcome the aforementioned belief

as their future work.

2.2. CNN as the Chosen Architecture

Although producing an ASR for low-resourced language

has proven to be quite a challenge, past research has shown

that an ASR with a single deep learning framework acous-

tic model, such as CNN, was able to produce promising

results using only raw unprocessed speech data in estimat-

ing phonemes [9] and ASR with an excellent WER (in

comparison with other ANNs), such as the DNN model

architecture [10].

Palaz in [9] has proven that CNN was able to outperform

or produce a similar result when compared with an ANN-

based system that takes standard cepstral features as inputs.

He was able to prove that contrary to his previous findings,

in which poor ASR performance was attained using raw

speech signal as input to DNN, his study on large vocabu-

lary speech recognition (LVCSR) indicates that CNNs have

an edge over DNNs in modeling raw speech signals. From

his study, he was able to get a WER of 6.7 using a neural

model of three CNN layers with one max pooling layer plus

a hidden layer and HMM as decoder, but taking only a raw

speech signal as its input, in comparison with HMM-ANN

with one hidden layer and using mel-frequency cepstrum

(MFCC) to preprocess its input with a WER of 7.0. Both

were tested and trained on the Wall Street Journal corpus.

As the number of layers increases to three hidden layers

for each model, Palaza’s CNN model achieving a WER of

5.6 outperforms the ANN model even further, as the latter

achieved a value of 6.4. It is known that under-resourced

languages lack the resources needed for training. Further-

more, even without the need of data pre-processing, hav-

ing only raw speech data as a requirement for an ANN to

train its model, would serve as a potential step in perhaps

not eliminating, but reducing the difficulties faced while

producing well-performing ASR for under-resourced lan-

guages. This may be achieved by allowing only raw speech

data as a necessity to train an ASR, eliminating the need

for an abundant resource for preprocessing and accurate

transcribing.

Moreover, much research has been conducted recently

showing that CNN outperforms several other architectures,

including the famous speech recognition neural network

architecture, RNN, in building ASR for low-resourced lan-

guages. In papers [11]–[14], Reyes et al., Thai et al., Mon,

and Lekshmi and Sherly stated that CNN offers a truly

exceptional feature extraction capability. These authors

were conducting experiments on their respective under-

resourced languages using the CNN architecture. Since

CNN is a SOTA architecture for image and graphic classi-

fication, it is not surprising that this NN would be able to

perform better in terms of feature extraction. Taking raw

speech signal as a spectrogram, CNN was able to distin-

guish even the smallest differences in features, leading to

an accurate prediction of spoken words. Mon in [13] also

mentioned that optimization of the hyperparameter in CNN

architecture was capable of producing better performance

than other ANNs, as well as greatly impacted the perfor-

44



Preliminary Evaluation of Convolutional Neural Network Acoustic Model for Iban Language Using NVIDIA NeMo

mance of ASR through the setting of the number of feature

maps and pooling the sizes of the CNN. Conversely, Thai

et al. stated that both deep RNN and GMM/HMM mod-

els were outperformed by their fully convolutional acous-

tic model which yields significant accuracy improve-

ments [12]. The same authors further mentioned that CNN

mitigates the issue of incompatibility in parallelization on

modern hardware, as cited by Collobert et al., and is advan-

tageous as it requires only a few parameters to collect suffi-

cient important features for an accurate prediction that leads

to the reduction of computational cost [15]. Furthermore,

Lekshmi et al. implored that CNN is a better deep learning

model because of its capability to reduce spectral varia-

tions [14] and to model spectral correlations between sig-

nals, as reported in Rabiner and Juang [16]. All the results

and benefits mentioned above further support the choice

of CNN.

Finally, another reason why CNN was chosen is due to the

Iban language being relatively unexplored as a CNN-ASR

model. There are not many works on CNN for Iban. One

of the most recognizable ones was that by Juan who exper-

imented on the Iban language using the DNN architecture

and GMM/HMM [17]. Hence, this also serves as a moti-

vation for CNN to be studied to address this research gap.

Focusing on the manipulation of data amount and the pa-

rameters that exist in the CNN architecture, this study aims

to look into the architecture’s performance on the basis of

the two factors that were highlighted earlier when dealing

with the same under-resourced situation in the case of the

Iban language.

The rest of this paper is organized as follows. Section 3

discusses the architecture of CNN. Section 4 presents the

methodology used for the experiment. Section 5 describes

the protocol used in the setup, as well as the results that

were obtained. Sections 6 and 7 discuss the findings and

constraints of this experiment, while Section 8 concludes

the research.

3. CNN Model Architecture

Rather than using fully linked hidden layers, as its com-

parable variant, i.e. DNN does, CNN uses a unique net-

work structure that comprises alternating convolution and

pooling layers. The idea behind the CNN architecture was

adopted from the pattern of connections between neurons

in the human brain and from the arrangement of the visual

cortex [18]. In the case of a CNN, the main purpose of

convolution is to extract features from visual inputs. Such

an approach is highly useful in image processing and iden-

tification. Through the learning of im-age features using

small squares of input data, convolution is capable of pre-

serving the spatial relationship between pixels, as an image

is basically a matrix of pixel values [19]. Essentially, a ma-

trix of pixel values can be used to represent every image

as well as waveforms. Typically, CNN comprises four ma-

jor operations: (1) convolution, (2) non-linearity – rectified

linear unit (ReLU), (3) pooling step, and (4) classification

(fully connected layer).

For the first operation (convolution), let us begin by con-

sidering a 5-image matrix with pixel values assuming, in

a special case, values of 0 and 1 only, as shown in Fig. 1.

Fig. 1. Original 5×5 matrix.

We shall also consider another 3 matrix as shown in Fig. 2.

This small matrix is known as a “kernel”, “filter” or “feature

detector”.

Fig. 2. 3×3 Kernel matrix.

As shown in Figs. 3–5, imagine that our 3×3 matrix (blue

selected cells) slides over the 5× 5 image matrix, mov-

ing by one pixel at a time. This process is known as

a “stride”. As the slide takes place, element-wise mul-

tiplication is computed between the two matrices and its

multiplication outputs are added to obtain the final integer,

which forms a single element of the output matrix (green

cells).

The output matrix (green highlights) was formed by sliding

the 3×3 kernel matrix over the original 5×5 matrix. The

computation of the dot product is a process called “con-

volved feature” or “activation map” or the “feature map”.

Note that the kernels detect features from the original input

image (5× 5 matrix). On the same input matrix (image),

different feature maps are produced by various values of

the kernel matrix. During implementation, the values of

these kernels are learned by the CNN throughout the train-

ing process. However, parameters such as the number of

45



Steve Olsen Michael, Sarah Samson Juan, and Edwin Mit

Fig. 3. First to third strides of the kernel matrix.

Fig. 4. Fourth to sixth strides of the kernel matrix.

Fig. 5. Seventh to ninth strides of the kernel matrix.

46



Preliminary Evaluation of Convolutional Neural Network Acoustic Model for Iban Language Using NVIDIA NeMo

kernels, kernel size, and architecture of the network still

need to be specified before the training process. Moreover,

before the convolution step is performed, three parameters

have to be specified, as they control the size of the con-

volved feature. These include: depth, which represents the

number of kernels used in convolution; stride, representing

the number of pixels that were slid over the input matrix by

our kernel matrix; and zero-padding, which involves zeros

that pad around the border of the input matrix, allowing the

application of the kernels to the bordering elements of the

input matrix. A higher number of kernels corresponds to

extraction of a higher number of image features and to the

network’s better recognition of patters in unseen images.

Next, while proceeding with the second operation (non-

linearity – ReLU of CNN), non-linearity should be applied

to CNN, since convolution is a linear operation but most

real-world data are non-linear. The purpose of the activa-

tion function is to transform the summed weighted input

from the node into the activation of the node or output for

that input of a neural network [20]. For CNN, ReLU is

the most commonly used activation function, as it has been

found to perform better in most situations when compared

with the other non-linear functions such as tanh or sigmoid.

Also, ReLU has become a common activation function for

several types of neural networks, as it offers ease of the

training process and often ensures better performance. It is

a piece-wise linear function that outputs the input directly

if it is positive, and the 0, if it is negative [20]. From the

previous example, when an image was formed from the out-

put feature map, it would be a mixture of black and white

shades since it is a result of black = negative values and

white = positive values. By applying ReLU to CNN, we

would be removing all negative values from the feature map

and would only be taking the non-negative values. This al-

lows the CNN to identify the image of a feature map, as

there are only non-negative values to indicate the differ-

ences of layers in the feature map. A feature map to which

ReLU has been applied is also called a “rectified” feature

map.

The third operation, namely the pooling step (spatial pool-

ing), also known as sub-sampling, is to reduce each feature

map’s dimensionality while simultaneously retaining im-

portant key information. Usually, the pooling layer comes

after finishing the convolutional layer. It serves as a layer

for reducing the input volume’s spatial dimensions (width×

height) for the next convolutional layer, although the depth

dimension of the volume is not affected. This operation is

also known as subsampling because the loss of information

occurs as well, alongside the reduction of dimensions. This

loss however is more beneficial to CNN, mainly because of

the following:

• the next layers in the network will suffer from lower

computational overheads,

• overfitting will be prevented.

Similarly to convolution, the pooling layer takes a sliding

window in which serves as a another newly defined ma-

trix window that is to be striding along with the rectified

feature map. In this operation, the window will be trans-

forming the values from the feature map by taking either

the maximum value or the average value, as observed un-

der the window known as “max pooling”. Because of its

better performance characteristics, max pooling has been

preferred in most situations. Figure 6 depicts the operation

of max pooling on a rectified feature map using a 2× 2
window.

Fig. 6. Max pooling of a rectified feature map.

Max pooling can be deduced as an operation of applying

a function over the input values. No new parameters were

introduced during this phase and it uses fixed-sized portions

at a time, with a size configurable as a parameter. Note that

although CNN may undergo max pooling, pooling opera-

tions are excluded in most CNN architectures. Thus far,

the operations have reduced the size of the original ma-

trix making it even smaller than it was before, since it was

divided into smaller-sized feature maps. As the first op-

eration progresses further to the second convolution, the

second pooling step, and then onward to the third convolu-

tion and also the third pooling step and so on, the size of

the matrix will be reduced further and more feature maps

will be produced, until the network can finally conclude

one or more possible outputs for the original image.

Finally, as mentioned earlier in this section, the fourth op-

eration (classification or a fully connected layer) is just as

what its name implies – the CNN layers are all fully in-

terconnected with each other. In other words, each neuron

in the preceding layer is connected to each neuron in the

next. Outputs from the second and third operations rep-

resent high-level features of the original image. The fully

connected layer uses these features for classifying the in-

put image into various classes on the basis of the training

dataset [19]. Furthermore, implementation of fully con-

nected layers enhances the learning of non-linear combi-

nations of those features. A combination of the features

gained through the convolution and pooling step would be

very helpful in classifying the image. Through the use of

the Softmax function, the sum of the output probabilities

is ensured to be equal to 1. Softmax, as an activation

function in the output layer of a fully connected layered
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network, takes a vector of arbitrary real-valued scores and

compresses it to a vector of values between 0 and 1 that

sums to 1.

4. Methodology

4.1. Architecture of CNN Used

The ASR experiment involving an under-resourced lan-

guage and the CNN architecture is performed using the

NVIDIA Neural Module (NeMo) in Google Colab. NeMo

is a flexible Python toolkit that allows building SOTA

speech and language deep learning models by using

reusable building blocks that can be safely connected to-

gether for conversational AI applications [21]. NeMo al-

lows the configuration of the architecture to be laid out by

specifying the model using a Yet Another Markup Lan-

guage (YAML) file. This allows us to have flexibility in

designing our CNN architecture. The content of the YAML

config file has an entry labeled as “encoder” with a field

called “jasper”, with parameters that specify the criteria of

one block, as such:

filters = 128, repeat = 1

kernel = [11]

stride = 2

dilation = 1

dropout = 0.2

residual = false

separable = true

se = true

se context size = −1.

Our configuration follows the Jasper 4x1 model, which

comprises (K = 4) blocks of single (R = 1) sub-blocks

and a greedy connectionist temporal classification (CTC)

decoder. A total of seven blocks was used, with the first

six of them consisting of pointwise and one-dimensional

time channel separable convolutional layers, followed by

batch normalization, and then the ReLU layer. Two sub-

sequent invariants of K × R blocks have 256 and 1024

filters each, respectively, and both were also repeated once.

Moreover, NeMo works closely with libraries from Pytorch

Lightning (PTL), in which the training and saving of mod-

els and checkpoints had relied heavily upon PTL functions

to complete.

The framework is shown in Fig. 7. Typically, the exper-

iment requires us to include raw audio data files together

with a manifest file that comprises metadata of our audio

files as inputs. NeMo requires a standardized manifest file

in which it is shown that each line in the file corresponds

to one audio sample, such that the number of lines in the

manifest is equal to that of samples that are represented

by that manifest. Moreover, NeMo specifies that a line

must contain the path to the audio file, the corresponding

transcript or path to the transcript file, and the duration of

the audio sample.

The CNN model then produces an output of text files that

hold the details and the WER of the trained dataset that was

calculated using a third-party plugin, the speech recognition

scoring toolkit (SCTK).

Fig. 7. Framework model of the CNN architecture used.
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4.2. Iban as an Under-resourced Language

The under-resourced language that was used is the Iban

language, a native language from Sarawak, Malaysia which

is still widely used by local people for communication

and official procedures. A total of 400 lines of Iban sen-

tences have been used for testing, whereas another 2000

lines of sentences taken from the original corpus dataset

are used for training. The resources were previously gath-

ered by Juan et al. who used them to investigate the re-

sourcefulness of closely related languages for automatic

speech recognition in low-resource languages from Ma-

laysia [22].

The corpus was composed of news gathered after receiving

the permission to collect data from a local news station in

Malaysia, Radio Televisyen Malaysia Berhad. A total of

3 GB of audio data was received for pre-processing, but

only 1.1 GB could be relied upon, as the rest turned out

to be of poor quality. The news data were transcribed into

text during a data collection workshop organized at the

Faculty of Computer Science and Technology, Universiti

Malaysia Sarawak, which was aimed to have users with

basic skills in using a transcriber application to annotate

speech signals [17]. Eight native speakers were hired to

produce the transcription data.

The Iban corpus has a total speaker of 6, a male-to-female

ratio of 1:2, 473 sentences, 11,000 words, and a total of

71 min of audio data for its test set. For its train set, there

were 17 speakers in total, with a male-to-female ratio of

7:10, 2659 sentences, 61,000 of words, and a total of 408

min audio data. In total, 3000 sentences uttered by 23

speakers in 8 h of clean speech were gathered during the

workshop [17].

5. Experiment Setup and Results

To investigate the authors’ first objective, i.e. how an end-

to-end CNN-based ASR model performs on the Iban lan-

guage, using a different number of lines of sentences for

Table 1

Protocol for the training lines experiment

No. of
Total

Total Total Total lines Total lines

training
speakers

female male spoken spoken

lines speakers speakers by female by male

200 10 5 5 100 100

400 10 5 5 200 200

600 10 5 5 300 300

800 11 6 5 400 400

1000 13 7 6 500 500

1200 13 7 6 600 600

1400 15 8 7 700 700

1600 16 9 7 800 800

1800 16 9 7 900 900

2000 17 10 7 1000 1000

testing and training, this experiment evaluates the number

of resources needed for a CNN architecture to perform well

on an under-resourced language such as Iban, since mostly,

resources are lacking. Experiment 1 comprises two rounds.

The first round of the experiment was conducted to iden-

tify the most optimal number of training lines to be used

in order to train our model to get the best WER perfor-

mance on an under-resourced language. With just 10 testing

lines, Table 1 shows the summary of the first round of the

experiment.

5.1. Experiment 1

The 10 testing lines used for this experiment were spoken by

a total of five speakers, of whom three were female and two

were male. Five lines were spoken by both male and female

speakers. The number of lines was distributed randomly

among the speakers, but the total lines spoken by the two

genders were kept equal. Table 2 shows the protocol of the

testing line used in the training line experiment. Table 3

shows the WER result achieved by a range of 200-2000

training lines with 10 test lines only.

Table 2

Protocol for the testing line used in the training lines

experiment

No. of No. of No. of male No. of No. of
testing female male lines spoken lines spoken
lines speakers speakers by female by male

10 3 2 5 5

Table 5 shows the WER result achieved by a range of 100–

400 testing lines with 2000 training lines.

We found that the most optimal number of training lines to

be used to get the best WER performance would be 2000

lines for training with a WER of 0.832. Subsequently, the

second round of Experiment 1 was conducted to obtain

baseline results for an increasing number of testing lines.

As obtained from the previous round, using 2000 training

lines as the most optimal number of training lines to get

the best WER, Table 4 shows the protocol of the second

round of the experiment. Table 5 shows the resulting WER.

Results showed that the best WER performance is 0.868

when tested on 400 lines.

5.2. Experiment 2

To fulfill the second objective of this paper, namely to ver-

ify sensitivity of the architecture to selected parameters in

order to investigate their effects on WER produced, we fur-

ther analyze the selected parameter that affects the perfor-

mance of the CNN-based ASR model. We used the most

optimal setup obtained from the previous experiment, with

2000 and 400 training and testing lines. We fine-tune the

number of epochs for each setup. This is done to ana-
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Table 3

WER result for the training lines experiment with 10 testing lines only

Training lines 200 400 600 800 1000 1200 1400 1600 1800 2000

Test lines 10 10 10 10 10 10 10 10 10 10

Epochs 100 100 100 100 100 100 100 100 100 100

WER 1.00 1.00 0.94 0.95 0.94 0.94 0.91 0.90 0.89 0.83

Table 4

Protocol for testing lines experiment

No. of No. of No. of male No. of No. of
testing female male lines spoken lines spoken
lines speakers speakers by female by male

100 4 2 50 50

200 4 2 100 100

300 4 2 150 150

400 4 2 200 200

Table 5

WER result for the testing lines experiment

with 2000 training lines

Test lines 100 200 300 400

Training lines 2000 2000 2000 2000

WER 0.88 0.87 0.91 0.87

lyze whether CNN models are capable of further improv-

ing performance of the ASR model on under-resourced lan-

guages by adjusting its parameters. The setup focuses on

manipulating the number of epochs from 500 to 5500, and

the models will be tested by measuring WER.

The numbers for both testing and training line protocols

were maintained the same as in Experiment 1 – 400 testing

lines and 2000 training lines.

Table 6 shows the result of WER achieved by the model

under the epochs of 500–5500, using 400 and 1000 testing

and training lines, respectively. The table shows that the

lowest WER achieved is 0.67, which was attained using the

ASR model when the epoch was set at 5500.

As for the time taken for the training process to finish,

we discover that each increase of the number of epochs

by 500 is equivalent to 3–4 h of training. Let us assume

that 500 epochs take 3 h to complete the training process.

Then, 1000 epochs, i.e. double the original amount, will

take 6 h to complete. Therefore, it is estimated that the

longest time taken for training was 44 h with the setup for

5500 epochs.

6. Discussion

6.1. Analysis of Results

Table 3 shows that as the number of the training lines

increases, the performance of ASR evaluated based on

its WER increases as well. This is also true for the increase

in the number of testing lines used, as shown in Table 5.

This indicates that even an end-to-end CNN architecture

is limited by the requirement of the resourcefulness of a

given language. The resourcefulness of the language still

plays a vital role in training a CNN ASR to perform well

on an under-resourced language. The number of lines for

testing and training in both setups clearly shows that it is

not enough for the ASR to perform excellently, as WER

remains above 0.8 in both setups. Nonetheless, the results

show that they could be further improved with more train-

ing data. This proves that the resourcefulness of the setup

with a higher number of lines of sentences used for training

the ASR using CNN on an under-resourced language helps

achieve better performance in terms of accurate audio tran-

scription. Under-resourced languages have small amounts

of data for training, and it seems that even CNN could not

overcome this problem. This answers the first objective of

this experiment.

Furthermore, the data presented in Table 6 shows that an

increase in the number of epochs also increases perfor-

mance, as WER improves. An epoch is the number of

passes of the entire training dataset that the deep learning

algorithm has completed. The experiment batches com-

prise iterations. As such, an epoch is not the number of

iterations completed, but the number of batches that have

been completed from the entire training session. Table 6

shows that there is a pattern related to the performance

of the training process. The early stage of Experiment 2,

starting from an epoch setup of 500, shows the minimum

performance of an outstanding WER of 0.85, which then

started to decrease gradually at a rate of −0.2 to −0.4
WER, until it reached the epoch setup of 2500. At the

epoch setup of 3000, performance of the experiment starts

to increase very slightly, at a rate of −0.01 WER only, lead-

ing us to conclude that the effort to manipulate the number

Table 6

WER results for Experiment 2

Epoch 500 1000 1500 2000 2500 3000 3500 4000 4500 5000 5500

WER 0.85 0.81 0.78 0.75 0.73 0.71 0.70 0.69 0.68 0.68 0.67
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epochs for a performance upgrade may have reached its

limit.

The peak performance of the ASR has been achieved when

the epoch count was set at 5500 with a WER of 0.67. At

this stage, the results showed that we were going in the

direction of overtraining the model, although this claim

must be investigated further. This may also be affected

by the number of resources used to train the model, as it

limits the increase in performance of the proposed ASR

model. Hence, for a CNN architecture, a high number of

epochs may help, for the betterment of WER, it may not

be the most effective variable to optimize the model’s per-

formance. the CNN architecture still relies on the amount

of resources to be trained in order to produce a very good

ASR for under-resourced languages.

6.2. Comparison of Results with a Similar Study on

Iban ASR

Juan has also researched the Iban language using DNN, one

of the most commonly applied ANN algorithms when gen-

erating ASRs [17]. Using DNN, the author was able to get

a WER performance of 0.184 on a 7 h speech audio data,

which is a much better results for an ASR model than the

one achieved with a CNN model. This may be caused by

integrating a pronunciation dictionary developed during in

the course of the research project, and by a language model

that was trained on 2 the 2 million-word Iban news data us-

ing the SRI language modelling toolkit (SRILM) to their

ASR model. Our CNN model was an end-to-end variant,

where neither the usage of a pronunciation dictionary nor

language model is a necessity, in contrast to the traditional

method of ASR development.

The absence of a pronunciation dictionary may have

affected the performance of the developed model, as the

difference of 0.486 WER exists when one compares the

CNN end-to-end model without a pronunciation dictionary

with Juan’s DNN model with both a pronunciation dictio-

nary and a language model [17]. Her pronunciation dictio-

nary was developed using the Malay grapheme-to-phoneme

(G2P) model, which helped them to produce an Iban G2P.

The method subsequently enabled them to produce a hy-

brid G2P as well – a model that incorporates pronuncia-

tion rules from Malay and Iban. The G2P was used to

produce a pronunciation dictionary for the architecture of

their Iban ASR.

The existing pronunciation dictionary may help the model

recognize specifically the phonetic structure of Iban lan-

guage, thus increasing its WER performance, whereas our

CNN model depends wholly on the performance of the

CNN-based acoustic model ASR and on the learning of

phonetics through convolutions of frames.

7. Limitations of Experiments

An obvious hindrance that we have been struggling with

while conducting this research experiment was the vague-

ness and ambiguity in understanding how the NVIDIA

NeMo ASR engine works. Although it is intended to serve

as a toolkit for building new SOTA conversational AI mod-

els, we believe that this new engine also has a high poten-

tial of becoming a “go-to” engine as an ASR development

toolkit. Unfortunately, to date, its documentation is limited,

and we are unable to fully benefit from this tool. For exam-

ple, the technique for integrating the language model and

pronunciation dictionary, the process of saving and loading

checkpoints, and the method for obtaining output transcripts

and WER files are still lacking and incomplete. This may

be due to the fact that this engine remains rather new, as

it was only released in 2019. Thus, it is still undergo-

ing development, fortunately at a rapid rate. Nonetheless,

this has placed upon us a blockade that limits us from

fully configuring our setup the way we have planned it ini-

tially. However, we still encourage the usage of this engine

to help its developer gain more feedback for improvement

purposes.

8. Conclusion and Future Work

This paper has shown how an end-to-end CNN architec-

ture using the NVIDIA NeMo engine and the Google Co-

lab toolkit performs on raw under-resourced language data

(Iban), with a WER of 0.67, using only 2000 lines of sen-

tences for training and without the help of a pronunciation

dictionary and a language model. The CNN architecture

may not be able to eliminate the lack of resources that is

faced by under-resourced languages, but with the integra-

tion of other tools, such as language models, this architec-

ture may also be able to achieve an excellent WER. This

paper presents also the results and a discussion on gradu-

ally increasing the performance of the model with different

configurations on its number of epochs.

Future work should include the training of the model us-

ing a more considerable amount of data, since it will be

interesting to see what the minimum amount of data is,

needed for the model to train in order to be able to achieve

a very good WER performance, under the same setup and

weights. Moreover, an increase in the number of filters or

blocks in the CNN architecture may yield different, pos-

sibly better results. Also, it would be desirable to iden-

tify whether the performance of the model upon exceeding

5500 epochs would help the ASR increase its performance,

would keep it stagnant or maybe would even lead to the

production of a negative output, namely to an increase in

WER caused by overtraining. Furthermore, other parame-

ters such as the learning rate, which would help increase the

WER of the model when configured to a certain state, must

be identified. Finally, the integration of language models

and/or pronunciation dictionaries with the model should

be investigated to learn whether it could help increase the

transcription accuracy of the CNN ASR model on the Iban

language.
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Abstract—The article focuses on software technology used to

provide a more engaging and exciting learning environment

for students by introducing a variety of quizzes. Presently,

quiz development can range from simple multiple-choice ques-

tions, true or false, drag-and-drop, dropdown menu selections,

to 3D interactive techniques. This study introduces a system-

atic way of creating an engaging application using emotion

modeling. Emotion models are being introduced in order to

collect and model the systems’ meaningful emotional needs.

According to the findings, agent-oriented modeling is capable

of modeling the emotional requirements of a system and of

transforming these into a specific solution enabling to rapidly

prototype an engaging system. A quantitative study has been

performed on the novel approach to determine the feasibility

of the proposed methodology in terms of analyzing, designing,

and developing engaging applications.

Keywords—emotion modeling, agent-oriented modeling, learn-

ing technology.

1. Introduction

Learning methods such as online quizzes and massive open

online courses (MOOCs) are being introduced to create

a more engaging learning environments relied upon in

teaching students [1]. Engagement a core principle of

motivating learners, as it allows them to select a suitable

topic [2], [3]. Without engagement, it will be difficult to ab-

sorb knowledge and complete courses relying on MOOCs

or other similar applications [4]. The primary domains

of learner engagement are cognitive, behavioral, and emo-

tional [5]. Seeking additional information concerning the

materials, preparing for completing quizzes, and a desire

to learn are all indicators of cognitive engagement [6].

The level of contribution demonstrated by students perform-

ing classroom activities is referred to as behavioral engage-

ment [5]. Emotional engagement refers to the students’

emotional connections with institutions, teachers, peers,

and MOOC material [7]. Positive and negative feelings

are included in the emotional component.

To date, quizzes have evolved from simple multiple-choice

questions [8], true or false, drag-and-drop [9], dropdown

menu selections [9], to 3D interactive techniques [10]. Al-

though lots of online quizzes have been introduced back

in the days, those of the text-based or multimedia variety

failed to engage the students.

How to develop an engaging online quiz? A technique

for eliciting user emotional goals has yet to be found [11].

This may be due to the fact that emotion is a subjective and

complex notion. Despite of that, in order for the application

to be successful, the software developer must address the

emotional needs of the users. Emotion modeling is neces-

sary to capture what the users desire to feel, to ensure that

all user concerns are addressed, to discover new require-

ments, to improve the system, and to reduce application

failure and rejection rates [11], [12]. As a result, the sug-

gested research was driven by a desire to incorporate emo-

tion thinking into all phases of the development process,

in order to reduce the complexity of designing an emotion-

oriented application. Emotional modeling was chosen over

other methodologies because it is utilized to address gaps

in the original unified modeling language (UML), by ex-

tending agent-oriented modeling (AOM). The reason for

this is that conventional software development approaches

were primarily concerned with functional requirements in

order to demonstrate system behavior. Unlike UML, which

is excellent for modeling functional requirements, UML is

incapable of dealing with the human factor.

AOM is an agent-oriented methodology that employs the

concept of an agent at all stages of its execution via mod-

eling steps [13]. In AOM, the interaction diagram depicts

the interactions of agents (human or artificial) with the sys-

tem [12]. AOM is useful for modeling a socio-technical

system. AOM has been used in the Mauritius smart park-

ing system [14], project-based ICT4D Education in the

Field [15], and Digital Media Design [16].

This paper presents preliminary results of modeling an en-

gaging online quiz through the agent-oriented approach.

A systematic approach is introduced to create an engag-

ing application through emotion modeling. A quantitative

analysis of the novel approach is conducted to understand

the feasibility of the proposed methodology. From the find-

ings, AOM is able to model a non-functional requirement

of a system and to transform it into a concrete model for

rapid prototyping of an engaging system.
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2. Emotion Modeling

Student engagement refers to the degree of attention, cu-

riosity, interest, optimism, and passion that learners show

while learning [17]. Engagement is defined as “energy

in action” and symbolizes the connection between a per-

son and the specific activity [18]. In addition, engagement

can be defined as the user’s focus on the application [19].

There are four aspects that need to be taken into consider-

ation in terms of maintaining the users’ involvement in on-

line courses. These include skills engagement (keeping up

with readings), emotional engagement (making the course

fascinating), interaction engagement (having fun while par-

ticipating in small group discussions), and performance en-

gagement (performing well during tests, receiving a decent

grade) [20].

The learning engagement has the potential to in-

crease the performance of a user completing an online

course [21], [22]. For example, when a person receives

feedback from their tutor on their work, it helps them im-

prove their learning process [22]. Meanwhile, when guided

by the instructor, students may develop cognitive abilities

and enhance their understanding of the topic. As a result,

such an approach improves the student’s achievement [22].

In addition, engagement can help address the problem of

user isolation and dropout in online learning. Learner en-

gagement has been bolstered through discussion and in-

teraction with peers and the instructor. Sharing an idea

encourages students to remain involved and to enjoy their

learning experience [23].

A comparison of the findings and functionalities of the

proposed system reveals similarities with those found in

the existing literature [11], [12], [24]–[26]. These similari-

ties include taking into account emotion models which are

introduced in order to capture and represent the systems’

meaningful emotional demands. Those emotion models

are the qualities of individuals that are tied to the roles and

to the system as such [12]. Furthermore, emotional goals

should be given the same weight as functional and quality

goals [11]. In addition, an emotional goal derived based on

the emotion model is associated with its functional coun-

terpart and is expressed as the third goal, after functional

and qualitative goals.

Recent studies fail to fully cover the process of including

emotional goals in the software development cycle. In the

context of software engineering, emotional goals are usu-

ally regarded as non-functional requirements.

There are two kinds of emotional goals. Positive emotions

that the user wishes to feel while interacting with the ap-

plication are classified as emotional goals [12]. Positive

emotions include the feelings of joy, trust, interest, curios-

ity, calm, and surprise. Emotion goals are linked to a goal

model representing how the functional goal could deliver

what the user needs. An emotional threat refers to negative

feelings that represent emotions the user does not desire or

that must be avoided in the application [12], i.e. boredom,

grief, distraction, fear, rage, and frustration.

In a case study involving an emergency alarm system for

orderly persons [12], the emotional goal has been used.

Such a system is developed to keep elderly people safe at

home while they live alone. They may experience emer-

gency situations that require the assistance of emergency

services [11]. Thanks to such a system, an elderly person

can raise an alarm. If the older person requires assistance,

the service provider will contact them. Meanwhile, the per-

sons rely on a well-being check to show that they are doing

fine, by pressing a button on a regular basis. This, how-

ever, fails to address the emotional needs of consumers. As

a result, their independence is threatened. They feel less in-

dependent, because they assume the emergency alarm sys-

tem would stigmatize them as incapable of taking care of

themselves. Furthermore, users lack control over the emer-

gency system because they must hit the well-being button

within a specific time frame. If they fail to press the but-

ton, the service provider will contact them with a reminder

message. Consequently, people feel burdened because they

must check-in on a daily basis.

Emotion modeling is used in smart homes, but accord-

ing to studies, this technology is focused on the system’s

functionality rather than the on the user’s feelings and emo-

tions [25].

Personal and context-specific emotions have been added to

the emotional goal [26]. A personal emotion is defined as

an emotion that a person wants to feel regardless of whether

the system is well designed or not. The context-specific

emotional goal is defined as emotions that a person feels

or desires to feel about the system. A process model is used

for emotion-led requirement modeling. A process model is

introduced to help with emotion modeling in AOM.

The process model begins with determining the activities

that need to be completed. Following that, an activity that

will be investigated is chosen. The next step is to collect

information on the activity. Such data may be obtained

through a combination of interviews, observations, tech-

nology probes, surveys, brainstorming sessions, domain re-

search, and user feedback. Once data is collected, the fourth

step is to extract roles and primary emotional goals. Next,

key functional goals, i.e. quality, and context-specific emo-

tional goals are extracted. In parallel, the modeler defines

the motivational scenarios and the role models that have

not yet been identified together with the personal emotional

goals.

3. An Agent Oriented Approach

AOM modeling takes place at three distinct layers: motiva-

tion layer, system design layer, as well as platform specific

design and implementation layer. The motivation layer is

on the top and was used to discuss the issue and try to

understand what people wanted. This involves the use of

an emotion model, a goal model, determination of the role

and organization, identification of a domain model, and the

Tropos goal model [13].

The system design layer is located in the middle of the sys-

tem. It shows how the system is designed. The motivation
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Fig. 1. Example of an overall goal model of the QuizMASter application.

layer is transformed into system design layer models. It

introduces interaction, scenarios, and behavior models to

illustrate the system’s design.

The system’s lower-level component has the form of the

platform-specific design and implementation layer. It ex-

presses how the system deploys the design models concep-

tually in order to construct a valuable solution by utilizing

a programming platform, technology, and architecture.

3.1. Model Goal, Decide Roles and Organization

In this study, an online quiz called QuizMASter is designed.

It is an educational game-based learning system that is in-

tegrated with an intelligent software agent to provide the

learner with suitable feedback [10].

The entire goal model of the QuizMASter is depicted in

Fig. 1. It illustrates the goals (functional, quality, and emo-

tional) and the corresponding roles [25]. A goal model is

a model that specifies which components of a problem the

roles are capable of solving in a hierarchical manner.

It is made up of several components, including functional

quality and emotional goals, as well as roles. All of them

are organized and structured by the goal model [12] being

the primary tool for discussing the issue with all stake-

holders [12]. They assist in getting an overview of the

overall system but do not provide a sufficient amount of

development-related details.

Furthermore, the goal model enables the stakeholders to

understand the problem, purpose, and requirements of the

system at an early stage. It also uses a simple notation

to improve understanding and communication between the

development team and non-technical personnel [12].

The main goal of QuizMASter is to “handle the quiz”. Sev-

eral system purposes have been translated into functional

goals in order to achieve the main functional aim (sub-

goals), i.e. play quiz, display question, score handle, and

feedback. The learner is responsible for achieving the play

quiz’s functional goal and then enrolling in the course and

submitting the answer.

The quiz master is responsible of accomplishing the display

question’s functional goal. After the learner enrolls in the

course, the quiz master will display the question. The score

handle is made up of the view score and give score sub-

goals. The learner is responsible for achieving view score.

This includes the sub-goals of high score and low score.

The learner will see the top score if he or she submits the

correct answer. If the learner provides a wrong answer,

they will see the low score.

Feedback handles are made up of two sub-goals: view

feedback and give feedback. The learner is responsible of

achieving view feedback. If the student provides the cor-

rect answer, the positive feedback will be displayed and

negative feedback will be shown in response to a bad an-

swer. The feedback handle functional goal is linked to the

“immediate feedback” quality goal [9].

3.2. Emotion Modeling Through Extended Goal Model

The emotional model has two elements: emotional goal

and emotional threat, as seen in Fig. 2.

Fig. 2. Notation for emotional goals and threats.
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Fig. 3. Example of emotion-oriented goal model for QuizMaster application.

The emotional goal is a non-functional aim that captures,

supports or improves the emotional need, or a goal de-

scribing what the user desires to feel and how people feel

about a specific software application. The emotional goal

does represent a positive emotion (heart shape) in order to

capture or support the user’s good feeling.

The emotional threat is a negative emotion (spades) cap-

turing what the user does not desire or what needs to be

avoided. All negative emotions should be addressed to en-

sure all user concerns are taken into consideration. By

including the negative emotion in the model, the developer

can maintain the traceability of negative emotions through-

out the model. Emotional goals help remind the developer

of the need to prioritize requirements by counteracting or

eliminating negative emotions. However, it is up to the

stakeholders to decide whether a given emotion is mapped

as positive or negative.

Figure 3 shows an example of an emotion-oriented goal

model for QuizMaster. The feeling is based on responses

obtained during the requirement study. The learner wishes

to feel anticipation when submitting an answer. They enjoy

imagining and planning what is going to happen once they

submit their answer. The quiz master wishes to capture

the learner’s interest while displaying the question and the

answer affects the score and result in feedback. When dis-

playing questions, boredom is regarded as a bad emotion

that the quiz master does not want to experience, partic-

ularly while displaying the question [27]. Following the

learner’s response to the question, the quiz master will as-

sign a score and provide feedback. If the learner provides

the correct answer, they wish to experience joy during the

process.

If the student provides a wrong answer, the learner only

wants to be surprised by the low score and negative feed-

back. The student does not want to be sad when viewing

a low score or distracted and then unable to realize their

mistake. The quiz master, on the other hand, wants to be

surprised when giving a low score and does not want to be

angry while providing negative comments.

3.3. Define Emotion Dependency Analysis Through

Tropos Model

From the emotion-oriented goal model shown in Fig. 3, we

can develop the Tropos goal model to define how the inter-

action of a given role can influence the feeling of another

individual role. A dependency may be described as a situ-

ation in which one actor (the depender) depends on another

actor (the dependee) for gaining some dependum [13].

In general, the depender would be able to achieve a goal by

depending on the dependee for the dependum. If the de-

pendee fails to deliver the dependum, the depender would

be unable to achieve its goals on its own, or would not

be able to do that easily. Since emotion is an interactive

mechanism, a model is needed capable of modeling the in-

teraction between the emotion’s elements. The main actors

are the learner and the quiz master.

The quiz master is relying on the learner to display the

question. When displaying the question, the quiz mas-

ter wants the learner to be interested, and not bored.

The quiz master is counting on the learner to provide an

answer. When submitting the answer, the learner wishes

to feel a sense of anticipation. The learner relies on the

quiz master to provide the score. When the learner views

a high score, he wants to feel joy. In case of a low score,
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he wants to feel surprised and do not want to feel surprised,

but not sad. The quiz master wants to feel joy when the

learner receives a high score. The quiz master wants to feel

surprised when the learner receives a low score. The quiz

master does not want to feel sad when giving a low score

to the learner.

3.4. Define the Emotion Handling Strategy Through

Extended Goal Model and Domain Models

Once the emotion linked with goal achievement has been

identified, we can continue to identify the strategy for deal-

ing with the emotion as well as the knowledge entities that

will be influenced by the emotion. This is accomplished

using the goal and the domain models. Figures 4 and 5

show examples of an emotion-oriented goal model for the

expression of joy and a domain model to be applied by the

quiz master. Joy is expressed through the use of a simple

and natural method of notation. The quiz master aims to

demonstrate joy by smiling, giving the student a thumbs up,

playing a clap sound, complimenting the learner, display-

ing motivational images, a bright color background, and

unlocking a new level.

Though several approaches have been developed to measure

and detect emotions, our research focuses on how to model

emotion-oriented applications. Emotions are subjective and

complex, hence there is no guarantee that users will feel

happy using the software. However, it all depends on how

the learner perceives the application [11].

A domain model consists of domain entities and their rela-

tionships. It represents the knowledge that the program is

expected to handle. An object type can be used to repre-

sent such entities. In a system, a domain entity is a mod-

ular unit of knowledge. These include the environments,

services, and types of resources produced and stored by

roles and role connections. Domain entities in our model

correspond to the course, question, answer, score/answer,

and feedback. We will transform the goal model and the

domain model into the design phase.

This includes modeling the emotion component using a sce-

nario model, an interaction model, and a behavior model.

3.5. Designing Emotion-Oriented Application Through

Scenario, Interaction and Behavior Model

Once the approach for dealing with emotion and knowledge

entities has been determined, we may proceed to designing

an emotion-oriented application using scenario, knowledge,

interaction, and behavior models. A scenario model con-

sists of collective activities that must achieve functional

goals. The activities are based on the functionalities de-

scribed in the motivation layer. It provides functionality-

related information by specifying the number, aim, initiator,

trigger, failure, condition, constituent stages, set of activi-

Fig. 4. Example of an emotion-oriented goal model to handle the expression of joy.

Fig. 5. Example of an emotion-oriented interaction model applied by the quiz master.

58



How to Model an Engaging Online Quiz? The Emotion Modeling Approach

Fig. 6. Example of emotion-oriented interaction model for quiz

master.

ties, agent types/roles, as well as quality [13] and emotional

goals [26].

An interaction model can be designed from the scenario

model. An example thereof is shown in Fig. 6.

An interaction model represents a set of interactions be-

tween the application agents. Interaction is defined as ac-

tions in which people exchange information through com-

munication or physical action. The interaction model no-

tation has been expanded by incorporating the applicable

emotional threat in each emotional goal for the specific ac-

tivities, triggers, and situations. The quiz master is the

perceiving agent and the learner is the acting agent. This

is due to the fact that the student starts the exercise by vir-

tually submitting the correct response. When the student

provides the correct answer, the quiz master awards two

points to the student.

In the meantime, the quiz master wants to be happy when

the student gets the right answer. As a result, the quiz

master expresses joy by smiling, showing a thumbs up, and

playing a clap sound.

After that, a new level will be unlocked. Furthermore, the

quiz master wishes to share their satisfaction by display-

ing motivational images, such as graduation pictures, study

groups at the library, or employment-related achievements.

The final step in the process of designing an emotion-

oriented application is to model the behavior model. It

describes the internal behavior of a specific individual agent

within the system by triggering rules and messages in this

final step of designing an emotion-oriented application.

3.6. Build Emotion-oriented Quiz MASter Application

Once the modeling is finalized, we will proceed to imple-

menting the QuizMASter. Figure 7 depicts the evolution

of the application. A 3D character is created to serve as

the game host. Thanks to this feature, the learner will be

greeted at the start of the quiz session, so that they feel

motivated and not bored.

4. Evaluating Emotion Modeling

4.1. Evaluation Through an AOM Survey

A survey of 30 students at FCSIT, Unimas was performed.

28 respondents were studying software engineering, one

computer science, and one network computing. 28 stu-

dents with no prior knowledge of or experience with AOM

participated in the session.

All participants are familiar with programming concepts,

the software development cycle, and UML. The survey’s

goal is to better understand the learner’s function in respect

to each of the AOM model types and to learn how novices

may understand the feasibility of the emotion modeling ap-

Fig. 7. Exported objects: base, happy, worried, and mouth opened.
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proach being analyzed and how to develop an engaging ap-

plication. The survey participants used three dimensions of

the AOM model. The first question involves understanding

the role of agent models in emotion-oriented applications.

These include client validation, implementation, documen-

tation, and clarification [28].

In other words, the questions verify whether AOM is capa-

ble of managing specific modeling requirements in collabo-

ration with the client’s representatives being on the project

team, to specify the system’s implementation-related needs.

We asked if AOM may be used as a potential communica-

tion tool or an understandable artifact among programmers.

The second set of questions examines the user’s function-

alities in connection with each of the agent models in an

emotion-oriented application. These involve creation, eval-

uation, and approval.

The final set of questions explores the rationale behind not

employing any or all agent models in the emotion-oriented

application.

4.2. Evaluation of AOM Survey Data

Figure 8 depicts the findings of a survey concerned with

agent models in emotion-oriented modeling. Clearly, the

majority of students (22 and 21, respectively) believe that

the goal model may be employed for client validation and

clarification. Meanwhile, implementation has been selected

by 19 people asked. Only 16 students believe the goal

model can be utilized for documentation. The domain

model can be used for clarification and client validation,

according to 19 and 18 students, respectively. Only 16

students agreed that the domain model could be utilized

for documentation. According to the findings, 17 students

agreed that the objective of the Tropos model is clarifica-

tion.

This is followed by client validation, which is agreed upon

by 14 persons.

Only 12 of the surveyed believe the Tropos model can be

used for implementation and documentation. It is clear

that clarification was the primary goal of employing the

interaction model. This answer was chosen by 22 pupils.

Fig. 8. Survey results in regards to the purpose of agent models.

This is followed by implementation, on which 19 partici-

pants agreed. The interaction model can be used for client

validation, according to 18 votes. Only 14 students be-

lieve the interaction model can be applied for the purpose

of documentation. According to the chart, clarification is

the ultimate goal of the behavior model. Client validation

and clarification received a relatively low number of votes

(16 and 12, respectively).

Fig. 9. Survey results regarding the user’s role in relation to each

of the agent models.

Figure 9 shows the findings regarding the user’s involve-

ment in respect to each of the agent models in emotion-

oriented modeling.

It can be concluded that 22 students agreed the user was

most likely to be involved in reviewing and approving the

goal model.

While users were less likely to assist in the development of

the goal model, only 15 students agreed with such a choice.

The same is true for the domain model. The user, according

to 19 students, is most likely to be active in reviewing and

approving the domain model.

This is followed by the development option which was se-

lected by 15 pupils only. According to the findings, the

majority of participants (17 and 16, respectively) agreed

that users were most likely to be involved in the devel-

opment and review of the Tropos model. Approval was

a relatively minor reason, with only 14 persons agreeing

thereon. The user was most likely to be involved in the

development of the interaction model, according to 24 of

the surveyed. Review and approval were very minor rea-

sons, with 20 and 19 students selecting them, respectively.

According to the graph, it was development that was the

most popular user role. This was followed by review and

approval as the user’s role, selected by 17 and 16 partici-

pants, respectively.

Figure 10 shows the survey responses in relation to the

various reasons for not employing agent models in emotion-

based modeling. Among other things, the most plausible

reasons include the fact that analysis is not well understood,

that there is insufficient value to justify the cost, and that

it is not useful for most projects.
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Fig. 10. Number of students selecting the reasons for not using

some or all of the agent models.

It is reasonable to conclude that improper understanding

based on an analysis, and inadequate value to justify the

expense were both equally valid arguments for not imple-

menting the goal model. These options were selected by

11 survey participants. The score is seven times greater

than the one for the following options: not useful for most

projects, information captured is redundant, and not bene-

ficial for programmers. Not useful for clients was a reason

that was selected relatively seldom, with only one person

asked agreeing with it. Six persons agreed that the most

important reason for not using the domain model is the lack

of value justifying the expenditure borne. Analysis not well

understood, information captured redundant, and not use-

ful for clients and programmers were all equally popular

as reasons for not adopting the domain model (selected by

4 respondents). Not useful for most projects, meanwhile,

was a relatively unpopular reason, with only three students

choosing this option.

According to the findings, 11 students agreed that being

not useful for the majority of projects is the most impor-

tant reason for not using the Tropos model. This choice was

followed by a poorly understood analysis, on which just 8

peoples agreed. Inadequate value to justify expense and re-

dundant nature of the information acquired were both plau-

sible reasons for not implementing the Tropos paradigm.

Redundant nature of the information obtained and lack of

usefulness for customers were modest contributors, as these

answers were selected by 4 and 3 users, respectively.

One may notice that the most obvious cause for not using

the interaction model was that it was not useful for most

projects. This reason was selected by 10 of the surveyed.

This score is four times greater than that related to the

model not being useful for clients. Only 5 students agreed

that one of the possible reasons for not employing the in-

teraction model was that it was not well understood based

on the analysis conducted. Inadequate value to justify the

expense, information acquired being redundant and unus-

able with programmers were all equally minor reasons for

not implementing the interaction model and were ranked

third.

According to Fig. 10, the most common reasons for not

adopting the behavior model included statements that it was

not beneficial for most projects and that the information

obtained was redundant. This was followed by insufficient

value to justify expense, information acquired being redun-

dant and useless for programmers, which were all relatively

minor contributors. A usability test, on the other hand, was

conducted among 13 students enrolled in the ”data structure

and algorithm” course. They were instructed to experiment

with the quiz application and answer a few questions using

the provided questionnaire, with an emphasis on rating the

amount of usage challenges, understanding the questions

after taking part in the quiz, interactivity, assessing its in-

teractivity, engagement, and usefulness. The rating scale

varied from 1 to 5, with 1 being the lowest and 5 being the

highest score. The students were asked to rate these ele-

ments for text-based quizzes, which are currently employed

in FC-SIT, as well as for the emotion-oriented QuizMASter

application that was developed as part of this research.

Fig. 11. Average rating of text-based and emotion-oriented quiz.

Figure 11 shows the average rating of a text-based quiz

and of the emotion-oriented QuizMASter. The rating for

the emotion-oriented QuizMASter is superior to that of the

text-based quiz, in every way. Difficulties related to using

the emotion-oriented QuizMASter are slightly less promi-

nent that in the case of the text-based quiz, with the score

equaling 2.38 for the emotion-oriented variety and 2.46 for

the text-based quiz. Students believed that after taking the

quiz, they had a better understanding of the questions in the

emotion-oriented (4.23) than in the text-based (3.46) quiz.

The amount of involvement for the emotion-oriented quiz

is also greater than for text-based variety, with the score

amounting to 3.85 and 2.92, respectively. While the level

of engagement for the emotion-oriented quiz is evaluated at

3.85, it is greater than the level of engagement for the text-

based quiz, with its score equaling 3.15. Additionally, use-

fulness of the emotion-oriented quiz is ranked higher than

that of its text-based counterpart (with the scores amount-

ing to 4.15 and 3.46, respectively). The overall level of

satisfaction with the emotion-oriented quiz is rated at 4.00,

while it equals 3.31 for the text-based quiz.
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5. Conclusion

Creating an emotionally engaging learning application is

not an easy task. The emotional anticipation of the user

is a major predictor of the application’s acceptance level.

However, not much study has been conducted into incorpo-

rating user’s emotional expectations into the software devel-

opment cycle. We tried to help by suggesting a systematic

strategy for creating an emotionally engaging application

which would require more validation and verification in

the course of future research.
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Abstract—In the 1970s, roaming interconnections for cellular

networks were designed for a few trusted parties. Hence, se-

curity was not a major concern. Today, the SS7 (Signaling

System no. 7) solution that is several decades old is still used

for many roaming interconnections. SS7 has been proven vul-

nerable to serious threats due to deregulation, expansion, and

convergence with IP-based Long Term Evolution (LTE) net-

works. The limitations of the SS7 network that it is unable to

check the subscriber’s authentic location, verify their identity

and filter illegitimate messages, makes the system vulnerable

to attacks. Adversaries taking advantage of these shortcom-

ings can inflict threats such as interception of calls and text

messages, subscriber tracking and denial of service attacks.

Although LTE and Diameter signaling protocols promise en-

hanced security keeping up with the latest attack vectors, their

inherent flaws related to roaming interconnections are still

there and continue to make the networks vulnerable. Hence,

a highly secure signaling network is required to protect the

operators and the subscribers from a diverse range of secu-

rity attacks. SS7 network protocol layers, such as signaling

connection control part (SCCP), transaction capabilities ap-

plication part (TCAP), and global system for mobile Com-

munications – mobile application part (GSM MAP), manage

connectivity between networks and subscribers. An analysis of

the parameters of these layers may provide a clear insight into

any anomalies present. Unfortunately, these parameters are

not validated and verified at the network’s edge. The major

contribution of this research is a methodology for detecting

anomalies by checking malformed parameters and intra-layer

parameter discrepancies at the abovementioned protocol lay-

ers. This paper provides an insight into the severity of SS7

network security vulnerabilities. Furthermore, it provides a

proof of concept for the analysis of SS7 network traffic using

the Wireshark packet capture tool and the Snort intrusion

detection system (IDS) capable of detecting malicious traffic

patterns.

Keywords—mobile network, signaling network security, SS7.

1. Introduction

In telecommunication networks, a signaling system is used

to manage call set-up and termination processes in order

to connect and manage both ends. SS7 was designed five

decades ago, in the 1970s, when only a few operators were

providing telecommunication services and had access to

the core network [1]. Since then, SS7 has been used for

call establishment/termination, mobility management, user

security information, billing information, and access/ser-

vice authorization [2]. As it was considered that mutual

trust existed between operators, no inherent security con-

trols were incorporated in the SS7 core network. Opera-

tors being national or multinational corporations were as-

sumed to be trustworthy, making the SS7 network a walled

garden [3], [4]. The merger of packet-switched IP net-

works and circuit-switched telephone networks attracted

more subscribers, resulting in an increase level of compe-

tition and in the expansion of coverage, thus creating high

demand and allowing new competitors to enter the market.

The number of core network entry points increased due to

the introduction of new technologies and interfaces with

the legacy SS7 network, boosting the number of operators

accessing the system [5].

Network exposure results from the design and the architec-

ture of the solution that needs to support the roaming of

peers, making the system vulnerable to attacks. Vulnera-

bilities faced by users may be grouped into five major cate-

gories: obtaining information on the subscriber’s location,

spying or snooping, monetary mugging, account fraud, and

interruption and denial of service [3]. Liberalization of the

telecommunications domain and shifting to IP based com-

munications exposed SS7 to severe threats, such as interfer-

ence between calls and text messages, tracking the location

of subscribers, deception/spamming, denial of service, and

subscriber account frauds [6]. Several commercial signal-

ing firewalls are currently available and much effort has

been taken by the Global System for Mobile Association

(GSMA) to mitigate such attacks. However, the commercial

firewalls are not fully secure, as they focus solely on home

public land mobile network level protection to mitigate the

risks faced. They are still not adequate and are hardly ac-

cepted by telcos, since there are several ways in which the

security measures may be evaded. This issue arises mainly
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because of the lack of protection while the subscribers are

roaming, and due to the possibility of spoofing messages

in the SS7 signaling connection control part (SCCP) and

in the Diameter protocols. Taking into consideration the

fact that present defensive procedures, such as the use of

firewalls, filtering and blacklisting, regrettably are not ca-

pable of ensuring satisfactory levels of safety for SS7 [4],

a rule-based intrusion detection system has been proposed.

In this research, the proof of concept for the rule-based

intrusion detection system is provided to demonstrate that

it improves detection accuracy and reduces the false alarm

rate.

This paper is organized into the following sections. Sec-

tion 2 highlights the causes of security vulnerabilities af-

fecting the SS7 network. Section 3 presents the proof

of concept for the rule-based intrusion detection system,

and Section 4 concludes the paper and specifies future

directions.

2. Related Work

2.1. Causes that Lead to SS7 Network Vulnerability

SS7 firewalls are currently breached and exposed to a wide

range of vulnerabilities and threats that jeopardize the se-

curity of the telecommunications networks. Liberalization

of the telecommunications sector has resulted in relaxation

of the rules and regulations that are applied to manage the

SS7 network. The deregulation has resulted in the SS7

network being more easily accessible to network providers

and users alike.

In the early twenty-first century, a series of signaling trans-

port protocols, known as SIGTRAN, was established to

meet the new requirements for mobile connections and to

support the emerging services. SIGTRAN is an SS7 ex-

tension that enables messages to be transmitted over IP

networks. Because of this advancement, the signaling net-

work is no longer isolated. Many entry points to the net-

work were formed due to attempts to integrate the SS7

network with other solutions, for interoperability purposes.

The emergence of numerous entry points to the SS7 net-

work has become a major source of weakness. This helps

attackers write, intercept and change SS7 posts via multiple

mobile network and subscriber attacks [1], [2].

2.2. How Vulnerable is the SS7 Network?

Stealthy attacks made possible by the vulnerabilities of the

SS7 system are discussed by Puzankov [7]. He feared that

due to misconfiguration errors, SMS home routing may be

by-passed and the IMSI of the subscriber may be disclosed,

thus helping in the launch of further sophisticated security

attacks. In his study, he also examines how an intruder

can connect using a bogus MSC, while VLR remains le-

gal. Although genuine MSC is used for voice calls and

short messages, fake MSC will be used to intercept incom-

ing messages [7]. In their research, Savadatti and Sharma

explain signaling system no. 7 with a brief discussion of

SS7 attacks [8]. Holtmanns demonstrates that SS7 vulner-

abilities endanger LTE users as well as GSM/UMTS sub-

scribers. Because of their internet-working capabilities, the

attacker can monitor LTE subscribers through the Diame-

ter protocol, taking advantage of SS7 vulnerabilities [9].

In [10], Jensen gave a summary of SS7 attacks, including

a section on entry points to the SS7 core network. Such

attacks relied on the use of machine learning algorithms to

detect SS7 attacks. His most significant contribution to SS7

research was the development of an open-source simulator

called “SS7 Attack Simulator” that generates simulated SS7

regular and abnormal traffic.

Similarly, experts at Positive Security explained the entry

points to SS7 and explained or demonstrated some attack

plots [2]. A white paper released by the SANS Institute

gives an insight into potential SS7 attacks. It also pro-

poses how essential security monitoring may be deployed

to secure the SS7 network more effectively [2]. Exploit-

ing MAP messages can lead to several security attacks and

research done by Rao et al. explains the methods relied

upon to accomplish such attacks [11]. In another research,

Rao et al. demonstrate SS7 location tracking attacks ex-

posing vulnerabilities linked to the network’s entry points.

They also provide recommendations on how to secure such

entry points [12]. Engel gave a live demonstration of loca-

tion monitoring and DoS attacks at the Chaos Communi-

cation Congress. He also described a wide range of other

attacks [13]. Karsten Nohl from Security Research Labs

showed how access to the SS7 network makes the calls and

SMS interceptions possible, at the Chaos Communication

Congress mentioned in [14]. At the Hackito Ergo Summit,

security experts from P1 labs demonstrated user location

tracking and showed how spoofed messages may be used

as a security exploit [15].

Keeping in view the current cyber threat environment and

the known SS7 vulnerabilities, further studies on this topic

are needed to help protect the public’s privacy and to en-

sure personal protection. Attackers may cause billions in

losses suffered by network operators. Hence, it is equally

important for operators to help close these gaps in the fence

of what once used to be a “walled garden”. It is the need

of the hour to gear up against signaling vulnerabilities by

understanding the major attacks that were recently carried

out using these exploits, and by grasping their severity.

This would help us develop methods to safeguard mobile

networks from adversaries before any catastrophic security

attacks take place.

3. Proposed Proof of Concept

3.1. Intrusion Detection Systems

A software system that detects malicious activities and be-

haviors is known as the Intrusion Detection System (IDS).

An IDS usually detects data-driven attacks against applica-

tions, network-based attacks on vulnerable services, attacks

against hosts, such as unauthorized logins, privilege esca-

lation, and access to sensitive data files.
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3.1.1. Types of Intrusion Detection Systems

Intrusion detection relies on two fundamental techniques,

namely anomaly detection and signature detection. In the

former method, the normal working conditions or the stan-

dard profile of a system is defined, meaning that any devia-

tions from that profile may be detected [16]. In other words,

the desired action is defined, and unwanted or undesired be-

haviors are identified using this technique. Stored data sets

and behaviors are two different things. In the case of stored

data, a single bit altered may be detected easily, whereas

differentiating anomalous behaviors from those that are ac-

ceptable is not an easy task [16]. The method relying on

characterizing the known ways of penetrating a system is

called misuse detection and constitutes another approach to

intrusion detection. These known ways are termed patterns.

Unambiguous patterns are monitored by a misuse detection

system. Patterns may vary from a static bit string to a sus-

pected set of actions. Although both techniques have their

advantages, some systems rely on both of these approaches,

taking advantage of a hybrid intrusion detection system.

3.1.2. Anomaly-Based Detection

Anomaly-based detection is also well-known as statisti-

cal or profile-based intrusion detection. In this approach,

a “regularity” is defined and any irregular or abnormal traf-

fic deviating from that regularity profile is declared as in-

trusive [17]. Whatever differs from the normal profile can

be comfortably considered as intrusive. Classifying a nor-

mal activity as intrusive or abnormal is considered false

positive, whereas classification of an abnormal activity as

normal is known as false negative. False negative identifi-

cations are considered more harmful than their false posi-

tive counterparts, as they involve a failure to detect harm-

ful activities. What makes anomaly-based intrusion detec-

tion systems hard to implement is the requirement of not

only complying with protocols and understanding the in-

ner workings of an application, but also added with expert

level users with their preferences, and date and time [17].

Anomaly-based IDS requires computationally intensive be-

havioral models for construction and tuning [18].

3.1.3. Snort-IDS

Snort is one of the most famous, free, and well-known

open-source network IDS solutions. It utilizes a rule-based

language combined with signature, protocol, and anomaly

verification techniques to detect malicious activities, such

as denial of service (DOS) attacks and stealth port scan

attacks. The best thing about the program is the flexibility

of its rule language. It is also suitable for writing rules

concerning new attacks, meaning that the creation of new

rules is reasonably simple. Rules are the major entities on

which Snort relies to differentiate between regular Inter-

net activities and malicious behaviors. In comparison with

Wireshark, the program lacks a good GUI and is terminal-

based.

3.2. Packet Sniffing and Analysis using Wireshark

Wireshark is a network packet analyzer. It has the form

of data capturing software that understands the abstraction

(structure) of different networking protocols. It captures

live packet data from a network interface, or from a file of

the packets already collected. It can parse and view fields

and their definitions defined by various networking proto-

cols. Data from various types of networks can be read in

real-time and stored for later use. The program can export

some or all the packets in many file formats available. It

helps search the saved packets based on numerous crite-

ria. The GUI version or terminal (command line) version

of the utility, TShark, can be used to search the network

data captured. A display filter may help refine the captured

data. Wireshark is capable of color marking the code pack-

ets displayed, based on filters. It also helps create various

statistics. Filtering wireless connections is also possible if

they move through the controlled Ethernet network. Other

options, such as timers and filters, may be used to aid in

the filtering of output traffic.

3.3. SS7 Attack Simulation

Due to privacy and ethical considerations, using real SS7

network data is not plausible. As such, a simulation setup

was realized using the open-source SS7 Attack Simula-

tor [10] to produce the required data set that reflects a prac-

tical scenario of an SS7 network in operation. This tool can

be used to produce both normal and attack traffic to study

SS7 security vulnerabilities. Network traffic is created us-

ing MAP in the SS7 stack, according to 3GPP-defined MAP

technical specifications.

The simulator generates both normal and anomalous traffic

that is used to detect abnormalities. Three network op-

erators, namely A, B and C, are built using the SS7 net-

work simulator’s complex mode. The first network oper-

ator (A) is a victim, the second network operator (B) is

a roaming network, and the third network operator (C) is

an adversary. These operators communicate with one an-

other through thirteen common messages. In addition to

the usual communications, call/SMS intercept and location

tracking attacks are carried out using anyTimeInterroga-

tion (ATI), sendRoutingInfo (SRI) (-SM, -LCS) and Pro-

videSubscriberInfo (PSI). An attacker who is a subscriber

of network operator C will imitate the attacks.

In this research, the two most debated and critical attacks,

namely location tracking and interception attacks [2], are

simulated. To demonstrate these attacks, one type of a mes-

sage request from each category of SS7 MAP messages has

been selected. Home network messages are categorized as

category 1, inbound roamers’ messages as category 2, and

outbound roamers’ messages as category 3. An ATI from

category 1 was selected, as it could only be used within

the home network. Similarly, a PSI message could only

be sent by the home location register (HLR) to the current

visitor location register (VLR). However, the attacker can

bypass the HLR and can send this PSI message request di-
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rectly to VLR through its MSC/VLR. In order to do this,

the attacker needs to have international mobile subscriber

identity (IMSI) and current VLR address information of

the target. Therefore, the attacker performs another attack

by sending SRI-SM to HLR which sends, without verify-

ing and validating the requires, all crucial information to

the attacker. This SRI-SM message request is a category 3

message and needs to be verified and validated at network

borders or edges. An SRI-SM message request can also be

used for other types of attacks, such as SMS interception

attacks. The selected attack messages are marked in bold

in Table 1.

Table 1

SS7 MAP messages with attack types

Category Message Attack

1
provideSubscriber

Location (PSL)
Tracking

1
anyTime

Interrogation (ATI)

Tracking and

interception

2
insertSubscriber

Data (ISD)
Interception, DoS

2
provideSubscriber

Info (PSI)
Tracking

3 updateLocation (UL) Interception, DoS

3
sendRoutingInfo

(SRI)(-SM, -LCS)

Multiple attacks i.e.

IMSI disclosure,

SMS interception

3
sendAuthentication

Info (SAI)
Interception

3.4. Proposed Anomaly Detection Scheme

To demonstrate location tracking and interception attacks,

three types of map message requests: ATI, PSI and SRI-

SM are used. The simulator generates a data set for attacks

and for normal traffic. This traffic is then captured on the

loopback interface (lo) using the Wireshark packet captur-

ing tool that generates pcap files. Anomalies are detected

using Snort and customized SS7 anomaly detection rules.

The proof-of-concept is presented, in the form of a flow

diagram, in Fig. 1, and the model or the template of the

anomaly detection rules is given in Fig. 2.

Fig. 1. Anomaly detection and alert generation flow.

3.5. Anomaly Detection and Alert Generation

As shown in Fig. 4, the first or the upper window shows

live packet capturing. The middle or the second window

shows the protocols underneath. The lower or the third

window is the one that offers the information in “hexadec-

imal” form – a direct translation of the “bits” circulating

through the communication channel. This tool’s window

is crucial, as it helps collect signatures of traffic patterns

in the form of hexadecimal figures. Bits are the deepest

level of signatures, as any other form of analysis in the

higher-level protocols will always be more densely pack-

aged. Information circulating at the lowest level, in the

form of bits, cannot avoid detection. During this experi-

ment, Wireshark was helpful in identifying and analyzing

attack packets from the captured traffic. Differentiating at-

Fig. 2. Model of SS7 anomaly detection rules.
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Fig. 3. SS7 attack using a MAP ATI message request.

tack packets manually by analyzing each packet is difficult

and is not a recommended approach.

Attack using anyTimeInterrogation (ATI) request. The

use of SS7 MAP ATI messages to perform a location track-

ing attack is presented in Figs. 3 and 4.

Attack using provideSubscriberInfo (PSI) request. Fig-

ures 5 and 6 show how SS7 MAP PSI message exploitation

is carried out to perform location tracking attacks. Unfortu-

nately, only the HLR could send the MAP PSI message to

the current VLR. However, the attacker can send this MAP

PSI message request straight to VLR via its MSC/VLR,

bypassing the HLR. To do so, the attacker will require the

target’s IMSI and current VLR address information. As

a result, the attacker launches a new attack by sending MAP

SRI-SM to HLR, which provides all the critical information

to the attacker without checking or validating it. This SRI-

SM message request belongs to the category 3 message type

and must be inspected and validated at the network node.

This SRI-SM message request can potentially be exploited

for other attacks, such as SMS interception.

Wireshark supports the SCCP protocol, and the tool offers

the option of applying visualization filters for SCCP ele-

ments. It allocates different subsystem numbers (SSNs) to

each entity, making it easier to use them as a filter. It helps

Fig. 5. Example of a PSI signaling message being exploited.

Fig. 4. Identification and analysis of attack packets captured in Wireshark
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Fig. 6. SS7 attack using a MAP PSI message request.

Fig. 7. Snort using an SS7 rules file.

deduce that if this attack packet is provided as an input

to a detection tool, then all attack-related packets can be

detected live or during the attack, should it reoccur. The

data is presented in hexadecimal form, which is the pri-

mary representation of the packet’s bits circulating across

the communication channel. These bits could be helpful for

the detection of signatures if provided as an input to some

content-matching tool that is capable of matching all the

packets against these bits to help detect all attack-related

packets.

Acting in the capacity of an IDS, Snort provides hundreds

of pre-loaded rules classified into different families, such

as HTTP, telnet, ssh, etc. All these rules, if enforced, can

help detect hundreds of attacks. However, the tool must

be kept up to date for standard usage, as new rules are

published and regularized on a regular basis. With its great

flexibility, Snort allows the addition of custom rules in its

configuration file.

In this research, as shown in Fig. 7, custom rules named

SS7 rules were added to the configuration file of Snort.

This rules file contains all three types of rules covering

all simulated attacks, with hexadecimal bits from the third

window of Wireshark added as content matching informa-

tion. After adding these rules, all other rules were disabled
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using the hash symbol. The generated pcap file is given as

input to Snort to test the SS7 rules. The tool detected the

attacks without any false negatives.

4. Results

The results demonstrate that by relying on the knowledge

of the SS7 network and its operation, traffic anomalies can

easily be detected and, hence, attacks can be mitigated.

Furthermore, from the results shown in Table 2, one may

infer that filtering SS7 data with the use of a rule-based

algorithm should be performed as the first defensive layer

for all MAP SS7 messages.

Table 2

Confusion matrix for MAP UL, MAP PSI, SRI-SM,

and ATI

MAP PSI MAP SRI MAP ATI

TP TN TP TN TP TN

Predicted
positive

96 4 10 2 10 4

Predicted
negative

0 4605 0 2946 0 4600

Accuracy 0.9998 0.9997 0.9998

Detection rate 99.980% 99.997% 99.998%

False positive 1 1 1

False discovery 0.04 0.1667 0.2857

False negative 0.9796 0.9966 0.9978

Sensitivity 0.0204 0.0034 0.0022

Specificity 0.9998 0.9997 0.9998

Precision 0.96 0.833 0.7143

A dataset of 12,279 samples was generated using the SS7

attack simulator. Out of these samples, 16 were detected

as anomalies related to a MAP anyTimeInterrogation (ATI)

message request, and 100 were detected as anomalies re-

lated to MAP provideSubscriberInfo (PSI) message re-

quests. Similarly, for the MAP sendRoutingInfoSM (SRI-

SM) message request, 12 samples were detected as anoma-

lies. Based on the dataset for a particular MAP ATI mes-

sage request, 10 of the detected anomalies were actual at-

tacks, i.e. true positives, leaving 6 false positives. Simi-

larly, for the MAP PSI message request, 96 of the detected

anomalies were actual attacks, i.e. true positives, leaving 4

to be false positives. Likewise, in the case of MAP SRI-

SM message requests, 10 of the detected anomalies were

actual attacks, i.e. true positives, leaving 2 to be false pos-

itives. As shown in Table 2, the overall anomaly detection

accuracy (related to all three types of message requests) is

99.98%.

4.1. Evaluation Matrix

The anomaly detection model is evaluated using the fol-

lowing metrics:

• True positive (TP), the number of instances correctly

predicted as attacks.

• False positive (FP), the number of instances incor-

rectly predicted as attacks.

• True negative (TN), the number of instances correctly

predicted as non-attacks.

• False negative (FN), the number of cases incorrectly

predicted as non-attacks.

• Accuracy =
TP+TN

TP+FP+FN+TN
.

• False alarm rate =
FP

FP+TN
.

• Detection rate = DR =
TP

TP+FN
is the ratio between

the total number of attacks detected by the proposed

model and the total number of attacks present in the

dataset.

5. Conclusion

SS7 networks have become open and exposed to a multi-

tude of vulnerabilities, degrading the level of security of

telecommunication systems. Relaxation in the rules and

regulations that governed the telecommunications market

has rendered the networks vulnerable. Interoperability-

driven attempts to merge networks have added additional

concerns regarding breaches of SS7 security measures. The

addition of new signaling messages for telephone mobility

and advanced telecommunication services has led to fur-

ther abuses and attacks, such as subscriber tracking, call

interception, SMS spamming, and denial of service. Al-

though the advantages of Diameter, a new protocol gradu-

ally replacing the SS7 signaling protocol in the next genera-

tion telecommunication networks are numerous, the default

level of security provided by Diameter is not sufficient to

make LTE an attack-resistant solution.

It is worth mentioning that traffic analysis is a useful tool

for monitoring networks and detecting anomalies, and it has

been relied upon for a long time now. In order to enable the

adoption of this approach for detecting SS7 attacks, Snort

and Wireshark tools were deployed on a simulated SS7 at-

tack traffic data set to show that the deployment of Snort

is a feasible solution mitigating the problem of network

security. The approach adopted analyses SS7 attack traffic

using Wireshark (a packet capture tool), as well as identifies

malicious patterns and signatures to create Snort IDS rules

allowing to detect common types of attacks. Test results

related to the proposed intrusion detection method show

that Snort detects all 3 types of attacks that the simulator

can generate, relying on rule-determining signatures stored

in its configuration file. This method allows us to analyze

and identify the flow of bits that circulate through the net-

work during a simulated attack, and to detect such potential

traffic patterns. This scheme uses tools with open-source

licenses to avoid the huge costs of custom development. It

will be useful for small- and medium-sized networks with

manageable volumes of traffic to filter.
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Abstract—The linear minimum mean square error (LMMSE)

channel estimation technique is often employed in orthogonal

frequency division multiplexing (OFDM) systems because of

its optimal performance in the mean square error (MSE) per-

formance. However, the LMMSE method requires cubic com-

plexity of order OOO(N3
pN3
pN3
p), where NpNpNp is the number of pilot sub-

carriers. To reduce the computational complexity, a discrete

Fourier transform (DFT) based LMMSE method is proposed

in this paper for OFDM systems in the frequency selective

channel. To validate the proposed method, the closed form

mean square error (MSE) expression is also derived. Finally,

a computer simulation is carried out to compare the perfor-

mance of the proposed LMMSE method with the classical LS

and LMMSE methods in terms of bit error rate (BER) and

computational complexity. Results of the simulation show that

the proposed LMMSE method achieves exactly the same per-

formance as the conventional LMMSE method, with much

lower computational complexity.

Keywords—channel estimation, LMMSE, mean square error,

OFDM.

1. Introduction

Orthogonal frequency division multiplexing (OFDM) has

been attracting a lot of attention due to its high spectrum

efficiency, as well as fast and easy implementation using

the fast Fourier transformation (FFT) approach. It is also

resilient to inter symbol interference (ISI) which occurs due

to the frequency selective nature of the fading channel [1].

However, high peak-to-average power ratio (PAPR) [2] and

channel estimation accuracy [3] are the major challenges

for OFDM systems. The equalization of the OFDM system

solely depends solely on the accuracy of channel estima-

tion [4].

Generally, there are two schemes that may be relied upon

to estimate the channel, namely non-blind or pilot-aided

and blind schemes. When compared to pilot-aided channel

estimation, the blind channel estimation approach is lim-

ited to slow time varying channels and also has a higher

level of complexity and is characterized by poorer perfor-

mance. Hence, pilot-aided channel estimation is preferred

over blind channel estimation. Based on the comb-type

pilot, the least square (LS) and the minimum mean square

error (MMSE) based channel estimation methods have been

investigated in [5]. LS estimation has low computational

complexity but its mean square error (MSE) is high due to

the noise enhancement problem. To obtain better perfor-

mance of the LS based estimation method, several denois-

ing strategies have been proposed in [6]–[9].

Eigen-select denoising threshold [6], linear filtering least

square method [7], AdaBoost [8] and singular spectrum

analysis (SSA) [9] based channel estimation techniques are

proposed for channel estimation in OFDM systems.

In [10], the authors proposed an adaptive SSA based chan-

nel estimation method. In adaptive SSA, additional noise

reduction is performed at a singular value level and, there-

fore, it provides better performance as compared to the SSA

algorithm-based channel estimation method. However, all

these channel estimation methods provide a trade-off be-

tween performance and computational complexity. If the

power delay profile (PDP) of the channel is known to the

receiver a priori, the LMMSE channel estimation method

is typically implemented. However, it requires cubic com-

plexity due to matrix inversion operation.

To reduce the complexity of LMMSE estimation, the low

rank approximation-based singular value decomposition

(SVD) approach is proposed in [11]. Based on the SVD

method [11], the authors proposed two efficient channel es-

timation methods for OFDM/OQAM systems in [12]. How-

ever, these SVD-based estimation methods are still charac-

terized by high computational complexity, as decomposing

the RHH matrix using the SVD method itself requires cubic

complexity [13].

In [14], the authors approximate the LMMSE method us-

ing the law of large numbers to reduce the computational

complexity of the channel to O
(

N logN
)

. However, its per-

formance is poor at high SNR values. In [15], the authors

proposed a dual-diagonal LMMSE (DD-LMMSE) chan-

nel estimation method with O(N logN) and also derive
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the closed form expression of the asymptotic MSE of the

DD-LMMSE.

In [16], the author proposed a low complexity LMMSE

channel estimation method based on K terms Neumann

series expansion method to avoid the matrix inversion.

A joint low complexity channel estimation and symbol de-

tection approach is proposed in [17], based on a message

passing algorithm. In this method, the Sherman-Morrison

formula is applied which transforms cubic matrix inversion

into a series of diagonal matrix inversions, thus reducing

computational complexity.

In [18], the authors proposed a conjugant gradient (CG)-

based channel estimation method to achieve similar perfor-

mance as that of the LMMSE method. This method per-

forms the channel estimation process in an iterative man-

ner and requires computational complexity of the order

O[(Np logNp)G], where G is the number of iterations. Typ-

ically, a high value of G is required to achieve optimal per-

formance. A structure-based LMMSE estimation method

was proposed in [19] by assuming that the number of pilots

is an exact integer multiple of channel length. This method

depends on prior information regarding the channel’s im-

pulse response and on the appropriate placement of pilots

across the OFDM subcarriers. Although the length of CIR

can be obtained from the knowledge of the channel auto-

correlation function by using the adaptive guard interval

(GI) as given in [20], the length of the channel may not

be guaranteed to be equal to exact integer multiples of the

number of pilot subcarriers.

A compressed sensing (CS) algorithm based MMSE chan-

nel estimation is proposed in [21]. This method offers

similar performance to that of LMMSE, with much lower

computational complexity. However, this method assumes

that the channel coefficients are sparse while estimating

the channel. Recently, an LMMSE algorithm based on

the vector quantization approach was proposed in [22] for

OFDM systems. In this method, LMMSE filtering matri-

ces corresponding to wireless channel parameters are cal-

culated offline in the first phase. Subsequently, an appro-

priate LMMSE filtering matrix is selected according to the

MSE criterion while estimating the channel in the online

mode. Therefore, this method does not require the PDP to

be known at the receiver and, hence, is characterized by

negligible performance degradation with much lower com-

putational complexity.

In this paper, a simple but efficient LMMSE channel esti-

mation technique is proposed by exploiting discrete Fourier

transformation (DFT) and circulant properties of the chan-

nel frequency autocorrelation matrix (RHH) for OFDM sys-

tems in a frequency selective fading channel.

The symbols associated with the matrices and vectors are

denoted with the use of boldface and underlined characters,

respectively. Notations (.)H
, (.)−1

denote the Hermitian

and inverse operation, respectively. Similarly, (.)p denotes

the position of the pilot signal and E[.] symbolizes the

expectation operator.

2. System Model

Let us consider an OFDM system with N number of sub-

carriers. After some signal manipulation consisting in ad-

dition of a cyclic prefix (CP), removal of CP, inverse fast

Fourier transformation (IFFT) and FFT operation, the re-

ceived signal vector in the frequency domain is given by:

Y = XH +W , (1)

where Y =
[

Y (0),Y (1), . . . ,Y (N−1)
]T

.

The transmitted signal X = diag
[

X(0),X(1), . . . ,X(N−1)
]

is an N × N diagonal matrix. Symbols H =
[

H(0),H(1), . . . ,H(N − 1)
]T

and W =
[

W (0),W (1), . . . ,

W (N − 1)
]T

are the N × 1 channel frequency response

(CFR) and additive white Gaussian noise (AWGN) vector,

respectively. In this paper, the comb-type pilot pattern is

adopted for channel estimation purposes. After extraction

of the pilot symbol at the receiver side, the received signal

vector at the pilot position can be written as:

Y p = XpH p +W p . (2)

Parameters Y p, Xp and H p are the frequency domain re-

ceived signal, transmitted signal and CFR at the pilot po-

sition, respectively. The CFR vector at the pilot subcarrier

can be represented as:

H p = Fp h , (3)

where Fp is an N×L unitary FFT matrix with Fp(k, l) =

e−j2π kl
N , k = 0 : ps : (Np−1)ps, l = 0 : L−1.

The IFFT matrix is defined as FH
p = 1

Np
(Fp)

H . The chan-

nel impulse response (CIR) vector is defined as h =
[

h(0),h(1), . . . ,h(L− 1)
]

, where L is the total number of

multipath channels. It is assumed that each multipath chan-

nel h(l) is independent and identically distributed (i.i.d.)

with a zero mean complex Gaussian random variable. The

corresponding autocorrelation of the CIR h is given by

E[hhH ] = ∆ with ∆ = diag
[

Λ(0),Λ(1), . . . ,Λ(L−1)
]

is the

diagonal PDP matrix and Λ(l) denotes the average power

of the l-th delay path. The total power of the PDP tr(∆) = 1
where tr(.) denotes the trace operation. The power delay

profile (PDP) of the multipath is known to the receiver a

priori or may be calculated using the method given in [23]

with a computational complexity of O(L2). Channel esti-

mation using the LS criterion is given by:

H̃ p,ls = (Xp)
−1Y p . (4)

In order to obtain the channel at all data subcarriers, the in-

terpolation methods are to be deployed, such as linear inter-

polation, low pass interpolation, discrete Fourier transform

(DFT)-based interpolation and so on [24]. In this paper,

the DFT-based interpolation is adopted to obtain the CFR

at all data subcarriers. After estimating the channel at all

data subcarriers, one tap zero forcing equalization is per-

formed to obtain the desired transmitted data signal at the

receiver side. The LS method suffers from high MSE and
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thus the LMMSE channel estimation method is typically

adopted, as it is optimal in terms of MSE.

From [5], the LMMSE channel estimation method at pilot

positions can be written as:

H̃ p,lmmse = RH pH p

(

RH pH p +
β

SNR
IN p

)

−1
H̃ p,ls . (5)

The signal to noise ratio (SNR) is defined as:

SNR =
E
[

|X p|
2
]

σW 2 .

Symbol β =
E
[

|X p|
2
]

E
[

|1/|X p|
2
] is a constant depending on the con-

stellation. For QPSK and 16QAM modulation, the values

of β are 1 and 17/9, respectively. The LMMSE method

experiences high computational complexity of the order

O(N3
p) due to the matrix inversion operations, as given in

Eq. (5).

3. Proposed Low Complexity LMMSE

Method

In this section, a low complexity LMMSE method is pro-

posed that exploits the DFT technique. The channel fre-

quency autocorrelation matrix is the Fourier transformation

of the PDP and is given as:

RH pH p = E
[

H pHH
p
]

= NpFp∆FH
p . (6)

As RH pH p and RH pH p + β
SNR IN p are circulant matrices,

hence they are commutative [25]. Thus, the LMMSE

method can be rewritten as:

H̃ p,lmmse = (RH pH p +
β

SNR
I

N p
)
−1

RH pH pH̃ p,ls . (7)

Multiplying both sides of Eq. (7) with (RH pH p + β
SNR IN p)

matrix, we have:
(

RH pH p +
β

SNR
I

N p

)

H̃ p,lmmse = RH pH p H̃ p,ls . (8)

As
β

SNR is a scalar quantity, then
β

SNR IN p can be written as

NpFp(
1

Np

β
SNR IL)FH

p and Eq. (8) can be simplified to:

[

NpFp∆FH
p +NpFp

( 1
Np

β
SNR

IL

)

FH
p

]

H̃ p,lmmse =

NpFp∆FH
p H̃ p,ls

⇒ NpFp

(

∆+
1

Np

β
SNR

IL

)

FH
p H̃ p,lmmse =

NpFp∆FH
p H̃ p,ls

⇒
(

∆+
1

Np

β
SNR

IL

)

h̃lmmse = ∆h̃ls

⇒ h̃lmmse = δ h̃ls , (9)

where δ = diag
[ Λ(0)

Λ(0)+ 1
Np

β
SNR

, . . . ,

Λ(L−1)

Λ(L−1)+ 1
Np

β
SNR

]

. The para-

meters h̃ls and h̃lmmse are the estimated channel in the time

domain using LS and MMSE criterion, respectively. The

estimated channel frequency response is given as H̃ lmmse =
Fl h̃lmmse, where Fl is an N×L FFT unitary matrix.

4. Performance Analysis

In this section, the mean square error of the proposed

DFT-based LMMSE channel estimation method is derived.

The time domain LS method is given by h̃ls = FH
p H̃ p,ls =

h +FH
p (Xp)

−1Wp. The mean square error of the proposed

channel estimation method can be written as:

mse =
1
L

trE
[

|h− h̃lmmse|
2] =

1
L

trE
[

|h−δ (h+FH
p (Xp)

−1Wp)|
2] =

1
L

trE
[

hhH −hhHδ H −δhhH+

δhhHδ H +δFH
p

β
SNR

INpFpδ H] =

1
L

(L−1

∑
l=0

δ (l)[1−δ (l)]2 +δ (l)2 1
Np

β
SNR

)

, (10)

where δ (l) = Λ(l)

Λ(l)+ 1
Np

β
SNR

and the parameter Λ(l) is power

of the l-th multipath channel.

5. Computational Complexity

The efficacy of LS, LMMSE and the proposed method can

be compared by evaluating the computational complexity

related to obtaining CFR at all subcarriers. The LS es-

timation technique at the pilot positions given in Eq. (4)

requires Np number of complex multiplications. In order

to obtain the CFR at for all subcarriers, the DFT interpo-

lation is used. This requires Np numbers of IFFT and N
number of FFT operations. Therefore, the overall compu-

tational complexity of the LS estimation approach requires

Np + Np log2 Np + N log2 N. The conventional LMMSE

channel estimation at the pilot positions, as given in Eq. (5),

requires multiplication and inversion of the CFR autocorre-

lation matrix RH pH p of size Np×Np. In order to determine

the RH pH p matrix in Eq. (6), Np point FFT/IFFT opera-

tions of the diagonal channel autocorrelation matrix E[hhH ]
are required. As a result, the computation complexity of

RH pH p is Np log2 Np. Thus, the LMMSE channel estimation

at the pilot positions requires computational complexity of

N2
p +N3

p +Np logNp .

Similarly, CFR at all subcarriers, as discussed in the

previous paragraph, requires Np logNp + N logN opera-

tions. The overall computational complexity of obtain-

ing CFR using the LMMSE technique requires N2
p +N3

p +
2Np log2 Np +N log2 N. The proposed DFT-based low com-

plexity LMMSE method is given in Eq. (9). The δ in

Eq. (9) requires a diagonal matrix inversion of size L×L.

Therefore, the calculation of the δ parameter needs an L
number of complex multiplications. CFR at all subcarriers
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can be obtained by N point FFT operations. Therefore, the

overall computational complexity of the proposed low com-

plexity LMMSE method requires L + N log2 N operations.

The overall computational complexities of various channel

estimation methods are compared and is listed in Table 1.

Table 1

Computational complexity

Methods Computational complexity

LS Np +Np log2 Np +N log2 N
Classical LMMSE N2

p +N3
p +2Np log2 Np +N log2 N

Proposed LMMSE L+N log2 N

6. Simulation Results

In this section, the performance of the proposed LMMSE

method is compared with classical LS and LMMSE chan-

nel estimation methods in terms of MSE and BER. The

following parameters are considered for an OFDM sys-

tem model: the number of subcarriers N = 128, length of

cyclic prefix NCP = 16, system bandwidth B = 1 MHz and

QPSK/16QAM modulation. If no modulation scheme is

specified in the simulation, it is considered to be the of

the 16QAM variety. The channel is assumed to be of the

exponential decaying power delay profile (PDP) [26] with

power of the l-th path given as Λ(l) = Λ(0)e−
l
d where:

Λ(0) =
1− e−

1
d

1− e−
L
d

is the power of the first multipath channel. Parameter

d = −τrms
Ts

is the normalized delay spread, where Ts is the

sampling period and τrms is the root mean squared (rms)

delay of the channel. The number of multipaths is given by

L = τmax
Ts

where τmax is the maximum excess delay and is

defined as τmax = τrms ln A with A being the ratio of non-

negligible path power to first path power. In this paper,

the value of A is taken as A =−40 dB and normalized de-

lay spread d =1.5, giving the total number of multipaths of

Table 2

Simulation parameters

Parameters Value

Number of subcarriers 128

Number of FFT 128

Number of CP 16

Modulation type QPSK/16QAM

System bandwidth 1 MHz

Subcarrier spacing 7.8125 kHz

Channel type Exponential decaying PDP

Pilot spacing 8

Normalized delay spread 1.5

Number of multipath 14

L = 14. The total number of pilots is considered as Np = 16
with pilot spacing of ps = 1:8. All simulation parameters

are listed in the Table 2. Perfect time and frequency syn-

chronizations are assumed at the receiver side.

Figure 1 shows MSE performance with respect to SNR for

the proposed LMMSE, classical LS and LMMSE methods

with a normalized delay spread of d = 1.5 and L = 14. The

simulation results show that the LS method offers poorer

MSE performance than the LMMSE method, due to the

noise enhancement problem. It is observed that the MSE

performance of the proposed LMMSE estimation method

exactly matches that of the classical LMMSE method. This

is due to the fact that, the proposed method is directly

derived from the classical LMMSE method, without any

approximations.

Fig. 1. Comparison of MSE vs SNR performance between the

proposed LMMSE, classical LS and LMMSE channel estimation

methods.

In order to analyze the effect of normalized delay spread

d on the performance of various channel estimation meth-

ods, multiple values of d are taken into considerations, e.g.

d = [0.3 0.6 0.9 1.2 1.5 1.8]. This leads to the total num-

ber of multipath channels equaling L = [3 6 8 12 14 16].
The MSE vs. normalized delay spread (d) for various chan-

nel estimation methods is shown in Fig. 2. The result is

obtained for pilot spacing of ps = 8 at 25 dB SNR. The

simulation result shows that the performance of the pro-

posed LMMSE approach exactly matches that of LMMSE,

irrespective of the value of normalized delay spread d. It

is also noticed that the performance of LS is close to that

of the LMMSE method for low values of d. However, the

performance gap increases with an increase in normalized

delay spread value.

BER performance comparison of the proposed LMMSE,

classical LS, LMMSE and perfect channel estimation meth-

ods for pilot spacing of ps = 8 is shown in the Fig. 3.

The simulation results show that BER performance of the

LS estimation method is poorer when compared with the

LMMSE estimation method. Figure 3 that performance

of the proposed LMMSE method is very close to that of
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Fig. 2. MSE vs. normalized delay spread of the proposed

LMMSE, classical LS and LMMSE channel estimation methods.

Fig. 3. BER vs. SNR performance comparison of the proposed

LMMSE, classical LS, and LMMSE channel estimation methods

for pilot spacing of ps = 8.

the perfect estimation method, where it is assumed that

complete channel state information (CSI) is known at the

receiver side.

Comparison of BER vs. SNR performance of the vari-

ous channel estimation methods with QPSK and 16QAM

modulation for pilot spacing of ps = 8 is shown in Fig. 4.

The simulation results show that the performance of QPSK

modulated channel estimation methods outperforms that of

the 16QAM modulated channel estimation methods. It is

also observed that the performance gap between LMMSE

and perfect estimation with QPSK modulation is narrower

than compared with 16QAM modulation.

7. Conclusion

In this paper, an optimal low complexity DFT-based

LMMSE channel estimation method is proposed for an

Fig. 4. BER vs. SNR performance comparison of the pro-

posed LMMSE, LS, and LMMSE channel estimation methods

with QPSK and 16QAM modulation for pilot spacing of ps = 8.

OFDM system in the frequency selective channel. The

closed form MSE expression is also derived to validate

the proposed method. The proposed LMMSE method is

compared with conventional channel estimation methods in

terms of performance and computational complexity. Sim-

ulation results show that the proposed LMMSE channel es-

timation approach exactly matches the theoretical assump-

tions and achieves the same performance as the classical

LMMSE channel estimation method, with computational

complexity of L+N log2 N only. The limitation of the pro-

posed LMMSE channel estimation technique is that it is

not applicable to non-sample spaced channels, as it utilizes

the DFT technique to estimate the channel.
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Abstract—In this paper, we examine the end-to-end average

pairwise error probability (PEP) and output probability (OP)

performance of the maximum ratio combining (MRC) based

selective decode and forward (S-DF) system over an ηηη–µµµ scat-

tering environment considering additive white Gaussian noise

(AWGN). The probability distribution function (PDF) and cu-

mulative distribution function (CDF) expressions have been

derived for the received signal-to-noise (SNR) ratio and the

moment generating function (MGF) technique is used to de-

rive the novel closed-form (CF) average PEP and OP expres-

sions. The analytical results have been further simplified and

are presented in terms of the Lauricella function for coherent

complex modulation schemes. The asymptotic PEP expres-

sions are also derived in terms of the Lauricella function, and

a convex optimization (CO) framework has been developed for

obtaining optimal power allocation (OPA) factors. Through

simulations, it is also proven that, depending on the num-

ber of multi-path clusters and the modulation scheme used,

the optimized power allocation system was essentially inde-

pendent of the power relation scattered waves from the source

node (SN) to the destination node (DN). The graphs show that

asymptotic and accurate formulations are closely matched for

moderate and high SNR regimes. PEP performance signifi-

cantly improves with an increase in the value of ηηη for a fixed

value of µµµ . The analytical and simulation curves are in close

agreement for medium-to-high SNR values.

Keywords—5G, MIMO, MRC, non-homogeneous fading chan-

nel, PEP, S-DF, SNR.

1. Introduction

With the explosive growth of cellular traffic, researchers are

increasingly interested in improving performance of wire-

less networks in real-time propagation conditions. There-

fore, they focus on the different systems, including mas-

sive multiple-input multiple-output (m-MIMO), device-to-

device (D2D) communication, spatial modulation (SM)

techniques, machine-to-machine (M2M) communication,

non-orthogonal multiple access (NOMA) systems, and co-

operative wireless communications over real-time propaga-

tion environments [1]–[4].

The use of multiple-input-multiple-output (MIMO) net-

works over multipath fading links can significantly increase

spectral efficiency (SE) and quality of service (QoS). How-

ever, installation of multiple antennas is not possible in the

case of some wireless devices. As a result, space time block

code (STBC) introduces the cooperative diversity (virtual

MIMO) approach to mitigate multipath fading and to in-

crease diversity gains (DGs). In a 1
2 transmit diversity sys-

tem, Alamouti suggested in [4] that orthogonal space-time

codes achieve DG levels that are comparable to those of

MRC systems.

The increasing popularity of smartphones and tablets has

recently accelerated the use of wireless local area networks

(LAN). This means that a dense network of access points

exists in apartments, buildings and public places, causing

signal interference and increasing the time needed to trans-

mit and receive data.

Cooperative communication is a very recent idea and stim-

ulates the emergence of popular modern wireless communi-

cation systems, especially those characterized by high data

rates or the fifth generation (5G) wireless communication

systems. In 5G and beyond 5G wireless communication

networks, cooperative communication schemes are seen as

a practicable technique to expand network coverage while

maintaining a high data rate [5]–[6]. Several developing

applications have been implemented, including M2M net-

works, D2D networks, wireless sensor networks (WSNs)

and vehicle-to-vehicle (V2V) 5G networks, to relay wire-

less networking. In a relaying network, the relay node

(RN) receives the signal from the SN, manipulates it by
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performing specific operations, e.g. some basic processing

operations or complex and advanced signal processing op-

erations that depend on the nature of the RN, and then it

relays or forwards this signal to the DN.

In cooperative communication, the networks are di-

vided into three popular categories: amplify-and-forward

(AF), decode-and-forward (DF), and compress-and-forward

(COF). The RNs decrypt incoming signals in DF systems

and then forward the decoded signals back to the next RN,

preventing noise spread. The AF protocol only amplifies

the signal that is later forwarded to the next node. COF

compresses, encodes and transmits received data to the

next-hop device. However, the main drawbacks of the DF

and AF approaches include noise amplification and erro-

neous signal propagation, respectively [7]–[8].

To fix the error propagation and noise amplification prob-

lem, the S-DF relaying protocol is considered in [9]–[11],

under various fading channel conditions. In the case of

S-DF relaying, the RN compares the threshold SNR with

instantaneous SNR. If the threshold SNR is greater than

instantaneous SNR, then the RN will remain idle. The au-

thors examined a MIMO-STBC S-DF cooperative network

under Rayleigh fading channel circumstances in [9]. The

performance of the system is examined for OPA and equal

power allocation (EPA) factors. The AF and S-DF pro-

tocols are compared, and the curves reveal that the S-DF

protocol performs significantly better than the AF protocol.

The line of sight (LOS) scenario was not considered in

the Rayleigh fading channel conditions. In the case of

wireless channels, both fast fading and shadowing, some-

times also known as small-scale fading and large-scale fad-

ing, have been observed. Statistical distributions, such

as Rayleigh, Nakagami-m, and Weibull, have been pro-

posed in the literature to characterize small-scale varia-

tions in the fading channel envelope [10]–[11]. The av-

erage PEP analysis of the MIMO-STBC S-DF relaying

network across the extended Nakagami-m fading channel

conditions was explored in [12]. Both LOS and non-line

of sight (NLOS) propagation scenarios were considered by

the authors. In [13], the authors examined the S-DF re-

laying technique under keyhole fading channel conditions.

Performance under keyhole Nakagami-m and Nakagami-m

fading channel circumstances is compared. Symbol error

rate (SER) performance under keyhole Nakagami-m fad-

ing channel conditions is worse than that under Nakagami-

m fading channel circumstances, as shown by the simula-

tion curves. However, whereas articles [10]–[13] looked

at MIMO-S-DF performance under frequency flat time-

invariant fading, in real-time propagation conditions, the

channel becomes frequency selective, owing to multipath

fading, and time selective due to movement between the

communicating nodes.

The authors of paper [14] examined PEP and OP perfor-

mance of the S-DF relaying protocol under time selective

fading channel circumstances. In their study, the authors

of [15]–[16] considered poor channel state information

(CSI) and calculated the OPA factors. The authors of [15]

examined OP and PEP performance of the MIMO STBC

S-DF relaying network under time selective Nakagami-m

fading channel circumstances, while accounting for poor

CSI and node mobility. The results demonstrate that when

node mobility increases, SER decreases considerably. The

authors of [16] obtained the OP expression of the MIMO

OSTBC and found the OPA factors under the time selec-

tive fading connections, while accounting for poor CSI. The

PDF of the sum of i.i.d. gamma RVs and CDF is obtained

and utilized for investigating performance of the coopera-

tive communication system. To acquire the OPA factors,

a mathematical framework is obtained. The results show

that SN mobility has a higher influence than DN mobil-

ity on the average OP performance. As a result, coop-

erative systems are limited by an asymptotic error floor

with a higher SNR value in other node mobility condi-

tions. Simulation results show that the only ideal approach

to distributing the power equally between the SN and RNs

is possible when the SR fading link is stronger than the RD

link.

However, none of those analyses considered non-homo-

geneous fading channel environments. Nonetheless, the

documented performance and OPA experiments were con-

ducted using Rician, Nakagami-m, and Nakagami-m fad-

ing channels. These fading channel models, as described

in [9]–[15], are based on the concept of homogeneous scat-

tering environments, which is not practical in most radio

propagation scenarios, because the surfaces in the major-

ity of spatial radio propagation environments are spatially

correlated, as proven by previous research. The η–µ dis-

tribution, a generalized fading model used to give an es-

pecially precise fitting to genuine measurement data while

also encompassing the well-known Rayleigh, Nakagami-m,

and Hoyt distributions as specific instances, was proposed

to solve this issue in [17]. The distribution was proven

to have properly accommodated small-scale variations in

the NLOS communication situations, where the two pa-

rameters designated η and µ are defined and valid for two

distinct forms which correspond to two physical models, as

described in paper [17]. In addition, work [18] gives the

PDF of the immediate SNR.

2. Related Work

In 5G networks, stochastic modeling and characterization

of the wireless fading channel have a significant impact

on bit error rate (BER) and OP performance. So, precise

channel modeling is necessary for identifying 5G commu-

nication protocols and techniques that are efficient and cost-

effective. However, the fading distributions described in the

literature fail to take into consideration non-linearity of the

medium.

Under non-homogeneous circumstances, such as α–µ ,

κ–µ , and η–µ , an exact OP calculation for diversity re-

ceivers was provided in [17]. Yacoub proposed η–µ fading

in [17] as a generalized distribution to describe diverse

fading situations. The η–µ distribution may also be used
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to represent non-LOS situations. For the study of wire-

less communication networks, several researchers utilize

the η–µ fading distribution. η–µ distribution also simu-

lates generalized fading, such as Nakagami-m fading.

The MRC approach was chosen as one of the diversity

receivers in [18], and a detailed performance study of the

L-branch system over η–µ fading channels considering im-

perfect CSI was presented. The authors have investigated

the OP and SER performance under α−µ fading chan-

nel scenarios, considering 4-quadrature amplitude modula-

tion (QAM) techniques. For mmWave fluctuating two-ray

fading links, an SER investigation was performed in [19].

In [20], the authors derived the CF expression of the av-

erage SER and BER for M-ary cross QAM symbols with

MRC diversity reception over i.i.d. η–µ fading links. Rect-

angular and cross QAM methods were also investigated in

a similar manner in [21]. In [22], the net throughput for

relaying users in a NOMA network over κ–µ shadowed

fading channels was analytically evaluated.

In [23], the authors investigated OP and SER for κ–µ
shadowing distribution, in an interference-limited scenario.

In [24], the authors studied spatial modulation techniques

over α–µ , κ–µ , and η–µ fading channel models. Using

non-homogeneous channel distributions, the research con-

ducted in [25]–[29] examined physical layer security and

secrecy capacities for various system models. In [25], the

authors examined secrecy capacity over κ–µ fading chan-

nels. In [26], the authors examine the secrecy capacity

performance over κ–µ fading connections for MIMO net-

works [26]. To significantly improve on the results of the

analysis performed in [26], a complete physical layer se-

curity study for MIMO networks was given in article [27],

under the η–µ and λ–µ fading scenarios.

As an alternative, in [28], the authors investigated secrecy

capacity for wireless communication networks under α–µ
fading conditions. As it was the case in [25]–[29], they also

examined physical layer security for a α–κ–µ and α–η–µ
fading scenarios, with SISO fading links. Three parameters

of the fading models were examined as well, namely α , η ,

µ or α , η , µ .

In papers [30]–[33], the authors examined AF, best re-

lay selection (BRS) DF, and cognitive AF (CAF) relaying

networks. In [30], the authors verified SER performance

of dual hop (DH) CAF relaying networks over η–µ fad-

ing channels. Under mixed κ–µ and η–µ circumstances,

in [31], the authors investigated α–µ fading channels.

Mixed-fading links were utilized to evaluate performance

of the BRS approach for D2D wireless networks [32].

In the literature, only the well-known AWGN noise was

taken into account when evaluating the performance of dif-

ferent system models across non-homogeneous fading chan-

nels. The α–η–µ distribution is a fading distribution used

in N-LOS communications to characterize small-scale vari-

ations in a faded signal. In the α–η–µ distribution, the

fading signal is composed of numerous multipath clus-

ters traveling across a non-homogeneous medium. Non-

linearity of the propagation medium and the number of

clusters are represented by the exponents α and µ , re-

spectively. The α–µ distribution may be used to produce

Rayleigh, Nakagami-m, and Weibull fading channel dis-

tributions. To assess performance of the system through

multiple fading models, the α–µ model can be employed.

Paper [34] indicates that several common decaying distribu-

tions are generated in a precise manner by α–µ , α–µ , and

µ values, including η–µ , α–µ , λ–µ , Nakagami-m, expo-

nential, Weibull, one-sided Gaussian, Hoyt, and Rayleigh.

The α–η–µ distribution may also be used to approximate

the Rice and lognormal distributions. The authors of [34]

looked at BER performance of the DF relaying network un-

der α–µ fading channel conditions. The end-to-end SNR’s

PDF, CDF, and MGF were calculated in this work. CF

expressions for the system’s average OP, net throughput,

and average BER were calculated as well. The resulting

expressions may be used to compare the performance of

multi-hop relaying networks with other well-known fading

channel models, by simply inserting the relevant values for

the α and µ parameters. In [35], the authors looked at

BER performance of a DH AF beamforming network with

multiple antennas, only at the DN and SNs and with both

hops subjected to κ–µ fading channel circumstances.

The κ–µ fading channel model is of the generalized variety

and may properly represent realistic fast fading in LOS sce-

narios. It also includes specific cases for Rayleigh, Rician,

and Nakagami-m scenarios. In article [36], the authors de-

rived the CF expressions of the OP, average BER, and net

throughput for a MIMO STBC S-DF relaying network over

κ–µ fading channel conditions. They analyzed those fad-

ing links that are subjected to i.i.d. κ–µ fading conditions.

According to simulation results, the stronger LOS compo-

nent increases BER performance. It has been demonstrated

that the in the case of LOS scenarios, MIMO STBC S-DF

relaying systems can function effectively, and BER perfor-

mance improves significantly. Through MC simulations, it

was determined that theoretical findings closely matched

the actual results, thus validating the derivations produced.

In [37], the authors investigated 5G heterogeneous cellu-

lar systems operating over κ–µ shadowed fading channels.

Furthermore, asymptotic outcomes for BER, net through-

put and OP were obtained in simpler forms of fundamental

functions, making the system’s behavior and the influence

of channel parameters understandable. These theoretical

outcomes are general and they may be used to simulate

a variety of asymmetric and symmetric fading scenarios,

including Nakagami-m, Rayleigh, Rician, and mixed κ–µ
fading connections. In [38], the authors researched a DH

AF cooperative communications system, where RD and SR

fading links are subject to mixed η–µ and κ–µ fading

channel conditions. The RN is assumed to be fixed gain

and perfect CSI conditions are considered. The model-

ing of realistic DH transmissions is enabled by the use of

such mixed η–µ and κ–µ fading channels. It is possible

to obtain accurate theoretical expressions for OP and for

average BER of various complex modulation techniques,

in the form of fast converging infinite series. In [39], the
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authors derived a mathematical framework for investigating

BER and channel capacity of the relaying network over an

inverse gamma shadowing fading channel. Firstly, the pa-

per examined the advantages of inverse gamma over gamma

fading and log-normal fading models. Novel PDF and CDF

expressions were derived and the analytical results for BER

and channel capacity of selection combining diversity are

presented.

In [40], the authors investigated channel capacity over the

inverse gamma and η–µ composite fading channels. To

achieve that aim, precise theoretical expressions for net

throughput were derived, along with simple tight-bound

representations. Additionally, simple approximation for-

mulas for the high SNR regime were presented. Next, net

throughput was examined under various shadowing, multi-

path fading, and delay constraints scenarios. The simula-

tion results show that as the multipath fading and shadow-

ing parameters decrease, or the delay restriction rises, the

attainable SE decreases significantly. The authors of [41]

derived the CDF of the sum of the α–µ , κ–µ , and η–µ
RVs in the context of rare event Monte Carlo simulations.

A less complex and extremely efficient sampling scheme

was proposed to obtain higher diversity gains. The main

consequence of this approach is the relative BER of the sug-

gested estimators that are constrained by certain limits. The

authors estimated the OP of multibranch MRC and equal

gain diversity receivers over α–µ , κ–µ , and η–µ faded

links of the kind articles [36]–[41] with great accuracy.

In [42], the authors derived PDF of the instantaneous SNR

at the receiver side and investigated BER and asymptotic

BER performance of uplink SIMO networks with AWGN

noise over the non-homogeneous fading conditions, such

as η–µ , λ–µ , and κ–µ . The OP and BER performances

is shown for several fading parameter settings, receiver an-

tenna counts, modulation methods, and noise type com-

binations to illustrate these points. These simulations are

then used to verify correctness of the analytical frameworks

suggested for the systems concerned.

In [43], the authors investigated a DF-based MIMO net-

work over the κ–µ , η–µ , and mixed κ–µ and η–µ fad-

ing scenarios. After applying the MGF scheme, they de-

rived novel expressions of BER, considering the M-ary PSK

modulation symbols. Additionally, for high SNR, asymp-

totic BER expressions were examined to obtain OPA fac-

tors at the SN and RNs. The DO expression is derived for

various types of non-homogeneous fading channel distribu-

tions. As far as OPAs are concerned, the impact of the SD

distance on the performance of a fixed-relay network was

analyzed.

In earlier studies concerned with the performance of differ-

ent system models over non-homogeneous fading channels,

including those cited above, the well-known AWGN type

of channel was investigated only. Many outdoor, indoor,

and underwater applications make the AWGN distribution

problematic. Also, it is not taken advantage of in ultra-

wideband wireless networks to reduce impulsive noise and

multiuser interference [44]–[45]. However, as far as we

know, no work has been devoted to PEP performance of

the MIMO STBC network over η–µ .

Against this background we propose, in this paper, some

novel expressions of PEP for the MIMO STBC network

by considering non-homogeneous channels – not only to

eliminate the disadvantages of the AWGN model but also

to present PEP performance of the MIMO STBC network

with AWGN over η–µ fading channels.

The main contributions of our paper include the following:

• performance of the MIMO STBC network over η–µ
fading channels is theoretically analyzed in terms of

PEP;

• approximate CF average PEP is derived, using MGF,

are derived for the η–µ fading conditions under con-

sideration;

• asymptotic PEP expressions of MIMO STBC net-

works over non-homogeneous channels are analyzed

and compared with approximate results;

• CO framework is developed for finding DO and for

identifying optimal source-relay power allocation fac-

tors;

• in order to validate the theoretical analysis, exten-

sive computer simulations are performed. Simula-

tions fully agree with our numerical results obtained

in the course of the proposed analysis.

The mathematical expressions discussed in this work are

denoted by the following notations. The Lauricella function

and the Euclidean norm are represented by F (1)
A and ||X ||F ,

respectively. The conjugate transpose, absolute value, and

trace of matrix X are represented by X H , |X | , and trace(X),
respectively. E{.} is the expectation operator, and J0 {.}
denotes the 1st kind and 0th order Bessel function. The

gamma function and the lower incomplete gamma function

are represented by Γ(.) and γ (,), respectively. P(X > u)
denotes the chance that a given value of a standard normal

random variable X is larger than a specified value u.
The rest of the paper is organized as follows. The model

of a MIMO-STBC-based S-DF relaying system over η–µ
fading channel conditions is presented in Section 2. Sec-

tion 3 derives the per-block average PEP, OP, asymp-

totic error floor, and asymptotic PEP expressions for the

MIMO-STBC over η–µ fading channel conditions. Sec-

tion 4 presents simulation outcomes, while Section 5 con-

cludes the paper.

3. System Model

Consider a MIMO-STBC S-DF relaying network and let

S ∈ CK×ϕ denote the Alamouti STBC code-word matrix

transmitted from the SN. The MIMO-STBC-based S-DF

network is equipped with K number of antennas over the

ϕ time slots. The SN transmits the S ∈ CK×ϕ codeword to

the DN and RN simultaneously. The codewords received at
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the DN and RN are represented as BSD ∈CKD×ϕ and BSR ∈

CK×ϕ , respectively. Figure 1 is a schematic representation

of the S-DF relaying protocol over η–µ fading channel

conditions.

Fig. 1. Schematic representation of the S-DF relaying protocol

over η–µ fading channel conditions.

Since the Alamouti STBC codeword is considered at both

the RN and SN, the corresponding data rate will be the

same and, hence, we are considering KS = KR = K. The

received BSD ∈ CKD×ϕ and BSR ∈ CK×ϕ codewords can be

expressed as [18]–[20]:

BSD =

√

Φ0

K
ZSDS+ΠSD , (1)

BSR =

√

Φ0

K
ZSRS+ΠSR , (2)

where ZSD ∈ CKD×K and ZSD ∈ CKD×K represent the fad-

ing channel matrices between the SD and SR fading links,

respectively. Φ0 represents the power transmitted from the

SN. Matrices ΠSD and ΠSR consist of AWGN noise sam-

ples at the DN and RN, respectively. Each noise sample

is modeled as CN(0,N0), i.e. complex circularly symmet-

ric AWGN with zero mean and K0 variance. These chan-

nel matrices consist of the η–µ faded channel coefficients

with PDF [20]–[22]:

pd fκi(κi) =
2
√

πµi
µi+

1
2 zi

µi κi
µi− 1

2

Γ(µi)Zi
µi− 1

2 κ̄µi+
1
2

i

e
−2µiziκi

κ̄i ×

Iµi− 1
2

(

2µiZiκi

κ̄i

)

∈ {SD,SR} , (3)

where κi is the instantaneous SNR and κ̄i =
Φ0υ2

jnδ 2
i

4KK0
denotes

the average SNR. The average channel gain is represented

as δ 2
i , Zi and zi are the functions of fading parameters ηi

defined in [22] and µi is the fading parameter. υ jn de-

notes the singular values (SVs) obtained after performing

the singular value decomposition (SVD) of the codeword

difference matrix S0−S j and Ix (.) is the modified Bessel

function of the first kind and order x. At the RN, S-DF

protocol is employed and the RN will forward the sig-

nal received from the SN when the received instantaneous

SNR will be greater than the threshold SNR. The codeword

forwarded from the RN to the DN, denoted by BRD ∈CKD×ϕ

is expressed as:

BRD =

√

Φ1

K
ZRDS+ΠRD, (4)

where Φ1 represents the power transmitted at the RN. The

MIMO channel matrix ZRD consists of η − µ distributed

fading channel coefficients with PDF as:

pd fκRD(κRD) =
2
√

πµµRD+ 1
2

RD zµRD
RD κµRD− 1

2
RD

Γ(µRD)Z
µRD− 1

2
RD κ̄µRD+ 1

2
RD

e
−2µRDzRDκRD

κ̄RD ×

IµRD− 1
2

2µRDZRDκRD

κ̄RD
, (5)

where ZRD and zRD are the functions of fading parameters

ηRD defined in [22] and µRD > 0 is the fading parameter.

ΠRD matrices at the destination corresponding to the trans-

mission from RN, consist of noise samples with zero mean

and variance equal to
K0
2 (per dimension).

4. PEP Analysis of MIMO-STBC S-DF

Relaying Protocol

4.1. PEP Analysis

We commence our analysis by deriving the average PEP

expression for the MIMO-STBC (single relay system), as

shown in Fig. 1. Let C =
{

S j
}

represent the codeword

set, where codeword matrix S j ∈ CK×ϕ and 1 ≤ j ≤ |C|,
where |C|, represents the number of elements of the code-

word set C. The end-to-end PEP of the erroneous event

corresponding to S0 ∈ CK×ϕ being confused for the code-

word S j ∈ CK×ϕ at the RN, where j 6= 0, conditioned on

the channel matrix ZSR, is expressed as [23]:

PS→R

(

S0 →
S j

ZSR

)

= Q(
√

κSR) , (6)

where κSR =
Φ0‖ZSR(S0−S j)‖

2
F

2KK0
denotes the instantaneous

SNR for SR fading link, S0 → S j represents the erroneous

event and PS→ R represents the error probability for the SN

to RN transmission. Let the SVD of the codeword differ-

ence matrix S0−S j be represented as S0−S j = U jΛ jV H
j ,

where U j ∈CK×K = IK , and the diagonal matrix Λ j ∈RK×K

be represented as [23]:

Λ j =









υ j,1 0 0 . . . 0
0 υ j,2 0 . . . 0
0 0 υ j,3 . . . 0
0 0 0 . . . υ j,K









K×K

. (7)

It contains the positive SVs υ j,1, υ j, 2, . . . ,υ j, K of the code-

word difference matrix. The VH
j ∈ Cϕ×K matrix contains

orthogonal row vectors which form a basis for the row space

of the difference matrix S0−S j, and satisfying the prop-

erty V jVH
j = IK . The Frobenius norm

∥

∥ZSR(S0−S j)
∥

∥

2
F

can therefore be simplified as [23]:

83



Ravi Shankar, V. V. Raghava Raman, Kantilal Pitamber Rane, Sarojini B. K., and Rahul Neware

Using S0 − S j = U jΛ jV H
j in the above expression, the

∥

∥ZSR(S0−S j)
∥

∥

2
F can be expressed as:

∥

∥ZSR(S0−S j)
∥

∥

2
F = Tr

{

ZSRU jΛ jV H
j V jΛ jUH

j ZH
SR
}

=

Tr
{

ZSRU jΛ2
jUH

j ZH
SR
}

= Tr
{

Λ2
j Z̃SRZ̃H

SR
}

=

K

∑
n=1

υ2
jn

K

∑̃
n=1
|z̃ñ,n|

2 , (8)

where coefficient z̃ñ,n is the (ñ, n) entry of matrix Z̃SR =
ZSRU j for 1 ≤ ñ, n ≤ K. Therefore, the above expression

for the PEP conditioned on the ZSR can be simplified by

substituting this expression for
∥

∥ZSR(S0−S j)
∥

∥

2
F as [20]:

PS→R

(

S0S j

Z̃SR

)

= Q













√

√

√

√

√

Φ0
K
∑

n=1
v2

jn

K
∑

ñ=1
|z̃ñ,n|

2

2KK0













. (9)

Further, it can be readily seen that the gain |z̃ñ,n|
2

is η–µ
distributed. The MGF is expressed as [20]–[22]:

MGFκη−µ

(

gPSK
sin2(θ)

)

=




4µ2
SRzSR

[

2(zSR−ZSR)µSR+
gPSK κ̄SR

sin2(θ)

][

2(zSR+ZSR)µSR+
gPSK κ̄SR

sin2(θ)

]





µSR

,

(10)

where κ̄SR =
Φ0υ2

jnδ 2
SR

4KK0
denotes the average SNR and gPSK =

sin2( π
M ).

PS→R(S0 → S j) =

1
π

π
2

∫

0

(

4µ2
SRzSR

)µSR
[

2(zSR−ZSR)µSR + gPSK κ̄SR
sin2(θ)

]−µSR

[

2(zSR +ZSR)µSR + gPSK κ̄SR
sin2(θ)

]µSR
dθ ,

(11)

The solution of PS→R(S0→S j) is as follows. Let cos2(θ)=t.
This will yield:

sin2(θ) = 1− cos2(θ) = 1− t , (12)

−2cos(θ)sin(θ)dθ = dt , (13)

The upper and lower limits of the integral will become 0

and 1, respectively. Also, dθ will become:

dθ =
−dt

2
√

t
√

1− t
. (14)

Then PS→ R(S0 → S j) can be expressed as:

PS→R(S0 → S j) =

22µSR(4µ2
SRzSR)

µSR

2π[4(zSR−ZSR)µSR+2κ̄SR]µSR [4(zSR+ZSR)µSR+2κ̄SR]µSR
×

1
∫

0

t−
1
2 (1−t)2µSR−1

2 dt
[

1− 4(zSR−ZSR)µSRt
4(zSR−ZSR)+2κ̄SR

]µSR
[

1− 4(zSR+ZSR)µSRt
4(zSR−ZSR)+2κ̄SR

]µSR
, (15)

PS→R(S0 → S j) =

MκSR(1)

1
∫

0

t−
1
2 (1− t)2µSR−1

2 dt
[

1− 4(zSR−ZSR)µSRt
4(zSR−ZSR)+2κ̄SR

]µSR
[

1− 4(zSR+ZSR)µSRt
4(zSR−ZSR)+2κ̄SR

]µSR
,

(16)

where

MGFκSR(s) =

(4µ2
SRzSR)

µSR

[2(zSR−ZSR)µSR+ sκ̄SR]µSR [2(zSR+ZSR)µSR+ sκ̄SR]µSR
.

(17)

The Appell hypergeometric function of two variables is

expressed as [29]:

F(1)
A

(

τ;ϑ ,ϑ ′;Ξ;†;♦
)

=

Γ(Ξ)

Γ(τ)Γ(Ξ−τ)

1
∫

0

tτ−1− 1
2 (1−t)Ξ−τ−1(1−tx)−ϑ (1−ty)−ϑ ′dt .

(18)

Comparing Eq. (17) with Eq. (18) we get:

τ =
1
2
, ϑ = 1, ϑ ′ = 1, Ξ = 2µSR +1 , (19)

† =
4(zSR−ZSR)µSR

4(zSR +ZSR)µSR +2κ̄SR
, (20)

and

♦=
4(zSR +ZSR)µSR

4(zSR +ZSR)µSR +2κ̄SR
. (21)

Therefore, PS→R(S0 → S j) can be expressed as:

PS→R(S0 → S j) =

1
2π

MGFκSR(1)
Γ( 1

2 )Γ(2µSR + 1
2 )

Γ(2µSR +1)
×

F(1)
A

(

1
2

; 1,2µSR +1;
4(zSR−ZSR)µSR

4(zSR−ZSR)µSR +2κ̄SR
;

4(zSR +ZSR)µSR

4(zSR +ZSR)µSR +2κ̄SR

)

. (22)

The overall possible space-time block-code codeword’s S j ∈

C, the upper bound of PS→R(S0 → S j) is expressed as:

P̄S→R ≤ ∑
S∈C,S j 6=X0

PS→R(S0 → Si) . (23)

With a similar procedure applied, the average PEP for the

SD fading link is expressed as:

P̄S→ D =
1

2π
MGFκSD(1)

Γ( 1
2 )Γ(2µSD + 1

2 )

Γ(2µSD +1)
×

F(1)
A

(

1
2

; 1,2µSD +1;
4(zSD−ZSD)µSD

4(zSD−ZSD)µSD +2κ̄SD
;

4(zSD +ZSD)µSD

4(zSD +ZSD)µSD +2κ̄SD

)

. (24)

84



An Investigation of the MIMO Space Time Block Code Based Selective Decode and Forward Relaying Network. . .

Let z̃(SD)

l̃n
, z̃(RD)

ln represent the η–µ fading channel coeffi-

cients corresponding to the effective SD and RD matrices

Z̃SD = ZSDUi and Z̃RD = ZRDUi, respectively. For erro-

neous event S0 → Si at the DN, when the RN decodes all

the data symbols transmitted by the SN during the first sig-

naling phase successfully, conditioned on the SD and RD

channel matrices Z̃SD, Z̃RD, PS is expressed below:

PS→D,R→D(S0 →
Si

Z̃SD
, Z̃RD) =

Q













√

√

√

√

√

Φ0
K
∑

n=1
υ2

in

KD
∑

l̃=1

∣

∣

∣
z̃(SD)

l̃,n

∣

∣

∣

2

2KK0
+

Φ1
K
∑

n=1
υ2

in

KD
∑

l=1

∣

∣

∣
z̃(RD)

l,n

∣

∣

∣

2

2KK0













.

(25)

The average PEP for the cooperation mode is:

ẼZ̃SD, Z̃RD











Q







√

Φ0
K
∑

n=1
υ2

in

KD
∑

l̃=1

∣

∣

∣
z̃(SD)

l̃,n

∣

∣

∣

2

2KK0
+

Φ1
K
∑

n=1
υ2

in

KD
∑

l=1

∣

∣

∣
z̃(RD)
l,n

∣

∣

∣

2

2KK0

















=

1
π

π
2

∫

0

(

4µ2
SDzSD(2(zSD+ZSD)µSD+gPSK κ̄SD/sin2(θ))

−1
(

2(zSD−ZSD)µSD+gPSK
κ̄SD

sin2(θ)

)

)µSD

×





4µ2
RDzRD

(

2(zRD+ZRD)µRD+gPSK
κ̄RD

sin2(θ)

)−1

(

2(zRD−ZRD)µRD+gPSK
κ̄RD
sin2 (θ)

)





µRD

dθ .

(26)

After performing some algebraic manipulations, the expres-

sion can be represented in terms of a generalized Lauricella

hypergeometric function F (n)
D (.) of n variables [24] as:

PS→D,R→D(S0 → Si) =
∇MRC(gPSK)Γ(2µSD +2µRD + 1

2 )

2
√

πΓ(2µSD +2µRD + 1
2 )

×

F(4)
D

[

2µSD +2µRD +
1
2

; µSD,µSD,µRD; µRD;

2µSD +2µRD +1;
1

A1
,

1
A2

,
1

B1
,

1
B2

]

, (27)

where

∇MRC(gPSK) =

[

4µ2
SD(z2

SD−Z2
SD)

g2
PSK κ̄2

SD

]µSD

×

[

4µ2
RD(z2

RD−Z2
RD)

g2
PSK κ̄2

RD

]µRD

,

{

A1
A2

}

=
κ̄SDgPSK

2
[

zSD

{

−

+

}

ZSD

]

µSD

(28)

and
{

B1
B2

}

=
κ̄RDgPSK

2
[

zRD

{

−

+

}

ZRD

]

µRD

. (29)

Finally, the average PEP P̄e(S0 → Si) is:

P̄e(S0 → Si) =
P̄S→D(S0 → Si)× P̄S→R+
P̄S→D,R→D(S0 → Si)× (1− P̄S→R) .

(30)

At high SNR, 1− P̄S→R ≈ 1 and Eq. (30) is:

P̄e(S0 → Si) =

P̄S→D(S0 → Si)× P̄S→R + P̄S→D,R→D(S0 → Si) . (31)

The union bound of P̄e(S0 → Si) is:

P̄e ≤

|C|
∑
i=1

Pe(S0 → Si) . (32)

4.2. Asymptotic PEP Expression

Here, we derive the asymptotic PEP expression which pro-

vides significant understandings of the effect of the partici-

pating parameters on the end-to-end network performance.

The asymptotic PEP is investigated for higher SNR values.

For higher SNR values, the approximate MGF for the η–µ
fading channel can be expressed as:

MGFκη−µ

[

g
sin2(θ)

]

=





4µ2z
(

2(z−Z)µ + gκ̄
sin2(θ)

)(

2(z+Z)µ + gκ̄
sin2(θ)

)





µ

≈

(

4µ2z
gPSK κ̄2

)µ

sin4µ(θ) . (33)

Based on this, the conditional error probability P̄e can be

approximated as:

P̄ASY
e ≈

(

4µ2
SDzSD

g2
PSK κ̄2

SD

)µSD 1

∑
z=0

ARD

(

4µ2
RDzRD

g2
PSK κ̄2

RD

)µRD
×ASR

(

4µ2
SRzSR

g2
PSK κ̄2

SR

)µSR
,

(34)

where gPSK , ARD and ASR for the M-ary-phase shift keying

(PSK) constellations is:

gPSK = sin2
( π

M

)

, (35)

ARD =
1
π

(M−1) π
M

∫

0

sin4(µSD+µRD)(θ)dθ , (36)

ASR =
1
π

(M−1) π
M

∫

0

sin4µSR(θ)dθ , (37)

Equation (34) can be expressed, in terms of coding gain Gc
and DG Gd , as [25, Eq. (13)]:

Gd = 2µSD +2min(µSR,µRD) (38)
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Gc =
(

[

4µ2
SDzSD

g2
PSKϖ2

0 δ 2
SD

]µSD 1

∑
z=0

ARD

[

4µ2
RDzRD

g2
PSKϖ2

1 δ 2
RD

]µRD

×ASR

[

4µ2
SRzSR

g2
PSKϖ2

0 δ 2
SR

]µSR
)

−1
Gd

. (39)

The power ratios ϖ0 and ϖ1 are expressed as ϖ0 = Φ0
Φ and

ϖ1 = Φ1
Φ , respectively. It can be readily seen that the DO

does not depend on the fading parameters, but it affects Gc.

Also, it is important to note that for µSD = µSR = µRD =
0.50 the value of Gd = 2 (Rayleigh fading case), which

confirms the results provided in [26].

4.3. Amount of Fading

Amount of fading (AOF) is a parameter that is useful for

evaluating the fading severity of a wireless communication

system, and it is given in [27, Eq. (1.27)] as:

AOF =
Variance(κMRC)

E(κMRC)2 =
E(κ2

MRC)−E(κMRC)2

E(κMRC)2 . (40)

The order moment of the κMRC in the considered set up

can be obtained by [27], [28], giving:

µn = (−1)n
[

dn

dsn (MGFκSD(s)MGFκRD(s)
]

s=0
. (41)

Based on this, the first two moments in Eq. (41) are ob-

tained for n = 1 and n = 2, namely:

E(κMRC) =
∂MGFκMRC(s)

∂ s
|s = 0 , (42)

E(κ2
MRC) =

∂ 2MGFκMRC(s)
∂ 2s

|s = 0 . (43)

In the case of i.i.d. fading links and when the RN decodes

successfully, the minimum value of the AOF can be calcu-

lated after performing some manipulations, such as:

AOF =
µSD(µSD +1)h̄2

1−2h̄2µSD−2h̄3µRD

(h̄1µSD + h̄4µRD)2 +

µRD(µRD +1)h̄2
4 +2δRDµSDh̄1h̄4

(h̄1µSD + h̄4µRD)
−1 , (44)

h̄1 =
κ̄SDzSD

µSD(z2SD−Z2SD)
, (45)

h̄2 =
κ̄2

SD
4µ2

SD(z2
SD−Z2

SD)
, (46)

h̄3 =
κ̄2

RD
4µ2

RD(z2RD−Z2RD)
, (47)

h̄4 =
κ̄RDzRD

µRD(z2RD−Z2RD)
. (48)

By remembering that the η–µ fading includes Rayleigh

distributions as well as Hoyt and Nakagami-m distributions,

the fading severity of these distributions can be calculated

by the modification described in [29]–[33].

4.4. Analysis of OPA Factors

To obtain OPA, EPA is not the preferable choice. When

SR and RD channel gains are different, EPA is not go-

ing to improve the system’s performance. In this sec-

tion, we compare the end-to-end system performance for

both EPA and OPA schemes considering the total avail-

able power constraints over the η–µ fading channel con-

ditions [33]–[38]. The Karush-Kuhn-Tucker (KKT)-based

non-linear optimization problem is:

ϖopt = arg min
ϖ

PSER , (49)

s.t. ϖ0 +ϖ1 = 1 , (50)

ϖ0 ≥ 0 ; ϖ1 ≥ 0 , (51)

where the power allocation matrix is represented as ϖ =
[ϖ0, ϖ1]. A careful investigation of Eq. (49) shows that

it is convex in nature, with parameters ϖ0 and ϖ1. The

Lagrangian of this KKT problem is [38]:

PSER +λ̄ (ϖ0 +ϖ1−1)− ε0ϖ0−ℜ1ϖ1 , (52)

where the Lagrangian multiplier is represented as λ̄ and ε0
and ℜ1 represents the slack variables. Taking the derivative

of expression (52) with respect to ϖ0 and ϖ0 and combining

both equations, we have:

∂PSER

∂ϖ0
=

∂PSER

∂ϖ1
. (53)

In order to obtain the OPA factors, asymptotic PEP given

in Eq. (34) can be expressed in terms of power allocation

factors as:

PSER ≈
[

4µ2
SDzSDN2

0

g2
PSKϖ2

0 λ 2
jnδ 2

SDΦ2

]µSD 1

∑
z=0

ARD

[

4µ2
RDzRDN2

0

g2
PSKϖ2

1 λ 2
jnδ 2

RDΦ2

]µRD

×ASR

[

4µ2
SRzSRN2

0

g2
PSKϖ2

0 λ 2
jnδ 2

SRΦ2

]µSR

. (54)

Equation (54) can be written in terms of the CO problem

as [39]:

min
[

ψ1

ϖ2(µSD+µSR)
0

+ ψ2

ϖ2µSD
0 ϖ2µRD

1

]

s.t. ϖ0 +ϖ1 = 1 ,
(55)

where

ψ1 = ASDASR

[

4µ2
SRzSRN2

0

g2
PSKϖ2

0 λ 2
jnδ 2

SRΦ2

]µSR

, (56)
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ψ2 = ARD

[

4µ2
RDzRDN2

0

g2
PSKϖ2

1 λ 2
jnδ 2

RDΦ2

]µRD

. (57)

Differentiating PSER with respect to ϖ0 and ϖ1 as:

∂PSER

∂ϖ0
=
−2(µSD + µSR)ψ1

ϖ2(µSD+µSR)+1
0

−
2µSDψ2

ϖ2µSD+1
0 ϖ2µRD

1

, (58)

∂PSER

∂ϖ1
=−

2µRDψ2

ϖ2µSD
0 ϖ2µRD+1

1

. (59)

Using the relation given in Eq. (53), we get:

(µSD + µSR)ψ1

ψ2
=

ϖ2µSR+1
0

ϖ2µRD
1

(

µRD

ϖ1
−

µSD

ϖ0

)

. (60)

It can be readily seen that the left-hand side of Eq. (60)

depends solely on the fading channel’s parameters, so this

side will always be positive, and it yields to:

ϖ0µRD ≥ ϖ1µSD . (61)

By applying the constraint ϖ0 +ϖ1 = 1, the following con-

ditions are obtained:

µSD

µSD + µRD
Φ < ΦS < Φ (62)

and

0 < Φ1 <
µRD

µSD + µRD
Φ . (63)

For simplicity, µSR = µRD = µ and by substituting Q = ϖ0
ϖ1

,

Eq. (60) can be expressed as:

Q2µ+1
−

µSD

µ
Q2µ

− (1+
µSD

µ
)

ψ1

ψ2
= 0 . (64)

For 2µ = 1 the power allocated for the source and relay can

be given as:

Φ0 =
µSD +

√

µ2
SD +(1+2µSD)ψ1

ψ2

1+ µSD +
√

µ2
SD +(1+2µSD)ψ1

ψ2

Φ (65)

and

Φ1 =
1

1+ µSD +
√

µ2
SD +(1+2µSD)ψ1

ψ2

Φ . (66)

5. Average OP Analysis of

a MIMO-STBC-based S-DF

Relaying Network

In this section, we investigate the average OP of a MIMO-

STBC-based S-DF relaying network over η–µ fading chan-

nel conditions. The channel is in outage when the instan-

taneous SNR κSR is lower than the SNR γ0-threshold.

Let Pr(Φ̄) represent the probability of the event Φ̄ corre-

sponding to the instantaneous SNR κSR(k) of the SR fad-

ing link being lower than the SNR outage threshold γ0,

and Pr(Φ) = 1−Pr(Φ̄) represent the probability of the com-

plementary event Φ̄, when κSR(k) is larger than γ0. The

per-frame average OP P̄OUT (γ0) at the destination for the

selective DF based MIMO-OSTBC cooperative system can

be written as:

P̄OUT (γ0) =

Eκ̂
[

Pr(κSD ≤ γ0)Pr(Φ̄)+Pr(κSD +κRD ≤ γ0)Pr(Φ)
]

,
(67)

where κ̂ = [κSD,κSR,andκRD] and Pr(κSD ≤ γ0) are the

probabilities of outage at the destination for the events Φ̄
and Φ, respectively. Since the SR, SD and RD links fade

independently, can be simplified as:

P̄OUT (γ0) =

EκSD [Pr(κSD ≤ γ0)]×EκSR

[

Pr(Φ̄)
]

+

EκγSD+γRD
[Pr(κSD +κRD ≤ γ0)]×

{

1−EκSR

[

Pr(Φ̄)
]}

,

(68)

P̄OUT (γ0) = F̄κSD(γ0)× F̄κSR(γ0)+

F̄κSD+κRD(γ0)× (1− F̄κSR(γ0)) , (69)

where F̄κSR(γ0), F̄κSD(γ0) are provided in Eqs. (72), (74)

and F̄κSD+κRD(γ0) is the CDF of the sum of the two inde-

pendent gamma RVs which can be evaluated in Eq. (75).

The instantaneous OP of the SR fading link is:

F̄κSR(κ̄SR,γo) = P(κ̄SR ‖ZSR‖
2
F < γo) . (70)

The average OP can be evaluated by substituting Eq. (3) in

the above expression as:

F̄κSR(κ̄SR,γ0) =

γ0
∫

0

2
√

πµSR
µSR+ 1

2 zµSR
SR

Γ(µSR)Z
µSR− 1

2
SR κ̄µSR+ 1

2
SR

κ̄µSR− 1
2

SR ×

e−
2µSRzSRκSR

κ̄SR × IµSR− 1
2

(

2µSRZSRκSR

κ̄SR

)

dκSR . (71)

OP is the CDF of the received instantaneous SNR, as men-

tioned earlier and as seen above. Thus, the CDF of η–µ
distributed instantaneous SNR, given below, may be used to

compute the OP of MIMO-STBC systems over η–µ fading

channels.

F̄κSR(κ̄SR,γo) = 1−YµSR

(

ZSR

zSR
,

√

2µSRzSRγ0

κ̄SR

)

, (72)

where

Yµ (ω ,φ)

is called the Yacoub’s integral [17]–[19]. It is defined as:
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Yµ (ω ,φ) =

√

√

√

√

π(1−ω2)µ 2
3
2−µ

Γ(µ)ωµ−1
2

×

∞
∫

φ

e−
t2
2 t2µ Iµ− 1

2
(tω2)dt ,

(73)

where

−1 < ω < 1

and

φ ≥ 0 .

Using Yacoub’s integral the F̄κSD(γ0) and F̄κSD+κRD(γ0)
are:

F̄κSD(κ̄SD,γo) = 1−YµSD

[

ZSD

zSD
,

√

2µSDzSDγ0

κ̄SD

]

, (74)

F̄κSD+κRD(γ0) =

{

1−YµSD

(

ZSD

zSD
,

√

2µSDzSDγ0

κ̄SD

)}

×

{

1−YµRD

(

ZRD

zRD
,

√

2µRDzRDγ0

κ̄RD

)}

. (75)

6. Simulation Results

In this section, the end-to-end performance and OPA of

MIMO-STBC-based S-DF relaying networks is investigated

over the η–µ fading channel conditions. Over i.i.d. and

i.n.i.d. channels, exact and asymptotic formulas for the end-

to-end PEP, assuming MPSK modulated signals, is ob-

tained. The analytic expressions obtained are then em-

ployed to gain insight into the various fading parameters

in the η–µ fading channel scenarios, as well as to assess

their impact on end-to-end PEP and OP performance. To

that aim, performance curves depicting average PEP versus

SNR in dB for M-ary QAM modulation symbols are shown,

Fig. 2. PEP versus SNR performance, in dB, for 4-PSK sym-

bols over i.i.d. η–µ fading channel conditions considering µSD =
µSR = µRD = 0.50, ηSD = ηSR = ηRD = 0.50, and average channel

gains of the SD, SR and RD links are: δ 2
SD = δ 2

RD = δ 2
SR = 0 dB.

with the overall transmit power being assigned equally or

optimally to the SN and RN using the power strategy de-

veloped in Section 3. Figure 2 demonstrates the average

PEP performance as a function of SNR for MIMO STBC-

based S-DF cooperative systems utilizing EPA factors, i.e.

Φ0 = Φ1 = Φ/2, for symmetric and balanced η–µ fading

channels considering the 4-PSK constellations.

Furthermore, the η–µ fading parameters are: µSD = µSR =
µRD = 0.50, ηSD = ηSR = ηRD = 0.50, and the average

channel gains of the SD, SR and RD links are: δ 2
SD =

δ 2
RD = δ 2

SR = 0 dB. Because of the good agreement be-

tween the exact outcomes of PEP and OP expressions and

the results of corresponding computer simulations, their

validity has been shown. A complete diversity order of 2

can be attained, with the exact results being firmly limited

by asymptotic curves in the spectrum from low SNR val-

ues to high SNR regimes. The DG (exact), DG (asymp.)

and DG Eq. (39) – are given as 1.95, 2 and 2, respectively,

where it is assumed that Φ0 = Φ. MIMO-STBC-based S-

DF systems outperform direct transmission (SD transmis-

sion) scenarios by roughly 15 dB and 21.5 dB, respectively,

at 104 target PEP.

Fig. 3. PEP versus SNR performance, in dB, for 4-PSK symbols

over i.i.d. η–µ fading channel conditions considering with µSD =
µSR = µRD = 1.50 and ηSD = ηSR = ηRD = 1 as well as balanced

links, i.e. average channel gains of the SD, SR and RD links are:

δ 2
SD = δ 2

RD = δ 2
SR = 0 dB.

In the same context, Fig. 3 shows the average PEP

performance as a function of SNR for 16-QAM mod-

ulation symbols for a single relay MIMO STBC-based

S-DF network considering the EPS factors over symmet-

ric η–µ fading channels with µSD = µSR = µRD = 1.50
and ηSD = ηSR = ηRD = 1 as well as balanced links, i.e.

average channel gains of the SD, SR and RD links are:

δ 2
SD = δ 2

RD = δ 2
SR = 0 dB. It is further demonstrated that

the exact analytical PEP curves closely match the simu-

lation curves for medium and high SNR values, and that

the asymptotic curves tend to be nearly the exact copies

of those for PEP lower than 104. As a result, in actual

S-DF relaying system designs with high SNR, the provided

asymptotic formulas might provide important system per-

formance insights.
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In Fig. 4, a MIMO STBC S-DF single relay network is

considered with QPSK symbols and EPA factors taken into

account. The simulation parameters are given as: µSD =
µSR = µRD = {1,2,3} and the average channel gains of the

SD, SR and RD links are: δ 2
SD = δ 2

RD = δ 2
SR = 0 dB. It

is evident that the Hoyt distribution is equal to the η–µ
fading distribution when µSD = µSR = µRD = 0.50. We

can see the impact of the scattered-wave power ratio on

the average PEP of the proposed MIMO-STBCD-based S-

DF network by changing the value of η . This proves that

PEP is inversely proportional to η , since when η increases

from 1 to 3 for all values of µ , an average gain of 2 dB is

observed for the target average PEP of 10−5. Furthermore,

when µ increases from 1 to 3 and µ increases from 2

to 3, average improvements of 3.89 dB and 1.65 dB are

attained.

Fig. 4. PEP vs. SNR, in dB, with µSD = µSR = µRD = {1,2,3},

η increases from 1 to 3 QPSK and EPA factors.

Fig. 5. SER vs. SNR with µSD = µSR = µRD = µ = {0.50}
with η increasing from 1 to 3 for 4-PSK considering the EPA

factors.

In the similar manner, Fig. 5 demonstrates the average OP

performance for 4-PSK modulation symbols under the inde-

pendent and non-identically distributed η–µ fading chan-

nels, for single relays with EPA factors. The simulation

parameters are: δ 2
SD = δ 2

SR = 1,δ 2
RD = 10 dB,µSD = µSR =

µRD = µ = {0.50} dB, with η increasing from 1 to 3.

When the values of η change from 1 to 3 for δ 2
RD =

10 dB, for the considered values of µSD = µSR = µRD =

µ = {0.50}, the system’s performance improves signifi-

cantly. At OP of nearly 1.25 dB and 1.75 dB, gains are

achieved when the values of ηSR and ηRD change from 1

to 3 for the considered values of η .

Fig. 6. PEP vs. SNR performance, in dB, for quadrature PSK

symbols over i.i.d. fading channel conditions for OPA factors.

Figure 6 shows PEP performance of the proposed OPA

scheme and assumes a greater channel variance from the

RNs to the DN, with a constant scattered-wave power ratio

for single relays and QPSK constellations. The simulation

parameters are: µSD = µSR = µRD = µ = 0.50, δ 2
SD = δ 2

SR =
0 dB, δ 2

RD = 100 dB and η = 0.50. The OPA factors are

ϖ0 = 0.90 and ϖ0 + ϖ1 = 1-0.98. It has been assumed

that when µ is small, such as µ = 0.50, the proposed OPA

scheme creates a cooperation mechanism offering minor

benefits which, however, grow as µ increases. Indicatively,

the optimal method surpasses the EPA scenario by at least

1.5 dB when µ = 0.50 for a PEP of 10−4.

7. Conclusion

In this paper, we have investigated end-to-end PEP and

average OP performance of MIMO-STBC-based S-DF re-

laying networks under η–µ fading channel conditions. The

exact and asymptotic end-to-end PEP expression, assuming

modulated M-ary-PSK and M-ary-QAM complex modu-

lated symbols, have been produced on i.i.d. fading links.

The analytical expressions acquired were then used to ob-

tain insights into different fading factors and their effect

on end-to-end system performance under non-homogeneous

fading channel conditions. The data given were then used

in the development of an asymptotically optimal power dis-

tribution system, within a total sum power limit, which

showed that the standard EPA technique was substantially

outperformed. The OPA system is also demonstrated to

be virtually separate from the power ratio parameter dis-

persed waves from SN to DN, depending upon the number

of multipath clusters and on the chosen modulating system.

The curves demonstrate that for moderate and high SNR

regimes, the asymptotic and exact expressions are closely
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matching. PEP performance is noticeably increased as and

increase as with a PEP of plots show that the OPA schemes

outperform the EPA schemes.
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Høgskulen på Vestlandet

Bergen, Norway

92



Paper Improved CSE with DLS-MMSE

Criteria in TH-UWB System
Ali Djebbari and Sid Ahmed Elahmar

University of Sidi Bel Abbes, Sidi Bel Abbes, Algeria

https://doi.org/10.26636/jtit.2022.151421

Abstract—This article presents a study on the use of deter-

ministic least squares criteria combined with the minimum

mean square error method for the purpose of computing filter

coefficients of the channel shortening equalizer. This method

is well known to alleviate inter-symbol interference in time

hopping UWB systems. The validity of this method is applied

to shorten the impulse response of the effective UWB channels

and, therefore, reduce the complexity of the rake receiver.

Results show a very promising advantage compared to partial-

rake (P-Rake), selective-rake (S-Rake) and optimal maximum

shortening signal-to-noise ratio methods.

Keywords—channel shortening equalizer, inter-symbols interfer-

ence, rake receiver, time hopping, ultra-wide-band, ZF-MMSE.

1. Introduction

Time hopping ultra-wideband (TH-UWB) modulation

evokes a great deal of interest as it may be used for transmit-

ting in high data rate, low-power communication applica-

tions [1], [2]. However, TH-UWB suffers from drawbacks

related to inter-symbol interference (ISI), due to the very

long impulse channel response compared to the pulse du-

ration used in time hopping [3]–[5]. On the other hand,

the channel shortening equalizer (CSE) is used to combat

the negative impact of ISI by shortening the response of the

multipath channel and, consequently, by increasing the sys-

tem’s performance due to the reduction in the complexity

of the rake receiver [6]–[13].

In the literature, the maximum shortening signal-to-noise

ratio (MSSNR) criterion is well-known and is widely relied

upon in CSE implementations [11]. Another technique pro-

posed in [12] consists in dividing the CSE filter into a con-

cept concentrating energy in the desired window, and the

tail suppression parts. However, these techniques can suffer

from an increase in noise in certain deep fading situations.

In this article, we propose a CSE algorithm designed by

modifying the first part of the energy concentration crite-

rion proposed in [12] to improve the bit error rate (BER)

performance of the system.

The first part of the proposed CSE filter design is

based on deterministic least squares (DLS) criteria com-

bined with the minimum mean square error algorithm

(MMSE) [13]–[15], to concentrate all energy within a small

desired window and, hence, to achieve a shortened effective

channel and lower noise.

The second part of the filter is exploited to satisfy the other

criterion, namely to minimize the amount of energy out-

side the desired window. The proposed CSE approach of-

fers good BER performance compared to the conventional

MSSNR CSE and Ragoubi’s CSE [12], as these methods

fail to take into account a noisy channel when designing

the CSE.

The paper is organized as follows. In Section 2, a model of

the TH-UWB system with CSE is presented. In Section 3,

the proposed algorithm is shown. Section 4 is devoted to

the simulation results with the comparison between several

methods and the MSSNR algorithm.

2. TH-UWB System Model

In the binary pulse position modulation (BPPM) scheme,

the expression of the signal transmitted by the single user

TH-UWB system is:

s(t) =
Ns−1

∑
i=0

√
Es p(t− iTs− ciTc−aiε) , (1)

where Es is the pulse energy, p(t) is the pulse waveform

with the duration of Tp. Ns is the number of pulse rep-

etitions (frames), Ts is the pulse repetition time, Tc is

the chip duration such that there are Nc chips within Ts,

ci ∈{0, 1, . . . , Nc−1} is the i-th coefficient of time-hopping

(TH) pseudo-random sequence of the user, and aiε is the

time delay produced by the signal modulation with ε PPM

offset and ai data bit.

In this work, we use the channel models proposed by the

IEEE 802.15.3a Study Group, known as CM1 to CM4 [3].

The simplified form of these channel models is:

h(t) =
M−1

∑
m=0

hmδ (t− τm) , (2)

where hm and τm are the multipath gain coefficients and

their arrival times, respectively, with δ (t) being the Dirac

delta function. The received signal, in the presence of ad-

ditive thermal noise n(t), at the channel’s UWB output, is

modeled as:
r(t) = s(t)∗h(t)+n(t) , (3)

where * is the convolution operator.
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In UWB systems, in order to keep the rake receiver design

simple, a large number of channel taps must be suppressed.

A CSE filter present at the receiver’s front end (Fig. 1)

combats inter-symbol interference (ISI) of the multipath

channel and reduces the complexity of the rake receiver.

To achieve that, the pulse waveform width Tp should be

less than the multipath arrival delay bin, i.e. only resolvable

multipaths should be considered. The temporal response of

the CSE filter of length N is given by:

w(t) =
N−1

∑
n=0

wnδ (t− τn) N¿M , (4)

with N very small to channel model length M, and where wn
is the n-th filter coefficient and τn is the temporal spacing

between any two consecutive filter taps.

Fig. 1. UWB system model with a channel shortening equalizer.

The received signal will experience an effective channel

effect c(t):

c(t) = h(t)∗w(t) =
M′
−1

∑
m=0

cmδ (t− τm) , (5)

where cm and τm are the effective channel multipath gains

and the arrival times, with M′ = M +N−1.

3. CSE Design Method

3.1. Channel Shortening Decomposition

Besides the decomposition of the coefficients into two parts,

as in [12], the proposed method uses an optimization based

on ZF-MMSE, which leads to a reduction of the undesirable

noise amplification effect. The effective discrete channel

model is given by the convolution operation in a matrix

form as:

ccc = Hw , (6)

where H is the (M + N − 1)N Toeplitz convolution ma-

trix corresponding to the channel h (see Appendix) and

www = {w0 w1 . . . wN−1]}T is the vector of the equalization

coefficients (CSE).

Next, we have decomposed the CSE coefficients vector

adopted in [12], [16]:

w =
[

wmax wmin
]T

, (7)

where:
{

wmax = [w0 . . . wLmax ]

wmin = [wLmax+1 . . . wN−1]
(8)

and Lmax is the length of the desired window for the effec-

tive channel.

Similarly, the resulting effective channel ccc of length M +
N−1 will be divided into two matrices as follows:

ccc =
[

cccmax cccmin
]T

, (9)

where:

{

cccmax = [c0 . . . cLmax ]

cccmin = [cLmax+1 . . . cM+N−2] .

(10)

Taking into account the previous decomposition in the

Eq. (6), we reformulate the matrix convolution as:

[

cccmax
cccmin

]

=

[

P O
Q R

]

[

wT
max

wT
min

]

, (11)

where P, Q and R are the Toeplitz channel matrix with size

(Lmax + 1)× (Lmax + 1), (M + N− 2−Lmax)× (Lmax + 1),
(M +N−2−Lmax)× (N−Lmax−1), respectively (see Ap-

pendix). O is the zeros matrix with size (Lmax +1)× (N−
Lmax−1).
From Eq. (11), we obtain:

cccT
max−PwT

max , (12)

cccT
min−QwT

max +RwT
min . (13)

The shortening of ccc in the cccmax format is depends solely on

wmax coefficients, while minimizing energy in cccmin depends

on the Q, R matrix and also on wmin coefficients, assuming

a given wmax initialization.

3.2. Energy Concentration

3.2.1. Review of the MSSNR Algorithm

The maximum shortening SNR (MSSNR) [11] method in-

volves minimizing the energy outside the desired window

of the effective channel response while maintaining a con-

stant amount of energy within it. From Eq. (6), we divide

the effective channel into two consecutive parts:

ccc =

[

Hmaxw
Hminw

]

, (14)

where Hmax is the sub-matrix of H corresponding to the

first Lmax + 1 rows and Hmin is the remaining rows of the

matrix H up to (M + N− 1). The optimal MSSNR CSE

coefficients vector is given by:

wopt = argmax
w

{

wT Aw
wT Bw

}

, (15)

with A = HT
maxHmax and B = HT

minHmin.

The solution will be to minimize wT Bw while setting

wT Aw = 1. That is:

wopt =
(

√
AT

)

−1b̂min , (16)

where b̂min is given by the eigenvector corresponding to the

minimum eigenvalue of (
√

A)−1B(
√

AT )−1 and
√

A is the

Cholesky factor of A.
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3.2.2. Review of the Ragoubi’s Algorithm

The Ragoubi’s method [12] is mainly based on concen-

trating energy using the discrete cosine transform (DCT),

where wmax can be computed as:

wmax(i) = DCT(i) 0≤ i≤ Lmax , (17)

with















√

1
Lmax

cos
[

π(2i+1)

2Lmax

]

0≤ i≤ Lmax

√

2
Lmax

i = 0
. (18)

Optionally, wmax can be calculated simply by using a Dirac

delta:

wmax(i) = δo,i 0≤ i≤ Lmax , (19)

where δ0,k is the Kronecker symbol.

The second part of the Ragoubi’s method was to calculate

the CSE coefficients wmin by minimizing the energy outside

the window of size Lmax, i.e. by simply imposing null taps

in the window going from Lmax + 1 to N− 1, as detailed

later on in our proposed algorithm.

3.2.3. Proposed Method

In the proposed method, we explore zero-forcing based on

the deterministic least squares (DLS) criteria [13] combined

with the MMSE method for wmax initialization. To shorten

the channel, we use the zero-forcing method, so a given

cccmax becomes the desired cr setting as:

PwT
max = cccr , (20)

where cr(k) =

{

1 k = 0
0 k > 0 .

The wmax vector of the CSE coefficients has been computed

based on minimizing the error given by:

eee = PwT
max−cccr . (21)

Thus, the resolution of Eq. (20) is obtained in the sense of

MMSE as follows:

wmax opt = (P∗P)−1P∗cccr . (22)

From Eq. (22) it appears that in order to compute CSE

equalizer coefficients, only the channel knowledge needed

to create P and the trivial destination vector cccr are required.

In the case of additional white Gaussian noise (AWGN), the

vector of CSE coefficients will be deduced by the optimal

MMSE solution [15] with consideration of the effective

signal to noise ratio (SNR) given by:

wmax opt = (P∗P+γγγ2
peI)−1P∗cccr , (23)

where γγγ2
pe = 1

SNR and I is identity matrix.

The second task of the CSE design is the one used in [12],

based on minimizing energy outside the desired window of

size Lmax. The wmin coefficients are then calculated using

the original CIR h, the first part of the CSE wmax and

considering null taps outside the window of size Lmax [12].

The elements of convolution vectors obtained respectively

from the column-wise summation of QwT
max and RwT

min of

(13) are, respectively:

q(k) =
Lmax

∑
j=0

wmax( j)h(k− j)+Lmax +1) , (24)

r(k) =
k

∑
j=0

wmin( j)h(k− j) = wmin(k)∗h(k) , (25)

with 0≤ k ≤ N−Lmax−1.

Then, substituting cccT
min with zero in order to have a null

taps outside the desired window of size Lmax, we obtain:

wmin(k)∗h(k) =−q(k) . (26)

Finally, using the classical Fourier quotient method,

Eq. (26) becomes:

wmin(k) = F−1
{

F{−q(k)}
f{h(k)}

}

, (27)

where F and F−1 denote the fast Fourier transform and its

inverse transform, respectively.

3.3. Complexity

Here, we present the computational complexities of all the

discussed algorithms. The proposed algorithm using the

CSE calculated according to the DLS/MMSE method in

the first symbols of Lmax, the Ragoubi’s method using the

DCT decomposition in the useful window of Lmax and,

finally, the MSSNR is also cited as a reference algorithm.

Computations are performed in the following steps:

The calculation of wmax using Eq. (23), requires:
L3

max

3
+

3L2
max +

8Lmax

3
[17].

First, we have to compute q(k) using Eq. (24) with [12]:

• (M−Lmax)Lmax +N +
Lmax−1

∑
i=1

i−1 additions,

• (M−Lmax)Lmax +
Lmax−1

∑
i=1

i multiplications.

The computation of wmin requires 2 FFTs with a maxi-

mum complexity of order M logM operations, one IFFT

with N logN operations and N dividing operations.

This brings the total complexity to:

2(M−Lmax)Lmax +2N +2
(Lmax−1

∑
i=1

)

+2M logM+

N logN−1+
L3

max

3
+3Lmaxr +

8Lmax

3
.
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The Ragoubi’s method [12] requires a global computation

of:

Lmax log(Lmax)+2(M−Lmax)Lmax +2N +2
(Lmax−1

∑
i=1

)

+

2M logM +N logN−1 .

The complexity for Nd iterations of MSSNR is given by (see

pp. 61–63 of [17]): N4 +
5N3

3
+N2

(

Nd +M +
1
2

)

+
11N

6
.

The comparison of the complexity of each design scheme

mentioned above shows that the method presented by

Ragoubi et al. [12] is characterized by the lowest com-

plexity, with a difference of O(Lmax logLmax) compared to

our O
(L3

max

3

)

, but this can be neglected as it only con-

cerns a few useful window samples of Lmax independently

of the other parameters. The MSSNR algorithm is more

complex because it needs an iterative search for the op-

timal delay of the effective channel. However, as dis-

cussed in the next section, it is important to note that BER-

related performance of the proposed method is significantly

better.

4. Simulation Results

In this section, the simulation results show the BER-

related performance of the proposed CSE, the conventional

MSSNR and different rake structures, compared with the

average SNR. The PPM TH-UWB waveform p(t) is chosen

as the second derivative of Gaussian pulse with the duration

of Tp = 0.15 ns with the following parameters of transmis-

sion: Ts = 8 ns, ε = 0.15 ns, Tc = 0.9 ns. We use channel

models from [1], namely CM1 and CM4. There is a line of

sight (LOS) signal in the CM1 channel, whereas the CM4

channel has a long distance in non-line of sight (NLOS) and

is characterized by high dispersion. The length of Lmax is

10 taps in all of the cases. N = 50 in CM1 and N = 75 in

CM4.

The overall receiver can be viewed as a CSE followed by

P-Rake. It is worth noting that P-Rake has negligible com-

plexity compared to CSE [4]. Thus, the complexity of

S-Rake is greater than that of P-Rake, because it scans all

multipaths in the M channel in order to correctly select

the strongest paths that may be used. However, P-Rake

combines the first Lmax arriving paths, which are not nec-

essarily the best. Thus, it does need to sort the multipath

components by the magnitude of their instantaneous path

gains.

Figures 2 and 3 compare the performance of the proposed

method with the conventional MSSNR, the Ragoubi CSE

method and all rake receivers (A-Rake) using the CM1 and

CM4 channels, respectively. The proposed method shows

better performance, except for the comparison with the

A-Rake receiver, where the totality of multipath contri-

bution are processed but this last method is more. How-

ever, the number of path components that can be utilized in

Fig. 2. BER comparison for different CSEs with 10-tap effective

window of CM1.

Fig. 3. BER comparison for the proposed CSE, MSSNR,

Ragoubi CSE and A-Rake in CM4 channel with 10-tap effective

window.

the A-Rake receiver is limited by power consumption con-

straints and complexity considerations (i.e. memory usage).

Thus, we consider the A-Rake receiver only as a benchmark

that provides an upper limit of achievable performance.

Note that for a BER of 10−2 in the case of channel CM1,

there is a major improvement in the SNR gain, of 2 dB,

obtained by the proposed CSE compared to MSSNR, and

of approx. 4.5 dB compared to the Ragoubi’s method. The

reason is obvious, as the DLS-MMSE method is favored

for ISI and noise reduction by minimizing the majority

of the signal energy outside the desired multipath window

and minimizing noise throughout the effective channel re-

sponse. While the MSSNR and Ragoubi’s CSE methods

maximize the energy of the channel in the desired window,
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they do not cancel the large amount of ISI and noise out-

side this window. Performance decreases slightly for CM4,

because this channel is more severe and contains more mul-

tipaths than CM1.

Fig. 4. BER comparison of CM1 channel for proposed CSE,

A-Rake, S-Rake and P-Rake.

Fig. 5. BER comparison for proposed CSE, A-Rake, S-Rake and

P-Rake in a CM4 channel with 10-tap effective window.

Performance of the proposed DLS CSE and the different

rake receivers (A-Rake, S-Rake and P-Rake) for channel

models CM1 and CM4 is compared in Figs. 4 and 5, re-

spectively. One may notice that the proposed CSE has

the best BER except when compared with A-Rake. The

P-Rake receiver only processes part of the useful signal en-

ergy present in the first incoming multipath Lmax. In the

case of S-Rake, it processes the strongest Lmax multipaths

but the ISI increases, which leads to self-interference and

decreases the output SNR. The performance of S-Rake may

be improved at the expense of a reduced data rate.

5. Conclusion

In this paper, we proposed a CSE technique for TH-UWB

systems using the zero-forcing and MMSE methods to have

a shortened effective channel through the DLS algorithm.

Channel energy is concentrated within the desired window

containing several multipaths and simultaneously canceling

the majority of the effective channel energy outside this

desired window. Therefore, the rake receiver becomes less

complex and is characterized by the strongest multipath.

By examining performance, one may conclude that the use

of the proposed CSE at the reception of the signal, just

prior the receiver rake, is a better solution in terms of BER

than P-Rake and S-Rake. Simulation results also show that

the proposed CSE surpasses performance of the optimal

MSSNR design.

Appendix

Matrices H, P, Q and R are given by:

H=





























h0 0 . . . . . . 0

h1 h0
. . .

...

...
...

hM−1 hM−2 . . . hM−N+1 hM−N

0 hM−1 . . . hM−N+1
...

. . .
...

0 . . . 0 hM−1





























(M+N−1)×(N)
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. . . 0
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Abstract—Low peak sidelobe level (PSLL) and antenna arrays

with high directivity are needed nowadays for reliable wireless

communication systems. Controlling the PSLL is a major is-

sue in designing effective antenna array systems. In this paper,

a nature inspired technique, namely accelerating Gaussian

mutated cat swarm optimization (AGMCSO) that attributes

global search abilities, is proposed to control PSLL in the ra-

diation pattern. In AGM-SCO, Gaussian mutation with an

acceleration parameter is used in the position-updated equa-

tion, which allows the algorithm to search in a systematic way

to prevent premature convergence and to enhance the speed

of convergence. Experiments concerning several benchmark

multimodal problems have been conducted and the obtained

results illustrate that AGMCSO shows excellent performance

concerning evolutionary speed and accuracy. To validate the

overall efficacy of the algorithm, a sensitivity analysis was per-

formed for different AGMCSO parameters. AGMCSO was

researched on numerous linear, unequally spaced antenna ar-

rays and the results show that in terms of generating low PSLL

with a narrow first null beamwidth (FNBW), AGMCSO out-

performs conventional algorithms.

Keywords—Gaussian mutation, cat swarm optimization, linear

antenna array, PSLL.

1. Introduction

Numerous antenna arrays are used in mobile, satellite,

radar, and other wireless communication systems as they of-

fer good signal quality, enhanced directivity, extended spec-

trum efficiency and wide coverage. To avoid interference

with other communication systems operating nearby, there

is a need to maintain a low peak sidelobe level (PSLL). Be-

cause of the increasing electromagnetic deterioration, nulls

need to be kept at the desired directions with low sidelobes

and fixed first null beam width (FNBW).

There are many approaches to shaping side lobe power in

the radiation pattern. The designer may either alter the an-

tenna’s position or may use complex weights to obtain the

desired radiation pattern (low PSLL). The weights apply

to amplitude and phase inputs of each radiation element in

the antenna array. Implementation of non-uniform ampli-

tude and phase weights in uniformly placed antenna arrays

is a complex problem. Instead, unequally spaced antenna

arrays with uniform feeding provide greater flexibility in

shaping side lobe power in the radiation pattern [1].

In this paper, we rely on aperiodic antenna array synthe-

sis due to its simple feed network. An illustration of an

unequally spaced array is shown in Fig. 1. It may be de-

signed by altering the distance between the antenna’s ele-

ments. The problem of unequally spaced antenna array

synthesis involves non-linear and non-convex optimization

using a set of classical gradient-based algorithms deployed

in nature-inspired optimization techniques. Several nature-

inspired optimization techniques, namely genetic algorithm

(GA) [2]–[6], differential evolution (DE) [7]–[12], particle

swarm optimization (PSO) [13]–[22], ant colony optimiza-

tion (ACO) [23]–[25], cat swarm optimization [26]–[32],

grey wolf optimization (GWO) [33]–[34], and bee colony

optimization (BCO) [35]–[36] have been implemented

while synthetizing unequally spaced antenna arrays.

Fig. 1. A linear antenna array with non-uniform spacing.

Some of the important algorithms relied upon in antenna

array synthesis have been discussed in detail in the litera-

ture. Yan et al. [2] proposed a simple and versatile GA

for antenna array pattern synthesis and the approach in-

volves array excitation weighting vectors used as complex

number chromosomes. GA has been applied to synthesize

linear and circular arrays to achieve –20 dB PSLL levels.

Chen KS et al. proposed, in paper [4], a modified real

genetic algorithm (MGA) for the synthesis of sparse lin-

ear arrays by optimizing the elements’ positions to reduce

peak sidelobe level. The result of the synthesis showed that

MGA achieved a PSLL of −20.562 dB with 37 elements.

Numerical simulations demonstrated superb efficiency and

robustness of this algorithm. The improved genetic algo-

99



Prasanna K. Kumar, Lakshman Pappula, B. T. P. Madhav, and V. S. V. Prabhakar

rithm (IGA) was proposed by Cen et al. [5]. It simul-

taneously changes the weight coefficients and inter-sensor

spacings of a linear aperiodic array. The authors extended

the research to include the impact of steering angles on the

sidelobe level with fixed main beamwidth. The results have

shown superiority of PSLL compared to other GA variants.

A computationally efficient global optimization method of

differential evolution (DE) was proposed for the synthesis

of uniform amplitude arrays by Kurup et al. [7]. Phase-

only synthesis and position-only syntheses were discussed

to achieve low sidelobe levels by Lin et al. [9].

Goudos et al. [11] proposed a design technique based on a

self-adaptive DE (SADE) algorithm which has been ap-

plied to real-valued microwave design problems includ-

ing linear-array synthesis, patch-antenna design, and mi-

crostrip filter design. The authors compared the SADE

strategy with popular PSO and DE variants and proved

its effectiveness. Zhang et al. [17] enhanced search di-

versity by integrating a parameter selection strategy into

classical differential evolution. In this research, a modi-

fied DE based on a harmony search algorithm known as

HSDEA was developed to optimize linear aperiodic arrays

by ensuring a minimum peak sidelobe level. Simulations

showed that a PSLL of −22.631 dB had been achieved

for a 32-elements array. HSDEA converges faster and re-

quires fewer calculations for synthetizing a linear aperiodic

array, compared with other methods. PSO [13] is a re-

cently developed high-performance optimizer. It is similar

to GA or evolutionary algorithms, but requires fewer com-

putational resources. Boeringer et al. [13] proposed PSO to

synthetize antenna arrays using amplitude-only, phase-only,

and complex tapering. Several comparative studies were

conducted by comparing PSO with GA and ACO. Khodier

et al. [14] proposed PSO for a synthesis of linear antenna

arrays and formulated the objective function for PSLL and

null placement. Rajo-Iglesias et al. [23] proposed ACO

using real numbers for synthesizing linear antenna arrays.

They synthesized 10- and 32-element array systems. For a

32-element linear array, ACO gives a PSLL of −17.5 dB

and a 7.7◦ beamwidth.

To increase the efficiency of antenna arrays by ensuring

high directivity and low sidelobe levels, CSO was pro-

posed for synthesizing linear antenna arrays by Pappula

et al. [31]. CSO is used to optimize the distance between

the antenna’s parts in order to generate a radiation pat-

tern with low PSLL and deep nulls in the desired direc-

tions. CSO has shown superiority over GA and PSO.

Li et al. [34] proposed the GWO algorithm, which mim-

ics the social behavior of grey wolves, to synthesize lin-

ear arrays. The objective is to suppress peak sidelobe

level under various constraints. Performance is further ver-

ified while optimizing the design of a dual-band E-shaped

patch antenna and a wideband magnetoelectric dipole

antenna.

All these techniques have demonstrated at alternatives to

traditional gradient-based algorithms exist and may be re-

lied upon while searching for the global solution. But in

the synthesis of antenna arrays, the feasible range of so-

lutions is extremely wide and the search for an optimal

solution with a fast convergence rate poses a major chal-

lenge. Algorithms that incorporate an exhaustive search

function are needed to seek the optimal solution with a fast

convergence rate.

Cat swarm optimization (CSO) [26] is a newly developed

technique that mimics the original behavior of cats. Chu

and Tsai introduced this technique in [37]. It has been im-

plemented while dealing with numerous engineering prob-

lems in the real world [37] and has shown improved per-

formance over GA and PSO.

However, while solving complex non-linear problems, con-

ventional CSO suffers from premature convergence and

locks in local minima. In a position-updated equation of

CSO, due to the random mutation process, this leads to the

aforementioned problems. This issue is restricted to a wide

range of applications of the traditional CSO.

In this paper, we have introduced Gaussian mutation with

an accelerating parameter in the position-updated equa-

tion – a solution offering fast convergence that may be

accurately compared with CSO. The proposed AGMCSO

is applied while synthesizing unequally spaced antenna ar-

rays to suppress PSLL, while simultaneously maintaining

narrow FNBW. Then, a detailed comparison of AGMCSO

with state-of-the-art algorithms is presented.

This article is organized as follows: details of the traditional

CSO approach are discussed in Section 2 and are followed

by the introduction of AGMCSO in Section 3. Section 4

presents the test functions on which AGMCSO is being

implemented and a comparison of numerical outcomes for

30-dimensional problems between AGMCSO, CSO, PSO

is obtained. Section 5 addresses the application of AGM-

CSO in complex EM design problems.

2. Modified Cat Swarm Optimization

CSO is modeled by observing the hunting skills of a cat.

The algorithm is classified into two modes of operation:

seeking mode and tracing mode. Cats are assigned to the

mode depending on the mixture ratio (MR).

In the seeking mode (SM), by observing the surroundings,

a cat being in its rest position will always be on alert. The

cat’s movements are very slow. The relevant model uses

the following [32]:

• seeking range of the selected dimension (SRD),

which determines the amount of available range,

• counts of dimensions to change (CDC) – this pa-

rameter determines the number of dimensions to be

mutated.,

• seeking memory pool (SMP) – determining the num-

ber of copies of cats to be created for mutation.

The following are the phases observed in the SM:
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• build K copies of i-th cat based on SMP;

• (K − 1) copies are subject to the mutation mecha-

nism. All dimensions are randomly mutated accord-

ing to CDC and SRD, either by adding SRD to or

subtracting it from the parent location;

• the fitness values of newly updated copies are ana-

lyzed;

• choose the best value from the K copies is chosen

and replaced with the cat’s position.

In the tracing mode (TM), cats attempt to change their lo-

cations rapidly by tracking the targets. The shift in the

location is statistically inferred by following the cat’s trac-

ing actions. In this mode, the algorithm’s steps are:

• in the D-dimensional solution space the position and

velocity of the m-th cat is:

Pg
m = [Pmn] where n = 1, . . . , D , (1)

Velg
m = [Velmn] where n = 1, . . . ,D , (2)

• for each dimension the position and velocity of m-th

cat is updated as:

Velg+1
m = [Velm,n] = ω.Velg

m,n +C.r.(Pgbest −Pg
m,n) ,

(3)

Pg+1
m,n = Pg

m,n +Velg+1
m,n , (4)

where g represents the generation number, m is the

cat’s index in a swarm, n represents the cat’s posi-

tion index, Velg
m,n is the velocity of the m-th particle,

C represents the acceleration coefficient, r is the ar-

bitrary number between 0 and 1, P is the weight of

the inertia, and Pgbest is the best cat’s position.

The fitness values are assessed after the tracing mode. If

the required solution is not attained based on the mixture

ratio, the adjusted cats are dispersed to SM and TM. This is

repeated until the desired solution is acquired. However, it

has been observed that in SM mode, the random mutation

process leads to a poor and premature convergence rate.

3. Accelerating Gaussian Mutation

Based CSO

The probability of sensing range is steadily decreased as the

cat is in a resting position. It resembles a Gaussian distribu-

tion curve with a zero mean. The sensing range is focused

around the cat’s rest position and gradually becomes low as

it moves far from the cat’s position, i.e. compared to large

mutations, the probability of developing lower mutations is

higher. The Gaussian distribution curve resembles the cat’s

behavior in the seeking mode, as illustrated in Fig. 2.

It may be observed that there is a higher likelihood of mi-

nor mutations which lead to a more rigorous local search

Fig. 2. Gaussian density function with three standard deviations.

along with a global search. The standard deviation σ and

the mean µ of Gaussian distribution density function is:

fnormal(p; µ ,σ) =
1

√

2πσ 2
e−

(p−µ)2

2σ2
. (5)

According Eq. (5), the Gaussian random number G is:

G(µ,σ 2) = µ +σG(0,1) . (6)

Here G(0,1) is the Gaussian random number normally dis-

tributed with a standard deviation of 1 and a zero mean.

From Fig. 2 it is evident that both large and small mutation

values can be produced from the standard deviation value

of 1. The method is modified with the help of Gaussian

mutation to improve solution accuracy and convergence.

A mutant individual xm
i is generated by Gaussian mutation

which is:

xm
i = xi +G(0,σ 2) = xi +σ ·G(0,1) , (7)

where xi is the unmutated individual, and σ is conveyed

as the selected dimension’s mutated value. Therefore, the

position of each dimension of i-th cat is:

xm
i = xi +

[

SRD ·
(

1−
g

gen

)

· xi ·G(0,1)
]

. (8)

To enhance the local convergence properties, we have

adopted an accelerating component in the xm
i .

3.1. Time Complexity of AGMCSO

The SM time complexity is considered as O[Nn · log(Nn)],
where Nn is Sn ·Dim · (SMP−1) [32], and Sn is the num-

ber of cats in SM, Dim is the number of dimensions, the

SMP pool searching for a memory. The process time com-

plexity of TM may be mentioned as O(Nn), where Nn is

Tn ·Dim, and Tn is tracing the number of cats. The number

of cats in TM is to be smaller than the number of cats in

SM. The worst-case time complexity of the tracing mode

process is dominated by SM worst-case time complexity.

The suggested method’s total worst-case time complexity

is considered as O[Nn · log(Nn)]. Time complexity of the

proposed AGMCSO approach and of the conventional CSO

algorithm is the same, as we did not introduce any compli-

cated variants in the proposed AGMCSO.
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Fig. 3. Steps of the modified CSO algorithm.

3.2. Description of AGMCSO Algorithm

Figure 3 demonstrates the 7 phases of the modified CSO

algorithm, which are:

1. in the D-dimensional solution space, a finite amount

of cats is initialized randomly;

2. the velocity of the cats is initialized;

3. the fitness value of each cat is calculated, the cat with

the highest fitness value is picked and the appropriate

position of the cat is stored in the memory as Xgbest ;

4. the cats are shifted to the SM and TM depending

on their flags, according to MR. In turn, if the cat’s

flag is set to SM, the cat will be directed to SM.

Otherwise, the cat will move to the TM process;

5. the fitness of each altered cat is calculated after two

modes have been completed and the cat’s best posi-

tion is stored as Xi, j;

6. Xgbest and Xi, j fitness values are compared and the

best position is updated as Xgbest ;

7. the program ends, if the required solution is obtained

or else steps from 4–7 are repeated.

4. Benchmark Functions

In order to estimate the efficiency of techniques influenced

by nature, common benchmark issues are used. They are

classified into a few different categories and are consid-

ered to be multimodal or unimodal. Table 1 presents the

characteristics of such benchmark problems. The global

optimum x∗, global solution f (x∗), acceptable solution and

Table 1

Benchmark test functions

Name Symbol Description x∗ f (x∗) Search range

Sphere f1(x)
D
∑

i=1
x2

i 0, . . . ,0 0 [−5.12,5.12]D

Zakharov f2(x)
E
∑

i=1
x2

i +

[

D
∑

i=1
0.5ixi

]2

+

[

D
∑

i=1
0.5ixi

]4

0, . . . ,0 0 [−5,10]D

Rosenbrock f3(x)
D−1
∑

i=1

[

100(xi+1− x2
i
)2

+(xi−1)2
]

1, . . . ,1 0 [−5,10]D

Levy fe(x)
sin2(πω1)+

D−1
∑

i=1
(ωi−1)[1+10sin2(πωi +1)]+

1, . . . ,1 0 [−10,10]D

(ωd−1)2[1+ sin2(2πωd)]

Ackley f5(x) −20e
−b

√

1
d

D
∑

i=1
x2

i
− e

1
d

D
∑

i=1

√
cos(cxi)

+a+ e1 0, . . . ,0 0 [−32,32]D

Rastrigin f6(x) 10d +
D
∑

i=1

[

x2
i −10cos(2πxi)

]

0, . . . ,0 0 [−5,10]D

Griewank f7(x)
D
∑

i=1

x2
i

4000 −
D
∏
i=1

cos
(

xi√
i

)

+1 0, . . . ,0 0 [−600,600]D
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search range of the benchmark problems have been listed.

Problems f1− f4 are unimodal and f5− f7 are multimodal.

For all cases the acceptable solution is set at 10−6.

Numerous trials have been performed using seven bench-

mark functions to compare the proposed AGMCSO using

Table 2

AGMCSO, CSO and PSO parameters

AGMCSO CSO PSO

Factor Amount Factor Amount Factor Amount

Primary 50 Primary 50 Swarm 135
cats cats size

SRD 0.8 (80%) SRD 0.3 (30%) r1, r2 [0, 1]

CDC 80% CDC 80% c1 2

SMP 5 SMP 5 ω 0.2–0.9

MR 0.8 MR 0.8 – –

r [0, 1] r [0, 1] – –

ω 0.2–09 ω 0.2–0.9 – –

c1 2 c1 2 – –

Table 3

Comparison of average CPU time, convergence speed

and SR

Function AGMCSO PSO CSO

FEA 1360 – 47450

f1 Time 0.0877 s – 3.45 s

SR 100% 0 100%

FEA 2108 – –

f2 Time 0.104 s – –

SR 100% 0 0

FEA 340 – 38090

f3 Time 0.058 s – 7.24 s

SR 100% 0 100%

FEA 2006 – –

f4 Time 0.0757 s – –

SR 100% 0 0

FEA 2380 145800 38480

f5 Time 0.1254 s 10.12 4.53 s

SR 100% 34 100%

FEA 2312 – 69550

f6 Time 0.0726 s – 4.64 s

SR 100% 9 199%

FEA 1394 – 194740

f7 Time 0.1143 s – 82.42 s

SR 100% 0 100%

Notes:

Bold figures indicate the best results obtained (with

all algorithms taken into consideration).

“–” means no runs performed by the algorithm have

achieved the acceptable solution.

FEA is calculated to achieve the adequate solution

over the number of successful runs.

SR shows the percentage of independent runs that

have efficiently found the adequate solution.

a 30-dimensional problem with the classic PSO and CSO

approaches. The simulation parameters are listed in Ta-

ble 2. For all the experiments the average value, the average

standard deviation and the number of function evaluations

needed to achieve the acceptable solution (FEA) are listed

in Table 3. The accuracy of solutions obtained using the

proposed AGMCSO, CSO and PSO approaches for a 30-

dimensional problem is presented in Table 4.

Table 4

Comparison of solution accuracy for 30-D problems

between AGMCSO, CSO, PSO (bold figures mean

the best result)

AGMCSO CSO PSO

f1 7.77 ·10−291
±0 3.41 ·10−40

±1.99 ·10−41 30.6±19

f2 7.8 ·10−268
±0 2.72 ·10−52

±0.24 ·10−23 5 ·1020
±15

f3 50±0 29.6±2.1 168±6.7

f4 0±0 3.1 ·10−24

±0.15 ·10−40 18.1±23

f5 8.88 ·10−16
±0 4.68 ·10−5

±3.05 ·10−5 1±0.6

f6 0±0 3.18 ·10−14
±0.169 3.5±8.9

f7 0±0 1.23 ·10−4

±2.5 ·10−4 5.1±1.8

Computational complexity is the main performance metric

for evaluating performance of an algorithm. It may be

measured by the average CPU time or by the average FEA

required to reach an acceptable solution. The success rate

(SR) indicator is specified as the percentage of independent

runs that have effectively achieved the desired solution.

The results obtained illustrate that AGMCSO outperforms

CSO and PSO in terms of convergence rate and solution

Fig. 4. Evolutionary process of fitness functions f1, f2, and f4– f6
for 30 dimensions.
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Fig. 5. Evolutionary process of fitness function f3.

accuracy. AGMCSO achieved global solutions for all 30-

dimensional multi-modal problems with minimum function

evaluations. AGMCSO achieves acceptable solutions faster

than CSO and PSO. For example, if we consider the 30-D

multimodal Griewank function f7 AGMCSO requires, on

average, 1394 function evaluations vs. a 194740 needed by

CSI in order to reach adequate solution accuracy of 10−6.

Table 3 shows that for all the benchmark functions, the SR

for AGMCSO is 100% for all the dimensions whereas the

PSO and CSO fails to reach 100% of SR.

Figure 4 shows the convergence plots between the number

of generations and the fitness function for f1, f2, f4– f6. A

similar convergence plot for f3 is shown in Fig. 5.

4.1. Comparisons with Other Evolutionary Algorithms

Table 5 presents a comparison of the proposed AGMCSO

solution with a few existing 30-D algorithms. The algo-

rithms include fast evolutionary algorithm (FEP), adaptive

differential evaluation with optional archive (JADE), com-

prehensive learning PSO (CLPSO), orthogonal learning

particle swarm optimization (OLPSO-L), detecting, shrink-

ing and local learning strategy PSO (DSLPSO), enhanced

parallel cat swarm optimization (EPCSO), and cat swarm

optimization with adaptive parameter control (NCSO). Ex-

cept for the Rosenbrock function f3, AGMCSO offers the

best accuracy and also outperforms the current updated

CSO algorithms. The average number of FEAs needed

to achieve the suitable solution is also smaller.

5. AGMCSO Applications

Here, two examples of the AGMCSO algorithm are pre-

sented based on linear array designs selected from the lit-

erature.

5.1. Linear Antenna Array

Consider an M-element, uniformly illuminated linear an-

tenna array positioned on the x axis (Fig. 6). The antenna

array factor in the azimuth plane of M = 2N is:

AF(X ,θ) = 2
N

∑
n=1

cos[kXn cos(θ)] M = 2N , (9)

where the azimuthal angle is given as θ , the n-th element

position is given as Xn, the wavenumber is given by k = 2π
λ

and the wavelength by λ .

Selection of the distance between the antenna’s elements

is crucial. The positioning of adjacent elements too far

apart leads to grating lobes, and positioning the too close

to each other leads to mutual coupling. Thus, the constraint

of adjacent element spacing has to be considered during

the optimization process. The distance between antenna

elements within the array is constrained as |xi−x j| ≥ 0.25λ .

With the parameter configuration for AGMCSO, CSO and

PSO algorithms retrieved from Table 2, the algorithm is

executed 10 times to show the efficacy of the suggested

method.

Table 5

Comparison of AGMCSO with evolutionary algorithms (bold print = best result)

Func- FEP JADE CLPSO OLPSO-L DSL-PSO EPCSO NCSO
AGMCSO

tion [38] [8] [15] [18] [20] [27] [29]

f1
5.7 ·10−4 1.3 ·10−54 4.4 ·10−14 1.1 ·10−38 1.3 ·10−49

0±0 1.68 ·10−21 7.77 ·10−291

±1.3 ·10−4
±9.2 ·10−54

±1.71 ·10−14
±1.21 ·10−38

±7.31 ·10−49
±0

f2 – – – – – – –
7.8 ·10−291

±0
f3 5.0±5.8 0.3±1.1 21±2.9 1.2±1.4 51±42 N/A 23.5 −1.019
f4 – – – – – – – 0±0

f5 180±2100
4.4 ·10−15

0±0
4.14 ·10−14 1.2 ·10−14 6.40 ·10−15

6.54 ·10−12 8.88 ·10−16

±0 ±0 ±4.6 ·10−15
±3.7 ·10−15

±0

f6 460±1200
0±0 4.85 ·10−10

0±0
4.7 ·10−16

86±10 76.6 0±0
±0.361 ±9.71 ·10−17

f7 1600±2200
2.0 ·10−4

31±0.46 0±0
170 3.50 ·10−3

0 0±0
±1.4 ·10−3

±2.21 ·10−3
±7.10 ·10−3
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Fig. 6. Illustration of linear antenna array with non-uniform

spacing.

In the design process, the aim is to minimize the peak side-

lobe level in the sidelobe region by optimizing the spacings

between the antenna’s elements using the proposed AGM-

CSO method. The objective function can be modeled as:

Ob j(X) = max
(

|AF(X ,θ0)|

|AFmax|

)

, (10)

where X = (X1,X2, . . . ,XN) is the element position vector,

θ0 is defined as the angular region excluding the main lobe,

the main peak of the pattern is AFmax.

Table 6

Positions of a 20-element array optimized

using AGMCSO and CSO

Element (n)
Position xn

λ
AGMCSO CSO

1 0.2642 0.2504

2 0.5288 0.7625

3 0.7920 1.2441

4 1.0920 1.7153

5 1.3470 2.3773

6 1.7122 2.8824

7 2.0428 3.5296

8 2.4654 4.3169

9 2.9505 5.2229

10 3.5994 6.0549

In the first example, a 20-element array is synthesized using

the proposed AGMCSO and CSO approaches to minimize

PSLL in the sidelobe region. Table 6 shows AGMCSO-

and CSO-optimized element positions relative to Z. The

array patterns obtained using the AGMCSO algorithm

along with the CSO-optimized array and uniformly illumi-

nated periodic array (UIPA) are shown in Fig. 7. Conver-

gence characteristics for 10 independent runs are shown in

Fig. 8. The comparison of convergence characteristics of

AGMCSO and CSO is shown in Fig. 9. The comparison of

PSLL obtained using CSO, fully informed particle swarm

optimization (FIPSO) [17], perturbation particle swarm

optimization (PPSO) [17] and AGMCSO is presented in

Table 7.

Fig. 7. Radiation pattern of the 20-element array using AGM-

CSO, CSO and UIPA.

Fig. 8. Evolutionary process of the fitness value of a 20-element

array using AGMCSO.

Fig. 9. Evolutionary process of the fitness value of a 20-element

linear array using CSO and AGMCSO.
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Table 7

Comparative results for the synthesis of a 20-element

linear unequally spaced array

Number of
Algorithm

PSLL Aperiodic UIPA

elements [dB] FNBW FNBW

20

CSO −21.60

10 3.5
FIPSO −20.58
PPSO −16.85

AGMCSO −23.64

AGMCSO generate the value of −23.64 dB, whereas CSO,

DE, FIPSO and PPSO −21.29 dB, −18.42 dB, −20.58 dB,

and −16.84 dB, respectively. AGMCSO shows a low PSLL

level that is by −2 dB lower compared with CSO. It can be

seen from Fig. 9 that AGMCSO outperforms CSO in terms

of the convergence rate. AGMCSO takes 24310 FEAs to

reach the final solution with CSO of −21.29 dB. The suc-

cess rate of achieving a similar final value of AGMCSO is

evident from Fig. 8.

5.2. 32-element Linear Array

In the second example, a 32-element array is synthesized

to achieve the minimum PSLL. Table 8 shows the po-

sitions of ele-ments optimized by using AGMCSO and

CSO. A comparison of the PSLL obtained using CSO, DE,

CLPSO and AGMCSO is shown in Table 9. The best PSLL

for a 32-element linear array in 10 runs was found to be

−20.69 dB for CSO, −22.65 dB for DE [7], −22.75 dB

Table 8

Positions of a 32-element array optimized using

AGMCSO and CSO

Element (n)
Position xn

λ
AGMCSO CSO

1 0.3934 0.2952
2 0.6988 0.9181

3 1.0263 1.5182

4 1.3399 2.1504

5 1.7294 2.8029

6 2.1038 3.4503

7 2.3565 4.1665

8 2.8756 4.8664

9 3.2624 5.5887

10 3.7256 6.3456

11 4.1031 7.0395

12 4.7333 7.8415

13 5.2702 8.6343

14 5.8879 9.7310

15 6.7224 11.4967

16 7.4994 12.2483

Table 9

Comparative results for the synthesis of a 32-element

linear unequally spaced array

Number of
Algorithm

PSLL Aperiodic UIPA

elements [dB] FNBW FNBW

32

CSO −20.69

5 3.5
DE −22.65

CLPSO −22.75
AGMCSO −23.40

Fig. 10. Radiation pattern of the 32 elements array using AGM-

CSO, CSO, and UIPA.

Fig. 11. Evolutionary process of the fitness value of the 32

elements array using AGMCSO.

for CLPSO [15] and −23.4076 dB for AGMCSO. The ra-

diation pattern achieved using AGMCSO, along with UIPA

and CSO, is shown in Fig. 10. The convergence character-
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istics for a 32-element linear array using AGMCSO for 10

independent runs are shown in Fig. 11. The convergence

plots of AGMCSO and CSO are shown in Fig. 12.

Fig. 12. Evolutionary process of the fitness value of a 32-element

linear array using CSO and AGMCSO.

AGMCSO produces a PSLL that is by −2.71 dB lower

compared with CSO (Table 9). CSO takes 170000 FEAs to

reach its final solution. AGMCSO requires 24310 FEAs to

reach the final solution of CSO (Fig. 12) and the deviation

in achieving the final solution is low for several independent

runs and shows the reliability of the proposed AGMCSO

method (Fig. 11).

Overall, AGMCSO outperforms the traditional CSO ap-

proach in terms of low PSLL and convergence speed. Ac-

celerated Gaussian mutation leads to defining positions lo-

cated at better locations, by preventing premature conver-

gence. AGMCSO had shown superior results compared

to the classic CSO approach, in terms of solution accuracy

and offers a PSLL value that is by -2 dB lower compared to

CSO. Computational speed is greatly enhanced by the pro-

posed AGMCSO methods. AGMCSO outperforms CSO in

terms of convergence speed and requires 15% of the CSO’s

FEAs to reach the final solution of CSO.

6. Conclusion

In this paper, unequally spaced arrays with low PSLL have

been designed using a modified AGMCSO optimization al-

gorithm. The Gaussian mutation with an acceleration pa-

rameter has been introduced in the position-updated equa-

tion of the traditional CSO approach to enhance solution

accuracy and convergence rate. The effectiveness of AGM-

CSO has been benchmarked using multimodal, 30-, 100-

and 1000-dimensional problems. The simulations show

that the proposed AGMCSO algorithm outperforms pop-

ular optimization techniques in terms of solution accuracy

and convergence rate. A detailed analysis of the impact

of all AGMCSO parameters on its overall performance has

been carried out. We have applied AGMCSO in the synthe-

sis of unequally spaced antenna arrays to suppress PSLL.

20- and 32-element linear arrays have been synthesized and

the numerical results illustrate that AGMCSO outperforms

the conventional and modified algorithm in terms of low

PSLL with narrow FNBW.
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